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#### Abstract

Resume. - Nous prouvons qu'une variété complète kāhlérienne non compacte $\boldsymbol{X}$ de courbure bisectionnelle positive satisfaisant quelques conditions quantitatives géométriques est biholomorphiquement isomorphe a une variété affine algébrique. Si $X$ est une surface complexe de courbure riemannienne positive satisfaisant les mêmes conditions quantitatives, nous démontrons que $X$ est en fait biholomorphiquement isomorphe a $C^{\mathbf{2}}$.


Abstract. - We prove that a complete noncompact Kähler manifold $X$ of positive bisectional curvature satisfying suitable growth conditions can be biholomorphically embedded onto an affine algebraic variety. In case $X$ is a complex surface of positive Riemannian sectional curvature satisfying the same growth conditions, we show that $X$ is bihoiomorphic to $C^{2}$.

The following conjectures concerning the complex structure of noncompact complete Kähler manifolds of positive curvature, formulated by Greene and Wu [9], Siu [22] and Wu [32] are central to the study of such manifolds.

## Conjecture I

A non-compact complete Kähler manifold of positive sectional curvature is biholomorphic to $\mathbb{C}^{n}$.
(*) Texte reçu le 4 juin 1983, révisé le 24 février 1984.
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## Conjecture II

A non-compact complete Kähler manifold of positive bisectional curvature is a Stein manifold.

The geometric basis of Conjecture I is the following structure theorem on complete Riemannian manifolds of positive sectional curvature.

Theorem (Gromoll-Meyer [30], Cheeger-Gromoll [6] and Poor [31]). - A non-compact complete Riemannian manifold of positive sectional curvature is diffeomorphic to $\mathbb{R}^{n}$.

By using the above theorem Greene and Wu [10] proved that a noncompact complete Kähler manifold of positive sectional curvature is a Stein manifold. Nonetheless, in the case of positive bisectional curvature, the Busemann functions of Cheeger-Gromoll [5] do not immediately give rise to an exhaustion function because one does not have a geometric comparison theorem for geodesic distances as in the case of positive sectional curvature (the theorem of Toponogov). This consideration motivated Conjecture II.

The analogue of Conjecture I for negative (or non-positive) sectional curvature and for manifolds with a pole have been formulated and proved (Siu-Yau [22], Greene-Wu [10] and Mok-Siu-Yau [17]). There it was necessary to assume conditions on the decay of the curvature tensor to make sure first of all that the manifold is parabolic.

From standard examples of complete Kähler metrics of positive bisectional curvature on $\mathbb{C}^{n}$ it appears also appropriate to assume certain geometric growth conditions on the curvature tensor and the volume of geodesic balls. With Conjectures I and II in mind, we studied the Poincaré-Lelong equation on complete Kähler manifolds (Mok-Siu-Yau [17]). We obtained, among other things, the following pinching theorem on complete Kähler manifolds of nonnegative bisectional curvature.

Theorem (Mok-Siu-Yau [17]). - Suppose $X$ is a complete Kähler manifold of complex dimension $n \geqslant 2$. Suppose $X$ is a Stein manifold and the holomorphic bisecture curvature is non-negative. Moreover, assume
(i) Volume $\left(B\left(x_{0} ; r\right)\right) \geqslant c r^{2 n}$.
(ii) $0 \leqslant$ scalar curvature $\leqslant C_{0} / d^{2+\varepsilon}\left(x_{0} ; x\right)$ where $B\left(x_{0} ; r\right)$ and $d\left(x_{0} ; x\right)$ denote respectively geodesic balls and geodesic distances, $c>0, C_{0} \geqslant 0$ and $\varepsilon$ is an arbitrarily small positive constant. Then, $X$ is isometrically biholomorphic to $\mathbb{C}^{n}$ with the flat metric.
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In this article we study the problem of compactifying complete Kähler manifolds of positive bisectional curvature. We have the following principal result.

Main Theorem. - Let $X$ be a complete non-compact $n$-dimensional Kähler manifold of positive holomorphic bisectional curvature. Suppose for some positive constants $c, C$
(i) Volume $\left(B\left(x_{0} ; r\right)\right) \geqslant c r^{2 n}$.
(ii) $0<$ scalar curvature $\leqslant C / d^{2}\left(x_{0} ; x\right)$. Then, $X$ is biholomorphic to an affine algebraic variety.

From the Main Theorem and a theorem of Ramanujam [19] in affine algebraic geometry, we obtain the following corollary related to Conjecture I of Siu stated above.

Corollary. - In case of dimension $n=2$, if the Kähler manifold $X$ in the Main Theorem is actually of positive Riemannian sectional curvature, then $X$ is biholomorphic to $\mathbf{C}^{2}$.

For the proof of the Main Theorem we consider the algebra $P(X)$ of holomorphic functions of polynomial growth. We assume for the following discussion that $n \geqslant 2$. In [17] we obtained a special plurisubharmonic function $u$ of logarithmic growth by solving the equation $i \partial \bar{\partial} u=$ Ricci form. The existence of non-trivial functions in the algebra $P(X)$ then follows readily from the $L^{2}$-estimates on complete Kähler manifolds of Andreotti-Vesentini [1] and Hormander [12]. Such an approach was already implicit in Siu-Yau [24]. There the exponential map plays an essential role in the estimates. In particular, it enables them to estimate volume growths of subvarieties by geometric comparison theorems. This was crucial in obtaining "minimal degree functions" defining a biholomorphic map onto $\mathbb{C}^{n}$. In our case the failure of exponential mappings to give global coordinates present serious difficulties. In particular, we do not have direct uniform estimates for the algebra $P(X)$ (for example, a uniform bound on the degree of $f_{x, 1}, \ldots, f_{x, n} \in P(X)$ which give local holomorphic coordinates at $x$, for an arbitrary point $x \in X$ ) to show that $P(X)$ is finitely generated. To resolve this difficulty, we prove a series of finiteness theorems related to the algebra $P(X)$ by first passing to the quotient field $R(X)$ of "rational" functions, leading finally to the existence of a proper embedding. As the first step we prove a Siegel's theorem on the transcendence degree of $R(X)$. More precisely, we show that $R(X)$ is a finite extension field of $\mathbb{C}\left(f_{1}, \ldots, f_{n}\right)$, where $f_{1}, \ldots, f_{n} \in P(X)$ are algebraically independent.

[^0]Let mult ( $[V] ; x_{0}$ ) be the multiplicity of the zero divisor [ $V$ ] of a holomorphic function $f \in P(X)$ at $x_{0} \in V$, and $\operatorname{deg}(f)$ be the degree of $f$ measured in terms of geodesic distances. Basic to our estimate is the inequality mult $\left([V] ; x_{0}\right) \leqslant C \operatorname{deg}(f)$ for some $C>0$. This is obtained by comparing both quantities to the volume growths of $V$ over geodesic balls using the classical inequality of Bishop-Lelong and estimates of the Green kernel. Unlike the classical inequality, the multiplicity will now be bounded by some global weighted average of volumes of $V$ over a family of "ringed" domains. From the proof the inequality

$$
\operatorname{mult}\left([V] ; x_{0}\right) \leqslant C \operatorname{deg}(f)
$$

is actually valid for a complete Kähier manifoid of positive Ricci curvature satisfying the same growth conditions. However, the holomorphic bisectional curvature enters when we prove existence theorems for $P(X)$. Moreover, results of [17] on the $\partial \bar{\delta}$-equation, which are only valid in case of nonnegative holomorphic bisectional curvature, imply by an application of the proof of the basic inequality that $X$ is Stein.

From the basic inequality mult $\left([V] ; x_{0}\right) \leqslant C \operatorname{deg}(f)$, an existence theorem for $P(X)$ and a classical argument of Poincaré-Siegel, we prove immediately that the field $R(X)$ of "rational" functions is a finite extension field of some $\mathbb{C}\left(f_{1}, \ldots, f_{n}\right), \boldsymbol{R}(X)=\mathbb{C}\left(f_{1}, \ldots, f_{n}, g / h\right), f_{i}, g, h \in P(X)$, such that $f_{1}, \ldots, f_{n}$ are algebraically independent. This theorem, which we call the Siegel's Theorem on $X$, does not imply that $P(X)$ is finitely generated. However, the Siegel's Theorem on $X$ implies that the mapping $F: X \rightarrow \mathbb{C}^{n+2}$ given by $F=\left(f_{1}, \ldots, f_{n}, g, h\right)$ defines, in an appropriate sense, a birational equivalence between $X$ and an irreducible affine algebraic subvariety $Z$ of $\mathbb{C}^{n+2}$ of dimension $n$. We shall obtain an embedding by desingularizing $F$. This will involve a number of finiteness theorems.

First, we show that $F: X \rightarrow Z$ is almost surjective in the sense that it can miss at most a finite number of possibly singular hypersurfaces of $Z$. We show this by solving an ideal problem for each point $z \in Z$ missed by $F$, except for a certain algebraic subvariety $T_{0}$ of $Z$ containing the singularities. By using the $L^{2}$-estimates of Skoda [25], we show that each such point $z \notin F(X) \cup T_{0}$ gives rise to some $f_{z} \in P(X)$ of degree bounded independent of $z$, which is the pull-back under $F$ of some rational function whose pole set passes through z. By an intermediate result in the proof of the Siegel's Theorem on $X$, the dimension of the vector space

[^1]of $f \in P(X)$ such that $\operatorname{deg}(f) \leqslant C$ is finite. If $F$ were not almost surjective, one could select an infinite family of linearly independent $f_{z}$ 's, giving a contradiction.

The next step in proving the Main Theorem is to show that the mapping $F: X \rightarrow Z$ can be desingularized by adjoining a finite number of holomorphic functions of polynomial growth. First we show that the mapping defined by lifting $F$ to an affine algebraic normalization $\mathcal{Z}$ of $Z$ is still defined by functions in $P(X)$. We call such a lifting $\bar{F}: X \rightarrow \tilde{Z}$ a normalization of $F$. Let $\tilde{V}$ be the branching locus of $\tilde{F}$. By the previous finiteness theorem $\tilde{F}(\tilde{V})$, which we call the image set of indeterminancy, must lie in the union of a finite number of irreducible algebraic subvarieties $S_{i}$ of codimension 2. However, it is not apparent that only a finite number of irreducible components of $\tilde{\nabla}$ are mapped into $S_{i}$. In general $\tilde{F}$ "blows down" branches of $\tilde{V}$, which may have irreducible branches of codimension $\geqslant 2$. In order to show that $F: X \rightarrow Z$ can be desingularized by adjoining a finite number of functions in $P(X)$, one would like to show that $\hat{V}$ must have only a finite number of irreducible components. For branches of codimension one we can prove this by establishing a uniform version of the basic inequality mult $\left([V] ; x_{0}\right) \leqslant C \operatorname{deg}(f)$ with a constant independent of $f$ and $x_{0}$ for regular points $x_{0}$ of the zero-divisor $V$ of $f \in P(X)$. We prove this by geometric comparison theorems and the integral formula of Lelong [13], applied to geodesic balls. This involves a useful estimate on the exponential mapping on large Euclidean balls in the tangent spaces (Proposition (7.2)). We remark that the basic inequality with a fixed base point and the uniform version are obtained under different curvature conditions and that the uniform estimate does not apply to all singular points.

Our previous argument is not strong enough when the branching locus $\bar{\nabla}$ contains branches of codimension $\geqslant 2$. Fortunately, the uniform version of the basic inequality, suitably modified, is sufficient for showing that $\mathcal{F}: X \rightarrow \mathcal{Z}$ can be desingularized in a finite number of steps. Essentially, we show that through each irreducible branch $W$ of $\tilde{V}$ (of positive dimension), there exists an "algebraic" curve $C$ intersecting $W$ at isolated points such that $C$ is defined by $g_{i} \in P(X)$ of degree bounded independent of $W$. Then, we prove that there are only a finite number of $W$ 's by inverting $\mathscr{F}$ along slices of algebraic curves on $\mathbb{Z}$. (It is essential to reduce the problem to algebraic curves because of indeterminacies of meromorphic functions on higher-dimensional varieties.)

After desingularization, we obtain a biholomorphism of $X$ onto some $Y-W$, where $Y$ is an affine algebraic variety, possibly singular, and $W$ is an algebraic subvariety of pure codimension one. In general such a variety $Y-W$ may fail to be affine algebraic because of the examples of Zariski (Goodman [11]). By a somewhat devious application of the vanishing theorem of Serre in algebraic geometry, we show in general that $Y-W$ is biregular to an affine algebraic variety if and only if it is rationally convex. In our case this follows from the fact that $X$ is convex with respect to $P(X)$.

The proof of the basic inequality yields an improvement of a pinching theorem of Mok-Siu-Yau [17] in the case of nonnegative holomorphic bisectional curvature. This is contained in $\S 4$ on applications of the proof of the basic inequality.

A significant part of this article depends on results of [17]. In § 1 we collect basic results of [17] that we shall need. Also, for the sake of completeness, we have included in § 7 certain standard estimates about exponential mappings on complete Riemannian manifolds using geometric comparison theorems. For the proofs of standard comparison theorems, we refer the reader to Cheeger-Ebin [4] and Siu-Yau [24] (especially for estimates involving the complex Hessian).

A summary of the results of the present article, together with a sketch of the proofs, has appeared in Mok [15]. Related results and problems on non-compact complete Kähier manifolds of positive curvature can be found in the survey article Mok [16].
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## 1. Estimates of the Laplace-Beltrami operator and the Poincaré-Lelong equation

We collect in this section relevant estimates taken from § 1 of Mok-SiuYau [17] on the Laplace-Beltrami operator and the Poincaré-Lelong equation on complete Kähler manifolds of nonnegative holomorphic bisectional curvature.

## (1.1) Estimates of the Green Kernel

Proposition (Mok-Siu-Yau [17; p. 190]). - Let X be a complete mdimensional complete Riemannian manifold of nonnegative Ricci curvature, $m \geqslant 3$, such that for some fixed base point $x_{0}$, the volume of geodesic balls $B\left(x_{0} ; R\right)$ satisfies

$$
\text { Volume }\left(B\left(x_{0} ; R\right)\right) \geqslant c R^{m}, \text { for some } c>0 .
$$

Then, the Green kernel ( $G(x, y)$ exists on $X$ and satisfies the estimates

$$
\frac{A}{d(x, y)^{m-2}} \leqslant G(x, y) \leqslant \frac{B}{d(x, y)^{m-2}}
$$

for some positive constants $A$ and $B$ independent of $x$. Moreover,

$$
\left\|\nabla_{y} G(x, y)\right\| \leqslant \frac{C}{d(x, y)^{m-1}}
$$

for some $C$ independent of $x$.
From the proof of Proposition (1.1) we can choose the constants $A$ and $B$ so that the estimate

$$
A\left(\frac{1}{d(x, y)^{m-2}}-\frac{1}{R^{m-2}}\right) \leqslant G_{R}(x, y) \leqslant B\left(\frac{1}{d(x, y)^{m-2}}-\frac{1}{R^{m-2}}\right)
$$

is valid for the Green kernel $G_{R}$ on $B\left(x_{0} ; R\right)$, whenever $d\left(x_{0} ; x\right)$, $d\left(x_{0} ; y\right)<R / 2$. A similar estimate holds for the gradient of $G_{R}(x,$.$) .$

The zero-order estimates of Green kernels are obtained by using the Sobolev inequality of Croke [8] and the iteration technique of Di Giorgi-Nash-Moser (Moser [18], Bombieri-Giusti [3]). The gradient estimates are obtained from the Harnack inequality of Yau [28] and Cheng-Yau [7]: For the sake of reference we also include here the latter version on geodesic balls of Riemannian manifolds of nonnegative Ricci curvature only for the case of harmonic functions.

Theorem (Harnack inequality, Cheng-Yau [7]). - Let X be a Riemannian manifold of nonnegative Ricci curvature. Suppose $h$ is a positive harmonic function on a relatively compact geodesic ball $B(p ; R)$ centered at $p$ of radius $R$, then there exists a constant $C<0$ such that

$$
\|\nabla h(x)\| \leqslant \frac{C}{a^{2}-r^{2}} \sup h(x), \quad r(x)=d(p, x)
$$

being the geodesic distance. Moreover, the constant $C$ depends only on the dimension of the Riemannian manifolds $\boldsymbol{X}$.

## (1.2) Estimates of the Poincare-Lelong equation

Theorem (Mox-Siu-Yau [17]; Theorem 1.1, p. 187). - Let X be a complete Kähler manifold of nonnegative holomorphic bisectional curvature of dimension $n \geqslant 2$. Suppose the scalar curvature is bounded by $C / r^{2}$ and Volume $\left(B\left(x_{0} p r\right)\right) \geqslant c r^{2 n}$ for some fixed base point $x_{0}$ and some $c>0$. Suppose $\rho$ is a closed (1.1) form $\|\rho\| \leqslant C_{1} / r^{2}$, measured in terms of
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norms of the given Kähler metric. Then, there exists a solution $u$ of $1 / 2 \Delta u=$ trace $(\rho)$ such that $u$ is of order $0(\log r)$ and satisfies automatically $i \partial \bar{\partial} u=\rho$.

The theorem above is obtained from a variation of a Bochner inequality due originally to Bishop-Goldrerg [2] and applying estimates of the Laplace-Beltrami operator.

## 2. $L^{2}$-estimates of $\bar{\partial}$ of Andreotti-Vesentini, Hörmander and Skoda

We present here the well-known $L^{2}$-estimates of $\bar{\partial}$ for the sake of reference. We will only use (2.1) in the case of holomorphic line bundles. The basic estimates here are those of Andreotti-Vesentini [1] and Hormander [12]. We will also need an adaptation of Skoda's estimates for solving the ideal problem in the context of complete Kähler manifolds.
(2.1) Theorem ( $L^{2}$-estimates of $\partial$ on a complete Kāhler manifold, Andreotti-Vesentin [1] and Hormander [12]). - Let $X$ be a complete Kähler manifold and denote by Ric the Ricci curvature form of $X$. Let $\varphi$ be a smooth function such that, in terms of the given Kähler metric,

$$
\begin{equation*}
\langle\partial \bar{\partial} \varphi+\text { Ric, } \eta \wedge \bar{\eta}\rangle \geqslant c(x)\|\eta\|^{2} \tag{*}
\end{equation*}
$$

for tangent vectors $\eta$ of type (1.0) at $x$ and for some positive continuous function $c(x)$. Suppose $f$ is a $\bar{\partial}$-closed smooth (0.1) form on $X$ such that

$$
\int_{x} \frac{\|f\|^{2}}{c} e^{-\bullet}<\infty
$$

Then, there exists a solution $u$ of $\bar{\partial} u=f$ such that

$$
\int_{x}|u|^{2} e^{-} \leqslant \int_{x} \frac{\|f\|^{2}}{c} e^{-}
$$

For hermitian holomorphic vector bundles $V$ with curvature form $\Theta\left(\xi, \xi^{\prime}\right.$; $\left.\eta, \bar{\eta}^{\prime}\right)$, where $\xi, \xi^{\prime}$ are vectors of $V$ and $\eta, \eta^{\prime}$ are complex tangent vectors of $X$, both of type (1.0), the inequality ( ${ }^{(*)}$ should be replaced by :

$$
\langle\partial \bar{\partial} \varphi, \eta \wedge \bar{\eta}\rangle+\Theta(\xi, \xi ; \eta, \bar{\eta}) \geqslant c(x)\|\eta\|^{2}
$$

for all $\xi$ of unit length.

Remark. - (1) $\xi, \xi^{\prime}$ can also be regarded as complex tangent vectors of type ( 1.0 ) of $V$ in the fiber direction. In the case $V=$ tangent bundle $T_{x}, \Theta(\xi, \xi ; \eta, \bar{\eta})$ gives the holomorphic bisectional curvature in the directions $\xi, \eta$ if $\xi, \eta$ are of unit length. In the case of $V=\Lambda^{n} T_{x}$, the anticanonical line bundle, $\Theta(\xi, \bar{\xi} ; \eta, \bar{\eta})$ gives the Ricci curvature in the direction of $\eta$ when $\xi$ is of unit length.
(2) In order to obtain the same estimate when $\varphi$ is not necessarily smooth one needs to approximate $\varphi$ by appropriate smooth functions. This can be done whenever $X$ is a Stein manifold.
(2.2). The following theorem is an adaptation of Skoda's estimates for solving the ideal problem in the context of complete Kähler manifolds. The precise constants appearing in Skoda [25] will not be needed.

Theorem (adaptation to complete Kähler manifolds from Skoda [25]). - Let $X$ be a complete Kähler manifold, $\varphi$ a smooth function such that $\partial \bar{\partial} \varphi+$ Ric is a semi-positive $(1,1)$ form, where Ric stands for the Ricci curvature form. Let $f_{1}, \ldots, f_{p}, h$ be holomorphic functions on $X, k$ be a positive constant, $\alpha>1$ arbitrarily such that:

$$
\int_{X} \frac{|h|^{2}}{\left(\sum_{i=1}^{p}\left|f_{i}\right|^{2}\right)^{\alpha n+1}} e^{-k \varphi}<\infty
$$

Then, there exists a solution $\left(g_{1}, \ldots, g_{p}\right)$ of $\sum_{i=1} f_{i} g_{i}=h$ satisfying the estimate:

$$
\int \frac{\left|g_{j}\right|^{2}}{\left(\sum_{i=1}\left|f_{i}\right|^{2}\right)^{a n}} e^{-k_{\phi}} \leqslant C_{\varepsilon} \int \frac{|h|^{2}}{\left(\sum_{i=1}^{p}\left|f_{i}\right|^{2}\right)^{a n+1}} e^{-k \varphi}
$$

for each $j, 1 \leqslant j \leqslant p$.
Since the proof of the above theorem in case of bounded pseudoconvex domains is obtained by applying the $L^{2}$-estimates of Hormander [12] to the weight functions constant $\log \left(\left|g_{1}\right|^{2}+\ldots+\left|g_{p}\right|^{2}\right)$, application of Theorem (2.1) immediately gives (2.2) in case $g_{1}, \ldots, g_{p}$ have no common zero (i. e., $\log \left(\left|g_{1}\right|^{2}+\ldots+\left|g_{p}\right|^{2}\right)$ is smooth). In the general case smoothing can be obtained by taking $\log \left(\left|g_{1}\right|^{2}+\ldots+\left|g_{p}\right|^{2}+\varepsilon\right)$, which decreases monotonically to $\log \left(\left|g_{1}\right|^{2}+\ldots+\left|g_{p}\right|^{2}\right)$ as $\varepsilon \rightarrow 0$.

[^3]
## 3. The basic inequality mult ([V]; $\left.x_{0}\right) \leqslant C \operatorname{deg}(f)$.

(3.1) From now on we shall assume that $X$ is an $n$-dimensional complete Kähler manifold of positive holomorphic bisectional curvature such that the scalar curvature is bounded by $C_{0} / d\left(x_{0} ; x\right)^{2}$ and Volume ( $\left.B\left(x_{0} ; r\right)\right) \geqslant c r^{2 n}$, as in the hypothesis of the Main Theorem. The following basic inequality is the starting point of our study of the algebra $P(X)$ of holomorphic functions of polynomial growth. It relates the degree of such functions to the multiplicity of their zero divisors at some arbitrary but fixed base point. We prove here the inequality in the case of manifolds of nonnegative Ricci curvature. In case of dimension 1 a Riemann surface admitting a complete metric of positive Ricci curvature must be biholomorphic to the complex plane by the classical theorem of Blanc-Fiala [1]. For the following theorem and the rest of this articie we consider therefore only dimensions $n \geqslant 2$.

Theorem (3.1) (The basic inequality). - Let $X$ be an n-dimensional complete Kähler manifold of positive Ricci curvature, $n \geqslant 2$, such that for some fixed base point $x_{0}$
(i) Scalar curvature $\leqslant C_{0} / d\left(x_{0} ; x\right)^{2}, C_{0} \geqslant 0$.
(ii) Volume $\left(B\left(x_{0} ; r\right)\right) \geqslant c r^{2 n}, c>0$.

Let $f$ be a holomorphic function on $X$ of polynomial growth, i.e., $|f(x)| \leqslant C^{\prime}\left(d\left(x_{0} ; x\right)^{p}+1\right)$ for some $p \geqslant 0, \quad C^{\prime} \geqslant 0$, and let $[V]=i / 2 \pi \partial \bar{z} \log |f|^{2}$ be the zero divisor, counting multiplicity, determined by $f$. Then, there exists a positive constant $C$ independent of $f$ such that:

$$
\text { mult }\left([V] ; x_{0}\right) \leqslant C \operatorname{deg}(f)
$$

where $\operatorname{deg}(f)$ is defined to be the infimum of all $p$ for which the following estimate holds:

$$
|f(x)| \leqslant C^{\prime}(p)\left(d\left(x_{0} ; x\right)^{p}+1\right)
$$

The multiplicity here is taken to be the usual multiplicity defined algebraically. By a theorem of Thie [27] this agrees with the Lelong number of the positive $(1,1)$ current $[V]$ at $x_{0}$. We will not distinguish between the zero divisor of $f$ and the positive $(1,1)$ integral current it represents. Also, holomorphic $n$-forms and $n$-vector fields of polynomial growth and their degrees will be defined analogously.

Theorem (3.1) will be a consequence of more precise estimates of both the multiplicity and the degree, in terms of the volume growth of [ $V$ ] over geodesic balls. Unlike the classical inequality of Bishop-Lelong, the multiplicity will be estimated in terms of a weighted average of volumes of [ $V$ ] inside geodesic balls over the entire manifold. We remark that a more direct proof can be given in the case under consideration in the Main Theorem, namely, when the holomorphic bisectional curvatures are positive, where we have results of [17] for solving the Poincare-Lelong equation.

We fix a base point $x_{0}$ and some $R_{0}>0$. For $R \geqslant R_{0}$, we subdivide $X$ into regions $D_{v}\left(R_{0}\right), v \geqslant 0$ defined by:

$$
\left\{\begin{array}{c}
D_{0}(R)=B\left(x_{0} ; 2 R\right) \\
D_{v}(R)=B\left(x_{0} ; 2^{v+1} R\right)-B\left(x_{0} ; 2^{v} R\right)
\end{array}\right.
$$

We define a weighted volume of $V$ over $D_{v}(R)$ by:

$$
A_{v}(R)=\frac{1}{\left(2^{v} R\right)^{2 n-2}} \int_{D_{v}(R)} \Delta \log |f|^{2}
$$

With these notations we have the following estimates.
Proposition (3.1.1). - Let $X$ be a complete Kähler manifold, $\operatorname{Ric}(X)>0$ satisfying geometric growth conditions as in the hypothesis of Theorem (3.1). Then there exist an $R_{0}>0$ such that for all $R>R_{0}$ and for all $f \in P(X)$

$$
\text { mult }\left([V] ; x_{0}\right) \leqslant C \sum_{v=0}^{\infty} \frac{A_{v}(R)}{2^{v}}
$$

where the constant $C$ is independent of $f$.
Proposition (3.1.2). - Hypothesis as in Theorem (3.1) and Proposition (3.1.1), there exists a constant $C_{1}$ independent of $f$ and $R$ and constants $C_{2}(f)$ depending on $f$ such that for any $R \geqslant R_{0}>0$ (with $R_{0}$ fixed as before),

$$
\mu \operatorname{deg}(f) \geqslant C_{1}\left(\sum_{v=0}^{\mu-1} A_{v}(R)\right)-C_{2}(f)
$$

The next two paragraphs will be devoted to proving the preceding propositions.
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## (3.2) AN UPPER BOUND FOR THE MULTIPLICITY

In this paragraph we will prove Proposition (3.1.1). Let $x_{0} \in X$ and $R_{0}>0$ be fixed as above. Let $B$ be a coordinate neighborhood of $x_{0}$ biholomorphic to a Euclidean ball with $x_{0}$ corresponding to the center such that $B \subset B\left(x_{0} ; R_{0} / 2\right)$. Since the Ricci form on $X$ is positive definite, we have, writing Ric for the Ricci form,

$$
\begin{aligned}
& \text { mult }\left([V] ; x_{0}\right) \leqslant \text { Const. } \int_{B} \frac{i}{2 \pi} \partial \bar{\partial} \log |f|^{2} \wedge \operatorname{Ric}^{n-1} \\
& \\
& \leqslant \text { Const. } \int_{B(R)} \frac{i}{2 \pi} \partial \bar{\partial} \log |f|^{2} \wedge \operatorname{Ric}^{n-1} \text { for } R \geqslant R_{0} / 2
\end{aligned}
$$

Here the first inequality could be obtained by applying the inequality of Bishop-Lelong to the a coordinate ball $B^{\prime}$ with $x_{0} \in B^{\prime} \subset \subset B$. The constant is independent of $f$, but depends on the choice of $B$ and the smallest (positive) eigenvalue of the Ricci curvature form. Hence, for each $R \geqslant R_{0} / 2$ we obtain by integration by parts:

$$
\begin{aligned}
& \text { mult }\left([V] ; x_{0}\right) \leqslant \text { Const. } \int_{B(R)} \frac{i}{2 \pi} \partial \partial \log |f|^{2} \wedge \operatorname{Ric}^{n-1} \\
&= \text { Const. } \int_{O B(R)} \frac{i}{2 \pi} \partial \log |f|^{2} \wedge \operatorname{Ric}^{n-1} \\
& \leqslant \frac{\text { Const. }}{R^{2 n-2}} \int_{\partial B(R)}\left\|\nabla \log |f|^{2}\right\|\left(\text { scalar curvature } \leqslant \frac{C_{0}}{R^{2}}\right) .
\end{aligned}
$$

Integrating from $R / 2$ to $R$, we have, for $R \geqslant R_{0}$ :

$$
\text { mult }\left([V] ; x_{0}\right) \leqslant \frac{\text { Const. }}{R^{2 n-1}} \int_{B(R)-B(R / 2)}\left\|\nabla \log |f|^{2}\right\| .
$$

In order to relate the latter integral with the volume growth of [ $V$ ], counting multiplicities, we need to represent $\log |f|^{2}$ as an integral over $V$, using the following lemma on Riesz representation.

Lemma (Riesz representation). - Let $f \in P(X)$ and $\tilde{x}_{0}$ be a point close to $x_{0}$ such that $f\left(\tilde{x}_{0}\right) \neq 0$. Then, on $X$ :

$$
\begin{aligned}
\log |f(x)|^{2}= & \lim _{R \rightarrow \infty} \int_{B(R)}\left[G_{R}\left(\tilde{x}_{0} ; y\right)-G_{R}(x ; y)\right] \Delta \log |f(y)|^{2} d y \\
& +\log \left|f\left(\tilde{x}_{0}\right)\right|^{2}
\end{aligned}
$$

bulletin de la societe mathematique de france
where $G_{R}$ denotes the Green kernel on $B(R)=B\left(x_{0} ; R\right)$, taken to be positive, and the limit is in the sense of uniform convergence on compact subsets.

Proof of lemma. - Let:

$$
u_{R}(x)=\int_{B(R)}\left[G_{R}\left(\tilde{x}_{0} ; y\right)-G_{R}(x ; y)\right] \Delta \log |f(y)|^{2} d y+\log \left|f\left(\tilde{x}_{0}\right)\right|^{2}
$$

on the geodesic ball $B(R)$. Then on $B(R)$ :

$$
\log |f|^{2}=u_{R}+h_{R}
$$

where $h_{R}$ is harmonic, $h_{R}\left(\tilde{x}_{0}\right)=0$ and on $\partial B(R)$ :

$$
h_{R} \leqslant \sup _{\partial B(R)} \log |f|^{2}-\log \left|f\left(\tilde{x}_{0}\right)\right|^{2}
$$

By the maximum principle the above inequality is also valid on $B(R)$. By the Harnack inequality of Cheng-Yau [7] (cf. (1.1)) applied to $\sup _{B(R)} h_{R}-h_{R}$ ) we have on $B(R / 2)$ :

$$
\left.\left\|\nabla h_{r}\right\| \leqslant\left.\frac{C}{R}\left|\left(\sup _{\partial B(R)} \log |f|^{2}\right)-\log \right| f\left(\tilde{x}_{0}\right)\right|^{2} \right\rvert\,
$$

Since by assumption $f$ is of polynomial growth,

$$
\sup _{\partial B(R)} \log |f|^{2} \leqslant q \log R+\text { Const. }
$$

for $R$ large enough, giving:

$$
\left\|\nabla h_{R}\right\| \leqslant \frac{C q \log R+\text { Const. }}{R} \text { on } B(R / 2) .
$$

Recall that $h_{R}\left(\tilde{x}_{0}\right)=0$. Taking limits we obtain $\lim _{R \rightarrow \infty} h_{R}=0$ uniformly on compact subsets of $X$, thus proving the lemma.

From the inequality:

$$
\operatorname{mult}\left([V] ; x_{0}\right) \leqslant \frac{\text { Const. }}{R^{2 n-1}} \int_{B(R)-B(R / 2)}\left\|\nabla \log |f|^{2}\right\|
$$

we shall obtain the desired upper bound for mult $\left([V] ; x_{0}\right)$. From the TOME $112-1984-\mathrm{N}^{\circ} 2$
lemma (Riesz representation) one has the gradient estimate (given by (1.1)):

$$
\begin{aligned}
&\left\|\nabla \log |f(x)|^{2}\right\| \leqslant \int_{X}\left\|\nabla_{y} G(x, y)\right\| \Delta \log |f(y)|^{2} d y \\
& \leqslant \int_{x} \frac{\text { Const. }}{d(x, y)^{2 n-1}} \Delta \log |f(y)|^{2} d y
\end{aligned}
$$

Hence:

$$
\begin{aligned}
& \int_{B(R)-B(R / 2)}\left\|\nabla \log |f(x)|^{2}\right\| \\
& \leqslant \int_{X}\left(\int_{B(R)-B(x / 2)} \frac{\text { Const. }}{d(x, y)^{2 n-1}} d x\right) \Delta \log |f(y)|^{2} d y .
\end{aligned}
$$

Since $X$ has nonnegative Ricci curvature, the exponential map (in normal geodesic coordinates) is volume-decreasing. It follows that volume of geodesic spheres $\partial B(x, R)$ is of order $0\left(d(x, y)^{2 m-1}\right)$. Hence, for $R \geqslant R_{0}$ :

$$
\begin{aligned}
& \int_{B(R)-B(R / 2)}\left\|\nabla \log |f(x)|^{2}\right\| \\
& \leqslant \int_{B(2 R)}\left(\int_{B(R)-B(R / 2)} \frac{\text { Const. }}{d(x, y)^{2 n-1}} d x\right) \Delta \log |f(y)|^{2} d y \\
& +\int_{X-B(2 R)}\left(\int_{B(R)-B(R / 2)} \frac{\text { Const. }}{d(x, y)^{2 n-1}} d x\right) \Delta \log \left|f(y)^{2}\right| d y \\
& \\
& \leqslant \text { Const. R } \int_{D_{0}(R)} \Delta \log |f(y)|^{2} d y \\
& \\
& \quad+\sum_{v=1}^{\infty} \frac{\text { Const. }}{\left(2^{2} R\right)^{2 n-1}} \operatorname{Volume}(B(R)) \int_{D_{v}(R)} \Delta \log |f(y)|^{2} d y
\end{aligned}
$$

Here we subdivide $X-B(2 R)$ into $D_{v}(R)=B\left(x_{0} ; 2^{v+1} R\right)-B\left(x_{0} ; 2^{v} R\right)$ and put $D_{0}(R)=B(2 R)$. From the estimate Volume $(B(R)) \leqslant$ Const. $R^{2 n}$,
which holds because $X$ has nonnegative Ricci curvature, we obtain (all constants being independent of $R$ )

$$
\begin{aligned}
& \operatorname{mult}\left([V] ; x_{0}\right) \leqslant \frac{\text { Const. }}{R^{2 n-1}} \int_{B(R)-E(R / 2)}\left\|\nabla \log |f|^{2}\right\| \\
& \quad \leqslant \frac{\text { Const. }}{R^{2 n-2}} \int_{D_{0}(R)} \Delta \log |f(y)|^{2} d y \\
& +\sum_{v=1}^{\infty} \frac{1}{2^{v}} \frac{\text { Const. }}{\left(2^{v} R\right)^{2 n-2}} \int_{D_{v}(R)} \Delta \log |f(y)|^{2} d y \leqslant \text { Const. } \sum_{v=0}^{\infty} \frac{A_{v}(R)}{2^{v}} .
\end{aligned}
$$

(3.3) A LOWER bound for the degree

The lower bound $\mu \operatorname{deg}(f) \geqslant C_{1}\left(\sum_{v=0}^{\mu=1} A_{v}\right)-C_{2}(f), C_{1}$ independent of $f$, is in fact an immediate consequence of the lemma on Riesz representation proved in (3.2). To see this, recall that $\tilde{x}_{0}$ is a point close to $x_{0}$ such that $f\left(\tilde{x}_{0}\right) \neq 0$ and let:

$$
v_{R}(x)=\int_{B(R)}-G_{R}(x, y) \Delta \log |f(y)|^{2} d y
$$

where $B(R)=B\left(x_{0} ; R\right)$. The function $\log |f|^{2}-v_{R}$ is harmonic on $B(R)$. Since $f$ is of polynomial growth, given any $\delta>0$, there is a constant $C^{\prime}(\boldsymbol{\delta})$ such that:

$$
|f(x)| \leqslant C^{\prime}(\delta)\left(d\left(\tilde{x}_{0} ; x\right)^{\operatorname{deg}(f)+\delta}+1\right)
$$

From the maximum principle for any $\boldsymbol{R}>0$ :

$$
\log \left|f\left(\tilde{x}_{0}\right)\right|^{2}-v_{R}\left(\tilde{x}_{0}\right) \leqslant 2(\operatorname{deg}(f)+\delta) \sup _{x \in O B(R)}\left(d\left(\tilde{x}_{0} ; x\right)+1\right)+C^{\prime \prime}(\delta)
$$

On the other hand, from estimates of $G_{R}(x ; y)$ in (1.1):

$$
-v_{2^{\mu} R}\left(\tilde{x}_{0}\right) \geqslant \sum_{v=0}^{\mu-1} \frac{\text { Const. }}{\left(2^{v} R\right)^{2 n-2}} \int_{D_{v}(R)} \Delta \log |f(y)|^{2} d y
$$

where the constant is independent of $f$. Combining the two inequalities gives the desired inequality when $\delta$ is small enough.
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## (3.4) Conclusion of the proof of the basic inequality

Finally, we prove the inequality mult $\left([V] ; x_{0}\right) \leqslant C \operatorname{deg}(f)$ from the inequalities (i) and (ii) for $R \geqslant R_{0}>0$, with $x_{0}$ fixed

$$
\begin{equation*}
\operatorname{mult}\left([V] ; x_{0}\right) \leqslant C \sum_{v=0}^{\infty} \frac{A_{v}(R)}{2^{v}} ; \tag{i}
\end{equation*}
$$

(ii)

$$
\mu \operatorname{deg}(f) \geqslant C_{1}\left(\sum_{v=0}^{\mu-1} A_{v}(R)\right)-C_{2}(f) .
$$

Recall that:

$$
\begin{gathered}
D_{0}(R)=B\left(x_{0} ; 2 R\right) \\
D_{v}(R)=B\left(x_{0} ; 2^{v+1} R\right)-B\left(x_{0} ; 2^{v} R\right)
\end{gathered}
$$

and that the weighted volume $A_{v}(R)$ is defined by:

$$
A_{v}(R)=\frac{1}{\left(2^{v} R\right)^{2 n-2}} \int_{D_{v}(R)} \Delta \log |f|^{2}
$$

We consider the inequality (i) for $R=2^{s} R_{0}$, adding up the inequalities:

$$
A_{0}\left(2^{s} R_{0}\right)+\frac{A_{1}\left(2^{s} R_{0}\right)}{2}+\ldots+\frac{A_{v}\left(2^{s} R_{0}\right)}{2^{v}}+\ldots \geqslant \frac{1}{C} \operatorname{mult}\left([V] ; x_{0}\right)
$$

Now for $v \geqslant 1, s \geqslant 0$

$$
A_{v}\left(2^{s} R_{0}\right)=\frac{1}{\left(2^{v+s} R_{0}\right)^{2 n-2}} \int_{D_{v+s}\left(R_{0}\right)} \Delta \log |f|^{2}=A_{v+s}\left(R_{0}\right)
$$

The term $A_{0}\left(2^{5} R_{0}\right)$ can be decomposed by regarding $D_{0}\left(2^{s} R_{0}\right)=$ $B\left(x_{0} ; 2^{s+1} R_{0}\right)$ as the disjoint union of $B\left(x_{0} ; 2 R_{0}\right)=D_{0}\left(R_{0}\right)$, $D_{1}\left(R_{0}\right), \ldots D_{s}\left(R_{0}\right)$. Then,

$$
\begin{aligned}
& A_{0}\left(2^{s} R_{0}\right)=\frac{1}{\left(2^{s} R_{0}\right)^{2 n-2}} \sum_{v=0}^{s} \int_{D_{v}\left(R_{0}\right)} \Delta \log |f|^{2} \\
&=\frac{1}{2^{s(2 n-2)}} A_{0}\left(R_{0}\right)+\frac{1}{2^{(s-1)(2 n-2)}} A_{1}\left(R_{0}\right) \\
& \quad+\ldots+\frac{1}{2^{2 n-2}} A_{s-1}\left(R_{0}\right)+A_{s}\left(R_{0}\right),
\end{aligned}
$$

bulletin de la societt mathematioue de france
giving:

$$
\begin{gathered}
A_{0}\left(R_{0}\right)+\frac{A_{1}\left(R_{0}\right)}{2}+\ldots+\frac{A_{v}\left(R_{0}\right)}{2^{v}}+\ldots \geqslant \frac{1}{C} \operatorname{mult}\left([V] ; x_{0}\right), \\
\frac{A_{0}\left(R_{0}\right)}{2^{2 n-2}}+A_{1}\left(R_{0}\right)+\frac{A_{2}\left(R_{0}\right)}{2}+\ldots+\frac{A_{v}\left(R_{0}\right)}{2^{v-1}}+\ldots \geqslant \frac{1}{C} \operatorname{mult}\left([V] ; x_{0}\right), \\
\frac{A_{0}\left(R_{0}\right)}{4^{2 n-2}}+\frac{A_{1}\left(R_{0}\right)}{2^{2 n-2}}+A_{2}\left(R_{0}\right)+\frac{A_{3}\left(R_{0}\right)}{2}+\ldots+\frac{A_{v}\left(R_{0}\right)}{2^{v-2}}+\ldots \geqslant \frac{1}{C} \operatorname{mult}\left([V] ; x_{0}\right) .
\end{gathered}
$$

Adding the first ( $s$ ) inequalities, we have:

$$
a_{0} A_{0}\left(R_{0}\right)+a_{1} A_{1}\left(R_{0}\right)+\ldots+a_{s} A_{s}\left(R_{0}\right)+\ldots \geqslant \frac{s}{C} \operatorname{mult}\left([V] ; x_{0}\right)
$$

where for $0 \leqslant r \leqslant s-1$

$$
1 \leqslant a_{r} \leqslant 1+\sum_{v=1}^{\infty} \frac{1}{2^{2}}+\sum_{v=1}^{\infty} \frac{1}{2^{(2 n-2) v}} \leqslant K<\infty
$$

$K$ independent of $s$; and for $r \geqslant s$

$$
a_{r}=\frac{1}{2^{r-s+1}}\left(1+\frac{1}{2}+\ldots \frac{1}{2^{-1}}\right)<\frac{1}{2^{r-s}}
$$

This gives
(\#) $K\left(A_{0}\left(R_{0}\right)+A_{1}\left(R_{0}\right)+\ldots A_{z-1}\left(R_{0}\right)\right)+\left(A_{s}\left(R_{0}\right)\right.$

$$
\left.+\frac{A_{s+1}\left(R_{0}\right)}{2}+\ldots+\frac{A_{s+v}\left(R_{0}\right)}{2^{v}}+\ldots\right) \geqslant \frac{s}{C} \operatorname{mult}\left([V] ; x_{0}\right) .
$$

Now we use the inequality (ii) to obtain:

$$
A_{0}\left(R_{0}\right)+A_{1}\left(R_{0}\right)+\ldots+A_{s-1}\left(R_{0}\right) \leqslant \frac{s}{C_{1}} \operatorname{deg}(f)+\frac{C_{2}(f)}{C_{1}}
$$

and:

$$
\frac{A_{s+v}\left(R_{0}\right)}{2^{v}} \leqslant \frac{1}{2^{v}} \frac{(s+v+1) \operatorname{deg}(f)+C_{2}(f)}{C_{1}}
$$

Substituting into the previous inequality (\#)

$$
\operatorname{deg}(f)\left(\frac{K s}{C_{1}}+\sum_{v=0}^{\infty} \frac{s+v+1}{2^{v} C_{\underline{1}}}\right)+(2+K) \frac{C_{2}(f)}{C_{1}} \geqslant \frac{s}{C} \operatorname{mult}\left([V] ; x_{0}\right) .
$$

Since $\sum_{v=0}^{\infty}\left(v / 2^{v}\right)<\infty$ and $\sum_{v=0}^{\infty} s / 2^{v}=2 s$ the basic inequality:

$$
\operatorname{mult}\left([V] ; x_{0}\right) \leqslant C \operatorname{deg}(f)
$$

with a different constant $C$, follows immediately by letting $s \rightarrow \infty$.

## 4. Steinness of $X$ and an improvement of a pinching theorem for nonnegative bisectional curvature

(4.1) Recall that the complete $n$-simensional Kähler manifold $X$ in the Main Theorem satisfies
(i) holomorphic bisectional curvature $>0$;
(ii) scalar curvature $<C / d\left(x_{0} ; x\right)^{2}$;
(iii) Volume $\left(B\left(x_{0} ; r\right)\right) \geqslant c r^{2 n}, c>0$.

We assume here $n \geqslant 2$. Using the solution of the Poincaré-Lelong equation developed in [17], we showed in the same article (Theorem $1.2(2), \mathrm{p} .200$ ) that under the stronger assumption
(ii) $C^{\prime}\left(d\left(x_{0}, x\right)+1\right)^{2}<$ scalar curvature $<C / d\left(x_{0}, x\right)^{2}, X$ is a Stein manifold because the solution $\varphi$ of $i \partial \partial u=$ Ricci curvature form (reduced to $1 / 2 \Delta u=$ scalar curvature) is an exhaustion function. Using intermediate estimates of the basic inequality (Theorem (3.1)) we shall prove the same thing under the weaker assumption (ii) with only an upper bound on the scalar curvature. For the sake of completeness we shall recall the arguments used in [17, Theorem 1.2(2), p. 200]. From now on $X$ will be the complete Kähler manifold satisfying the hypothesis of the Main Theorem and $x_{0}$ will be a fixed base point. We formulate our result in the following more general form.

Proposimion (4.1). - Let $\rho$ be a closed positive $(1,1)$ form on $X$ such that $\|\rho\| \leqslant C / d\left(x_{0} ; x\right)^{2}$. Then there is a solution of $1 / 2 \Delta u=$ trace $(\rho)$ of order $0\left(\log d\left(x_{0} ; x\right)\right)$ which satisfies automatically the Poincaré-Lelong equation $i \partial \bar{\partial} u=\rho$. Moreover, either $\rho \equiv 0$ or $u$ actually satisfies the more precise estimates $C^{\prime}\left(\log d\left(x_{0} ; x\right) \leqslant u \leqslant C^{\prime \prime} \log d\left(x_{0} ; x\right), \quad C^{\prime}, C^{\prime \prime}>0\right.$ for $d\left(x_{0} ; x\right)$ large enough.

Proof. - The lower estimate in (3.2) of volume growth of hypersurfaces on geodesic balls is clearly also valid in a modified form for closed positive

[^4]$(1,1)$ forms $\rho$ such that $\|\rho\| \leqslant C / d\left(x_{0} ; x\right)^{2}$. We use the same notations as in (3.2). We define the regions:
\[

\left\{$$
\begin{array}{c}
D_{0}\left(R_{0}\right)=B\left(2 R_{0}\right) \\
D_{v}\left(R_{0}\right)=B\left(2^{v+1} R_{0}\right)-B\left(2^{v} R_{0}\right) \quad \text { for } \quad v \geqslant 1
\end{array}
$$\right.
\]

and the weighted averages:

$$
A_{v}\left(\rho ; R_{0}\right)=\frac{1}{\left(2^{v} R_{0}\right)^{2 n-2}} \int_{D_{v}\left(R_{0}\right)} \operatorname{trace}(\rho)
$$

From the arguments of (3.2) we have:

$$
\sum_{v=0}^{\infty} \frac{1}{2^{v}} A_{v}\left(p ; 2^{\mu} R_{0}\right) \geqslant c>0
$$

for any integer $\mu \geqslant 0$, where $c$ is independent of $\mu$. Write trace $(\rho)=h$ and define $h_{p}=\chi_{D_{p}\left(R_{0}\right)} h, h=\sum_{p=0}^{\infty} h_{p}$ Let $u_{p}$ be the solution on $X$ of $1 / 2 \Delta u_{p}=h_{p}$ obtained by solving the Dirichlet boundary value problem and normalizing at $x_{0}$ so that $u_{p}\left(x_{0}\right)=0$. Thus $1 / 2 \Delta u_{p, k}=h_{p}$, on $B\left(2^{k} R_{0}\right)$, $k \geqslant p, u_{p, k} \equiv$ constant on $\partial B\left(x_{0}, k\right)$ and $u_{p, k}\left(x_{0}\right)=0$, then $u_{p}$ is the uniform limit of $u_{p, k}$ on compact subsets. Let $x$ be such that $2^{q} R_{0} \leqslant d\left(x_{0} ; x\right) \leqslant 2^{q+1} R_{0}$ and write:

$$
u(x)=\sum_{p \leqslant q} u_{p}(x)+\sum_{p \geqslant q+1} u_{p}(x)
$$

We estimate the two terms

$$
w_{1}(x)=\sum_{p \leqslant q} u_{p}(x) \quad \text { and } \quad w_{2}(x)=\sum_{p \geqslant q+1} u_{p}(x)
$$

separately. We do $w_{2}$ first. On $B\left(x_{0}, 2^{q} R_{0}\right) u_{p}$ is harmonic for $p \geqslant q+1$. Since estimates of the solution $\Delta v=\chi_{B(R)}$ by solving the Dirichlet boundary problem (cf. [17, Theorem 1]) give $|v| \leqslant C_{0} R^{2}$, we obtain from $h_{p} \leqslant C_{0} /\left(2^{p} R_{0}\right)^{2} \chi_{B\left(2^{p} R_{0}\right)}$ and the gradient estimate of harmonic functions (YaU [28]):
giving:

$$
\left\|\nabla u_{p}\right\| \leqslant \frac{C_{1}}{2^{p} R_{0}} \text { on } B\left(x_{p} ; 2^{p-1} R_{0}\right)
$$

$$
w_{2}(x) \geqslant-\sum_{p \geqslant q+2} \frac{C_{1}}{\left(2^{p} R_{0}\right)} d\left(x_{p} ; x\right)+\inf _{x} u_{q} \geqslant-\sum_{i=0}^{\infty} \frac{C_{1}}{2^{i}}-C C_{0}=-C_{2}
$$

where $C$ is a constant depending only on the geometry of $X$. Clearly, $C_{2}$ is independent of $x$. Now we estimate $w_{1}(x)$. Fix $p \leqslant q$. $u_{p}$ is harmonic on $X-B\left(2^{p} R_{0}\right)$. We have:

$$
u_{p}(z)=\int_{D_{p}\left(R_{0}\right)}-h(y) G(z ; y)+\int_{D_{p}\left(R_{0}\right)} h(y) G\left(x_{0} ; y\right) .
$$

For all $p$, the first term is larger than $C C_{0}$ on $X$. Let:

$$
\alpha_{p}=\int_{D_{p}\left(R_{0}\right)} h(y) G\left(x_{0} ; y\right) d y
$$

Then, at $x$, by comparing to harmonic measures, we have:

$$
u_{p}(x) \geqslant-C C_{0}+\left(C C_{0}\right)\left(1-\frac{C_{3} 2^{p(2 n-2)} R_{0}^{(2 n-2)}}{d\left(x_{0} ; x\right)^{2 n-2}}\right)+\alpha_{p}
$$

There exists an integer $m$ such that for $q \geqslant p+m$, we have:

$$
1-\frac{C_{3} 2^{p(2 n-2)} R_{0}^{(2 n-2)}}{d\left(x_{0} ; x\right)^{2 n-2}} \geqslant 1-\beta^{a-p}, \text { with some } \beta<1 .
$$

Thus,

$$
\begin{aligned}
& w_{1}(x) \geqslant-m C C_{0}+\sum_{p \leqslant q-m}-C C_{0}+\left(C C_{0}\right)\left(1-\beta^{q-p}\right)+\alpha_{p} \\
& =-m C C_{0}-C C_{0} \sum_{p \leqslant q-m} \beta^{q-p}+\sum_{p \leqslant q-m} \alpha_{p} \\
& \geqslant-C C_{0}\left(m+\frac{1}{1-\beta}\right)+\sum_{p \leqslant q-m} \alpha_{p}
\end{aligned}
$$

From:

$$
w(x)=w_{1}(x)+w_{2}(x) \geqslant-C_{2}-C C_{0}\left(m+\frac{1}{1-\beta}\right)+\sum_{p \leqslant q-m} \alpha_{p}
$$

to prove the proposition it remains to estimate $\sum_{p<q-m} \alpha_{p}$.
Recall that:

$$
\sum_{v=0}^{\infty} \frac{1}{2^{v}} A_{v}\left(\rho ; 2^{s} R_{0}\right) \geqslant c>0
$$
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where:

$$
A_{v}(\rho, R)=\frac{1}{\left(2^{v} R\right)^{2 n-2}} \int_{D_{v}\left(R_{0}\right)} \operatorname{trace}(\rho)
$$

Clear $\alpha_{p} \geqslant A_{p}\left(\rho ; R_{0}\right)$ because $G\left(x_{0} ; y\right) \geqslant 1 /\left(2^{p} R_{0}\right)^{2 n-2}$ for $y \in D_{p}\left(R_{0}\right)$.
From the inequality ( $*$ ) of (3.4) adapted to the weighted total variations $A_{v}\left(\rho ; R_{0}\right)$ we obtain, writing $A_{v}=A_{v}\left(\rho ; R_{0}\right)$

$$
K\left(A_{0}+A_{1}+\ldots+A_{s-1}\right)+\left(A_{s}+\frac{A_{s+1}}{2}+\frac{A_{s+2}}{4}+\ldots\right) \geqslant s c
$$

for some constant $c>0$.
From the proof of Proposition (3.1.2) we know that:

$$
\frac{A_{x+v}}{2^{v}} \leqslant \frac{C_{1}(s+v+1)}{2^{v}}+\frac{C_{2}}{2^{v}}
$$

There is an integer $k \geqslant 0$, independent of $x$, such that:

$$
\sum_{v>k}^{\infty} \frac{s+v+1}{2^{v}} \leqslant \frac{s c}{2 C_{1}}+C_{4} .
$$

Then:

$$
\begin{gathered}
K\left(A_{0}+A_{1}+\ldots+A_{z-1}\right)+\left(A_{s}+\ldots+\frac{A_{z+k-1}}{2^{k-1}}\right) \geqslant \frac{s c}{2}-C_{1} C_{4} \\
A_{0}+A_{1}+\ldots+A_{2}+\ldots+A_{z+k-1} \geqslant \frac{1}{K}\left(\frac{s c}{2}-C_{1} C_{4}\right) .
\end{gathered}
$$

Combining:

$$
\alpha_{0}+\alpha_{1}+\ldots+\alpha_{q-m} \geqslant A_{0}+A_{1}+\ldots+A_{q-m}
$$

with the last inequality, we obtain the desired estimate:

$$
u(x) \geqslant-C_{2}-C C_{0}\left(m+\frac{1}{1-\beta}\right)+\sum_{p \leqslant q-m} \alpha_{p} \geqslant C_{5} q-C_{6}, C_{5}>0 .
$$

Recall that $x$ is a point on $D_{q}\left(R_{0}\right)$, i. e., $2^{q} R_{0} \leqslant d\left(x_{0} ; x\right) \leqslant 2^{q+1} R_{0}$, and that $u(x)$ is the solution to $i \partial \bar{\partial} u=$ Ric obtained by reduction to $1 / 2 \Delta u=$ scalar curvature. The estimate $u(x) \geqslant C_{5} q-C_{6}$ gives the lower bound:

$$
u \geqslant C^{\prime} \log d\left(x_{0} ; x\right)
$$
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The upper bound:

$$
u \leqslant C^{\prime \prime} \log d\left(x_{0} ; x\right)
$$

was already contained in [17, Theorem 1.1].
From Proposition (4.1) and solving $i \partial \bar{\partial} u=$ Ricci curvature form using techniques of [17] we conclude immediately:
(4.2) Proposition. - Let $X$ be an n-dimensional complete Kähler manifold of positive holomorphic bisectional curvature. Suppose for a fixed base point:
(i) scalar curvature $<C / d\left(x_{0} ; x\right)^{2}$;
(ii) Volume $\left(B\left(x_{0}, r\right)\right) \geqslant c r^{2 n}$;
for some $C, c>0$. Then $X$ is a Stein manifold.
Proof. - The case of dimension $n=1$ is trivial. From Proposition (4.1), for $n \geqslant 2$, the solution of $i \partial \bar{\partial} u=$ Ricci curvature form is a strictly plurisubharmonic exhaustion function. $X$ is Stein by Grauert's solution of the Levi problem.

Another consequence of Proposition (4.1), combined with results of Mok-Siu-Yau [17] is an improvement of the pinching theorem in [17, Theorem 1.2, p. 194] in case of nonnegative holomorphic bisectional curvature. The improvement here is simply that we drop the assumption that $X$ is Stein.

Theorem. - Let $X$ be a complete Kähler manifold of nonnegative holomorphic bisectional curvature of dimension $n \geqslant 2$. Suppose for a fixed base point $x_{0}$ :
(i) scalar curvature $<C / d\left(x_{0} ; x\right)^{2+\varepsilon}$
(ii) Volume ( $\left.B\left(x_{0} ; r\right)\right) \geqslant c r^{2 n}$
for some $C, c>0$ and for an arbitrarily small positive constant $\varepsilon$. Then, $X$ is isometrically biholomorphic to $\mathbb{C}^{n}$ with the flat metric.

Proof. - The solution of $i \partial \bar{\partial} u=$ Ricci curvature form obtained in [17, Theorem 1. 2, p. 194] is bounded. From Proposition (4.1) $u$ is identically zero. Since $X$ has nonnegative holomorphic bisectional curvature, it follows from the vanishing of the Ricci form that $X$ is flat. $X$ is therefore covered by $\mathbb{C}^{n}$ such that the covering transformations are unitary. The volume growth condition (ii) then forces $\pi_{1}(X)$ to be finite. Since any finite fixed-point free group of diffeomorphisms of $\mathbb{R}^{m}$ is trivial, it follows that $X$ is isometrically biholomorphic to $\mathbb{C}^{n}$ with the flat metric.

## 5. Siegel's Theorem on the field of rational functions

(5.1) Recall that $P(X)$ stands for the algebra of holomorphic functions of polynomial growth on $X$. We shall call the quotient field of $P(X)$ the field of rational functions, denoted by $R(X)$. The main result of this section can be summarized in the following analogue of the classical theorem of Siegel. The proof is obtained from the basic inequality of $\S 3, L^{2}$-estimates of $\bar{\partial}$ and the classical arguments of Poincaré and Siegel.

Proposition (5.1) (Siegel's Theorem on the field of rational functions). - Let $X$ be a complete Kähler manifold of positive bisectional curvature satisfying the geometric hypothesis of the Main Theorem. Then, the field $R(X)$ of rational functions on $X$ is a finite extension field over $C\left(f_{1}, \ldots, f_{n}\right)$ for some algebraically independent holomorphic functions $f_{1}, \ldots, f_{n}$ in $P(X)$.

Proof. - In this section we denote as before by $u$ the solution of $i \partial \partial u=$ Ricci form obtained in [17]. First we find $f_{1}, \ldots, f_{n}$ in $P(X)$ algebraically independent over $C$. Let $x \in X$, and let $z_{1}, \ldots, z_{n}$; $\sum_{i=1}^{n}\left|z_{i}\right|^{2}<1$; be local holomorphic coordinates at $x$ such that $z_{1}(x)=\ldots=z_{n}(x)=0$. Let $\rho$ be a smooth cut-off function on $C^{n}$ such that Supp $\rho \subset \subset B^{n}(1)$ and $\rho \equiv 1$ on the ball $B^{n}(1 / 2)$. The function $\rho \log |z|=\rho\left(z_{1}(x) \ldots z_{n}(x) \log \left(\sum\left|z_{i}(x)\right|^{2}\right)^{1 / 2}\right.$ is globally defined on $X$ and is smooth except for the logarithmic singularity at $X$. Furthermore, the $(1,1)$ form $\partial \partial \rho \log |z|$ dominates a negative multiple of the Kähler form on $X$. Choose now a positive constant $C$ such that

$$
v=C u+\rho((2 n+2) \log |z|)
$$

is plurisubharmonic on $X$ ( $\partial \partial u$ being positive definite). Then, for the plurisubharmonic weight function $v$, and any non-zero tangent vector $v$ of type $(1,0)$ on $X$ :

$$
\langle\partial \bar{\partial} v+\operatorname{Ric}, v \wedge \bar{v}\rangle>0 .
$$

Now $\partial\left(\rho z_{i}\right)$ is a $\partial$-closed ( 0,1 )-form on the complete Kähler manifold $X$. Using the standard $L^{2}$-estimates of $\partial(c f . \S 2)$, there exists a smooth function $u_{i}$ such that $\bar{\partial} u_{i}=\bar{\partial}\left(\rho z_{i}\right)$ and:

$$
\int_{x}\left|u_{i}\right|^{2} e^{-v} \leqslant \frac{1}{c} \int_{x}\left\|\partial\left(\rho z_{i}\right)\right\|^{2} e^{-v}
$$

[^5]where $\langle\partial \bar{\partial} v+$ Ric, $v \wedge \bar{v}\rangle \geqslant c\|v\|^{2}$ whenever $v$ is a tangent vector on Supp $\rho$. Because of the singularity $(2 n+2) \log |z|, u_{i}$ and its first order derivatives have to vanish at $x$. Moreover, the functions $f_{i}=u_{i}-\rho z_{i}$ are then holomorphic ( $\partial f_{i} \equiv 0$ ). They define a local biholomorphism at $x$. Suppose $P\left(f_{1}, \ldots, f_{n}\right) \equiv 0$ for some polynomial $P$ in $n$ variables. Differentiating $P$ at $x_{0}$ shows that $d f_{1}(x) \ldots d f_{1}(x)$ would be linearly dependent, contradicting with the fact $\partial f_{i} / \partial z_{j}\left(x_{0}\right)=\delta_{i j}$.
Let now $d_{p}$ denote the dimension of all functions in $P(X)$ of degree $\leqslant p$. We claim that $d_{p} \leqslant C^{\prime} p^{\prime \prime}$ for some $C^{\prime}>0$. To show this consider the mapping $\Phi_{m}: P(X) \rightarrow \mathbb{C}^{(m)}$ defined by taking all partial derivatives of $f \in P(X)$ of order $\leqslant m$ at the point $x$. There exists a constant $k>0$, $k=k(n)$, such that $q(m)<k m^{n}$. Recall that by $\S 3$ there exists a constant $C>0$ such that mult $\left([V] ; x_{0}\right) \leqslant C \operatorname{deg}(f)$. We can assume that $C$ is an integer. Now choose $C^{\prime}$ such that $C^{\prime}>k C^{n}$. To show that $d_{p} \leqslant C^{\prime} p^{n}$ we argue by contradiction. If $d_{p}>C^{\prime} p^{\mathbf{n}}$ we would have
$$
d_{p}>k\left(C_{p}\right)^{n}>q\left(C_{p}\right)
$$
( $q(m)$ being the number of coefficients in the Taylor expansion at $x_{0}$ of terms of degree $\leqslant m$ ). Choose a basis over $\mathbb{C}$ of the vector space $V_{p}$ of polynomials in $P(X)$ of degree $p$, denoted by $\left\{g_{1}, \ldots, g_{d}\right\}$ and considerer $\Phi_{c_{p}}: V_{p} \rightarrow \mathbb{C}^{q}\left(C_{p}\right)$. From (\#) it follows that some non-zero linear combination $\sum_{i=1}^{d_{p}} a_{i} g_{i}=g$ would be mapped to zero by $\Phi_{c_{p}} \quad g$ has degree $\leqslant p$ and vanishes at the point $x_{0}$ with multiplicity $\geqslant C_{p}+1$. This contradicts with the inequality mult $\left([V] ; x_{0}\right) \leqslant C \operatorname{deg}(f)$, proving $d_{p} \leqslant C^{\prime} p^{n}$ by contradiction.
From $d_{p} \leqslant C^{\prime} p^{n}$ it will follow that the field $R(X)$ of rational functions on $X$ is a finite extension field of $\mathbb{C}\left(f_{1}, \ldots, f_{n}\right)$. First we observe from the algebraic independence of $f_{1}, \ldots, f_{n}$ that for $p$ large enough:
$$
\operatorname{dim}\left\{l \in \mathbb{C}\left[f_{1}, \ldots, f_{n}\right]: \operatorname{deg} l \leqslant p\right\} \geqslant c p^{n} \text { for some } c>0 .
$$

Let $k_{1}, \ldots, k_{\text {s }}$ be rational functions linearly independent over the field $\mathrm{C}\left(f_{1}, \ldots, f_{n}\right)$. Write $k_{i}=h_{i} / g_{i}, g_{i}, h_{1} \in P(X)$. By assumption $\sum_{i=1}^{s} l_{i} k_{i}$, $l_{i} \in \mathbb{C}\left(f_{1}, \ldots, f_{n}\right)$ are all distinct. By taking $l_{i} \in \mathbb{C}\left[f_{1}, \ldots, f_{n}\right]$ of degree $\leqslant p, p$ sufficiently large, it follows from

$$
\operatorname{dim}\left\{l \in \mathbb{C}\left[f_{1}, \ldots, f_{n}\right]: \operatorname{deg} l \leqslant p\right\} \geqslant c p^{n}
$$

that:

$$
d_{p+t} \geqq c p^{\prime \prime} . s \text { for } p \text { large enough }
$$

where $t=\max \left\{\operatorname{deg}\left(h_{i}\right)\right\}$. Hence $c p^{\prime \prime} \cdot s \leqq C^{\prime}(p+t)^{n}$, and

$$
s \leqq \lim _{p \rightarrow \infty} \frac{\mathrm{C}^{\prime}}{c} \frac{(p+t)^{n}}{p^{n}}=\frac{\mathrm{C}^{\prime}}{c}
$$

proving the assertion that $\mathbf{R}(X)$ is a finite extension field over $\mathbb{C}\left(f_{1}, \ldots, f_{n}\right)$ where $f_{1}, \ldots, f_{n}$ are holomorphic functions of polynomial growth which together define a local holomorphism at $x_{0}$. One can write $\mathbf{R}(\mathrm{X})=\mathbb{C}\left(f_{1}, \ldots, f_{n}, g / h\right)$ for some $g / h=k \in R(X), g, h \in \mathrm{P}(\mathrm{X})$.
(5.2) In the following sections we consider the mapping $F: X \rightarrow C^{n+2}$ defined by $F=\left(f_{1}, \ldots, f_{n+2}\right), f_{n+1}=g, f_{n+2}=h$. Since $R(X)$ is a finite extension field of $\mathbb{C}\left(f_{1}, \ldots, f_{n}\right)$ both $g$ and $h$ satisfy equalities of the form

$$
f_{k}^{v^{k}}+\sum_{j=1}^{\nu^{k}-1} R_{j}^{k}\left(f_{1}, \ldots, f_{n}\right) f_{k}^{j}=0, \quad k=n+1, \quad n+2,
$$

where $R_{j}\left(w_{1}, \ldots, w_{n}\right)$ are rational functions in $w_{1}, \ldots, w_{n}$. Let $Z_{0}$ be the subvariety of $\mathbb{C}^{n+2}$ defined by

$$
\begin{aligned}
& Z_{0}=\left\{w_{1}, \ldots, w_{n+2}\right): w_{k}^{v_{k}}+\sum_{j=1}^{v_{k}-1} R_{j}^{k}\left(w_{1}, \ldots, w_{n}\right) w_{k}^{j}=0, \\
& \\
& \quad k=n+1, n+2\}
\end{aligned}
$$

Outside the union of the pole sets of $R_{j}^{k}, 1 \leqq j \leqq v_{k}-1, k=n+1, n+2$, the projection mapping $Z_{0} \rightarrow \mathbb{C}^{n}$ given by the first $n$ coordinates is a finite mapping. It follows that $Z_{0}$ is a subvariety of maximal dimension $n$. Let $Z$ be the connected component of $Z_{0}$ containing $F(X)$.
6. An ideal problem on $X$ and the existence of a "quasi-embedding" into an affine algebraic variety
(6.1) Suppose there is a holomorphic embedding of $X$ onto some affine algebraic variety given by functions of polynomial growth on $X$, then the algebra $P(X)$ of such functions would be finitely generated. But the Siegels's Theorem we proved in $\S 5$, in particular the fact that the quotient field $R(X)$ of rational functions is finitely generated, in general does not imply the finite generation of $P(X)$. Recall that

$$
R(X)=C\left(f_{1}, \ldots, f_{n}, g / h\right)
$$

where $f_{1}, \ldots, f_{n}, g, h \in P(X)$ and $d f_{1} \wedge \ldots \wedge d f_{n}$ is non-zero at a point $x_{0}$. We have therefore obtained a holomorphic mapping $F=\left(f_{1}, \ldots, f_{n}, g, h\right): X \rightarrow \mathbb{C}^{n+2}$. We write $f_{n+1}=g, f_{n+2}=h$. We bypass the difficulty of proving directly that $P(X)$ is finitely generated. Instead, we examine how far $F: X \rightarrow \mathbb{C}^{n+2}$ is from an embedding and complete $F$ to a proper embedding by adjoining a finite number of functions of polynomial growth. As stated in the introduction, this process involves, among other things, two finiteness theorems, one on the number of irreducible hypersurfaces missed by the mapping $F$, the other on the number of blow-ups necessary to resolve the singularities of the mapping. As before, we shall always assume $X$ to be of dimension $n \geqslant 2$.

The example $F_{0}=\left(z_{1}, z_{1} z_{2}-1\right): \mathbb{C}^{2} \rightarrow \mathbb{C}^{2}$ illustrates the type of degenerary of the mapping $F: X \rightarrow \mathbb{C}^{n+2}$. The field $R(X)$ of rational functions on $\mathbb{C}^{2}$, can be generated by $\left\{z_{1}, z_{1} z_{2}-1\right\} . F_{0}$ is an affine blow-down which maps the entire $Z_{2}$-axis to the point $(0,-1)$; it is otherwise injective and gives a biholomorphism $\mathbb{C}^{2}-\left(z_{2}\right.$-axis $) \rightarrow \mathbb{C}^{2}-\left(w_{2}\right.$-axis $) . \quad F_{0}$ misses precisely $\left(w_{2}\right.$-axis) $-\{(0,-1)\}$. Another type of degenerary can be seen from the ampping $F_{1}: \mathbb{C} \rightarrow \mathbb{C}^{2}$ below. The field of rational functions on $\mathbb{C}, R(\mathbb{C})$, can be generated by $\left\{z^{2}, z^{3}\right\}$. The mapping $F_{1}: \mathbb{C} \rightarrow \mathbb{C}^{2}$ defined by $F_{1}(z)=\left(z^{2}, z^{3}\right)$ is an injective holomorphic mapping from $\mathbb{C}$ onto the subvariety $Z$ of $\mathbb{C}^{2}$ defined by $Z=\left\{\left(w_{1}, w_{2}\right)=w_{1}^{3}=w_{2}^{2}\right\}$ with an isolated singularity. $\quad F_{1}$ is degenerate at the single point $(0,0)$.

In the above examples, one can adjoin polynomials to complete the given mapping to a proper embedding. In the case of

$$
F_{0}=\left(f_{1}, f_{2}\right)=\left(z_{1}, z_{1} z_{2}-1\right)
$$

one adjoins $f_{3}=z_{2}=\left(f_{2}+1\right) / f_{1}$. This extra function $f_{3}$ can be recovered in the following way. $F_{0}$ misses the origin. One can solve the equation $f_{1} g_{1}+f_{2} g_{2}=1$ from the Nullstellensatz. An explicit solution is given by:

$$
z_{1}\left(z_{2}\right)+\left(z_{1} z_{2}-1\right)(-1)=1
$$

$f_{3}=z_{2}=\left(f_{2}+1\right) / f_{1}$ is given as one of the $g_{i}$ 's. As a function of the coordinates $w_{1}, w_{2}$ of the target space $f_{3}$ is a function whose pole set almost lies outside $F(X)$. It intersects $F_{0}\left(\mathbb{C}^{2}\right)$ at the single point $(0,-1)$. The mapping $F_{1}: \mathbb{C} \rightarrow \mathbb{C}^{2}, F_{1}=\left(f_{1}, f_{2}\right)=\left(z^{2}, z^{3}\right)$ can on the other hand be completed to a proper embedding by adjoining $f_{3}=z=f_{2} / f_{1}$ to "smooth out" the isolated singularity $(0,0)$ of $Z$.

Of course, one can argue in case of such examples by adjoining step-bystep polynomials to obtain a mapping of rank $n$ everywhere. But this involves the knowledge that every algebraic subvariety of $\mathbb{C}^{\boldsymbol{n}}$ has only a finite number of irreducible branches. We shall prove the analogous statement for our Kähler manifold $X$ in $\S 7$ and $\S 8$ and use it to desingularize our mapping $F$.

In this section we shall first prove that $F: X \rightarrow \mathbb{C}^{\boldsymbol{n + 2}}$ is in a certain sense "almost injective" and "almost surjective".

## (6.2) Almost injectivity of $F: X \rightarrow \mathbb{C}^{n+2}$

Proposition. - Let $F=\left(f_{1}, \ldots, f_{n+2}\right): X \rightarrow \mathbb{C}^{n+2}$ be the holomorphic mapping defined above and let $Z$ be the connected component of the subvariety defined by $\left(f_{1}, \ldots, f_{n+2}\right)$ as in (5.2). Then, there exists a subvariety $V_{0}$ of such that $\left.F\right|_{x-V_{0}}: X \rightarrow Z$ is an injective locally biholomorphic mapping. Moreover, $Z$ is irreducible.

Proof. - The arguments in the proof of the Siegel's Theorem (5.1) show that the algebra $P(X)$ separates points on $X$. Let $x_{j} \in X, j=1,2$ be different points such that $F\left(x_{i}\right)$ are smooth of $Z$ and $d f_{i_{1}} \wedge \ldots \wedge d f_{i_{n}}\left(x_{j}\right) \neq 0,1 \leqslant i_{1}<\ldots<i_{n} \leqslant n+2$. Then, locally at $x_{1}, x_{2}$, holomorphic functions on $X$ can be given by holomorphic functions of $w_{1}, \ldots, w_{n}$, where $\left(w_{1}, \ldots, w_{n+2}\right)$ are coordinates of the target space $\mathbb{C}^{n+2}$. It follows from the fact that $P(X)$ separates points that $F\left(x_{1}\right) \neq F\left(x_{2}\right)$. Let $V_{0}$ be the union of the branching locus of $F$ and $F^{-1}(\operatorname{Sing}(Z))$. Then, $F$ is injective and locally biholomorphic on $X-V_{0}$. Since $F(X) \subset \overline{F\left(X-V_{0}\right)}, F(X)$ lies in an irreducible component. By definition (in (5.2)) $Z$ is irreducible.

## (6.3) Almost surjectivity of $\boldsymbol{F}$-an ideal problem on $\boldsymbol{X}$

In order to show that $F$ can miss at most a finite number of irreducible branches of $Z$ we proceed as in the examples to solve ideal problems on $X$. The solutions of analogues of $f_{1} g_{1}+f_{2} g_{2}=1$ (as in the example in (6.1)) are then rational functions in the image coordinates $\left(w_{1}, \ldots, w_{n+2}\right)$. But since they are holomorphic functions on $X$ the pole set must be disjoint from $F\left(X-V_{0}\right)$. In practice we shall only be able to solve the ideal problem at points of $Z-F(X)$ outside a subvariety $S$ containing the singularities of $Z$. We use an adaptation of Skoda's

[^6]estimates on the ideal problem [25] to complete Kähler manifolds. Continuing this way we shall recover hypersurfaces $H_{j}$ of $Z$ which almost lie outside $F(X)$ in the sense that
$$
H_{j} \cap F(X)=H_{j} \cap F\left(V_{0}\right) .
$$

That such a process must terminate in a finite number of steps would follow from estimates of degrees of $g_{i}$ 's and the fact that the dimension of $f \in P(X)$ of degree $\leqslant$ const. is finite.

In order to solve ideal problems using estimates of Skoda [25] it would be necessary to establish the following estimate which gives a lower bound of the proximity of $F(x)$ to a point $b$ outside $F(X)$ on $Z$, in terms of geodesic distances on $X$. It would be necessary to assume that $b$ lies outside some subvariety $S$ of $Z$.

Proposition (6.3.1). - On $Z$ there exists an algebraic subvariety $S$ such that for all $b \in Z-S-F(X)$

$$
\operatorname{dist}(F(x), b)>\frac{C(b)}{R^{k}} R(x)=d\left(x_{0} ; x\right)
$$

where dist denotes the Euclidean distance in $\mathbb{C}^{n+2}, C(b)$ is a constant depending on $b$ and $k$ is a constant depending only on the sum of degrees of $f_{1}, \ldots, f_{n+2}$.

Proof. - We prove the proposition by solving for the equation $F(y)=z$ for points $z$ on $Z$ sufficiently close to $F(x)$. This amounts to estimating the vector fields obtained by inverting $d f_{i_{1}}, \ldots, d f_{i_{n}}$ for some ( $i_{1}, \ldots, i_{n}$ ), $1 \leqslant i_{1}<\ldots<i_{n} \leqslant n+2$. The algebraic subvariety $S$, which contains all singular points of $Z$, will be determined later. Let first $b \in Z-F(X)$ be a smooth point of $Z$ and choose ( $i_{1}, \ldots, i_{n}$ ), $1 \leqslant i_{1}<\ldots<i_{n} \leqslant n+2$ such that $d z_{i_{1}} \wedge \ldots \wedge d z_{i_{n}}(b) \neq 0$. Let $x \in X, d\left(x_{0}, x\right)=R$ and

$$
F(x)=\left(f_{1}(x), \ldots, f_{n+2}(x)\right)
$$

be inside a fixed open neighborhood $N$ of $b$ in $Z$ such that the mapping $G=\left(f_{i_{1}}, \ldots, f_{i_{n}}\right): X \rightarrow \mathbb{C}^{n}$ is a biholomorphism on a neighborhood of $F^{-1}(\bar{N})$. In order to prove the proposition it suffices to solve the equation:

$$
G(y)=\left(z_{i_{1}}, \ldots, z_{i_{n}}\right)
$$

[^7]with:
$$
0<\left|G(x)-\left(z_{i_{1}}, \ldots, z_{i_{k}}\right)\right| \leqslant C(b) R^{-k}
$$
for some constant $C(b), k>0$.
Let $W_{1}, \ldots, W_{n}$ be meromorphic vector fields on $X$ defined by:
$$
\left\langle W_{p}, d f_{i_{q}}\right\rangle=\delta_{p q} .
$$

At a point $x \in X$ where $d f_{i_{1}} \wedge \ldots \wedge d f_{i_{n}} \neq 0, W_{p}$ is simply $\partial / \partial f_{i_{p}}$ when ( $f_{i_{1}}, \ldots, f_{i_{n}}$ ) is regarded as a local system of holomorphic coordinates. One can invert the holomorphic mapping $G$ in a neighborhood of $G(x)$ by tracing integral curves of real and imaginary parts of the vector fields $W_{p}$, which are holomorphic in a neighborhood of $\boldsymbol{x}$.

By the Cramer's rule have:

$$
\begin{aligned}
\left\|W_{p}\right\| \leqslant \frac{1}{\left\|d f_{i_{1}} \wedge \ldots \wedge d f_{i_{n}}\right\|} & , n \\
& \times\left(\sup _{1 \leqslant q \in n}\left\|d f_{i_{1}} \wedge \ldots \wedge \widehat{d f_{i_{q}}} \wedge \ldots \wedge d f_{i_{n}}\right\|\right)
\end{aligned}
$$

where all norms are measured in terms of the given Kähler metric on $X$ and $\widehat{d f_{i p}}$ means the omission of $d f_{i_{p}}$ in taking wedge products. By the gradient estimate of harmonic functions $\left\|d f_{i_{1}} \wedge \ldots \wedge \widehat{d f_{i_{q}}} \wedge \ldots \wedge d f_{i_{n}}\right\|$ grows at most polynomially. Let $\boldsymbol{\eta}$ be a holomorphic $n$-vector field on $X$ obtained by solving $\bar{\partial}$ with $L^{2}$-estimates using the weight function $k u$, $k>0$ sufficiently large. Since $i \partial \bar{\partial} u=$ Ric, and:

$$
i \partial \partial \log \|\eta\| \geqslant- \text { Ric },
$$

we have:

$$
i \partial \partial(\log \|\eta\|+u) \geqslant 0 .
$$

From the estimates of $u$ and the sub-mean value inequality, it follows that $\log \|\eta\|$ grows at most logarithmically. The holomorphic function $h_{i_{1}}, \ldots,{ }_{i_{n}}$ defined by:

$$
h_{i_{1}}, \cdots, i_{n}=\left\langle d f_{i_{1}} \wedge \ldots \wedge d f_{i_{n}}, \eta\right\rangle
$$

is of polynomial growth. We have the estimate:

$$
\begin{aligned}
\left\|W_{p}\right\| \leqslant \frac{\|\eta\|}{\left|h_{i_{1}}, \ldots, i_{n}\right|} & n \\
& \times\left(\sup _{1 \leqslant q \leqslant n}\left\|d f_{i_{1}} \wedge \ldots \wedge d f_{i_{q}} \wedge \ldots d f_{i_{n}}\right\|\right) \\
& \leqslant \frac{C R^{k_{0}}}{\left|h_{i_{1}}, \ldots, i_{n}\right|} \text { for some } C, k_{0}>0 .
\end{aligned}
$$

From the Siegel's theorem for $R(X) h_{i_{1}}, \ldots, i_{n}$ can be expressed on $Z$ as a rational function, i.e.,

$$
h_{i_{1}}, \ldots, i_{n}(x)=H_{i_{1}}, \ldots, i_{n}(F(x))
$$

for some rational $H_{i_{1}}, \ldots, i_{n}$ on $Z$ and for all $x \in X$ outside a subvariety. Now we define $S$ to be the union of zero-sets of all $H_{i_{1}}, \ldots, i_{n}$ and $\operatorname{Sing}(Z)$. Then, for $F(x)$ sufficiently close to $b$, we have the estimate:

$$
\left\|W_{p}\right\| \leqslant C_{0}(b) R^{k_{0}},
$$

for some constant $C_{0}(b)$ depending on $b \in Z-S$.
(Here, of course, $W_{p}$ is defined by a specific choice of $\left(f_{i_{1}}, \ldots\right.$, $\left.f_{i_{n}}\right)$ ) Consider the real vector field:

$$
v=\sum_{p=1}^{n} \alpha_{p}\left(2 \operatorname{Re}\left(W_{p}\right)+\sum_{p=1}^{n} \beta_{p}\left(2 \operatorname{Im}\left(W_{p}\right)\right)\right.
$$

where:

$$
\sum_{p=1}^{n}\left(\left|\alpha_{p}\right|^{2}+\left|\beta_{p}\right|^{2}\right)=1
$$

$v$ is the pull-back under $\boldsymbol{G}$ of the real vector field

$$
\sum_{p=1}^{n}\left(\alpha_{p} \partial / \partial x_{i_{p}}+\beta, \partial / \partial y_{i_{p}}\right)
$$

defined on $C^{n}$.
To solve for:

$$
G(y)=\left(z_{i_{1}}, \ldots, z_{i_{k}}\right)
$$
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with:

$$
0 \leqslant\left|G(x)-\left(z_{i_{1}}, \ldots, z_{i_{n}}\right)\right| \leqslant C(b) R^{-k}
$$

for some constant $C(b), k>0$ it suffices to show that the integral curves $\gamma_{v}(t)$ defined by $v$ with initial values $\gamma_{v}(0)=x$ can be defined for $0 \leqslant t \leqslant C$ (b) $R^{-k}$. Consider the ordinary differential equation:

$$
\left\{\begin{array}{c}
\frac{d r}{d t}=C_{0}(b) r^{\mu_{0}} \\
r(0)=R(x)
\end{array}\right.
$$

This equation admits a finite solution for $0 \leqslant t \leqslant c(x)$ with:

$$
c(x)=\frac{k_{0}-1}{C_{0}(b)} R(x)^{-k_{0}+1} \quad \text { assuming } k_{0}>1
$$

By comparing $R\left(\gamma_{v}(t)\right)$ with $r$ we complete the proof of Proposition (6.3.1).

Now we are ready to formulate and prove the "almost surjectivity" of the holomorphic mapping $F: X \rightarrow \mathbb{C}^{n+2}$.

Proposition (6.3.2). - There exists an algebraic subvariety $T$ of $Z$ such that $F(X)$ contains $Z-T$. Furthermore one can choose $T$ such that $F$ maps $X-V$ biholomorphically onto $Z-T$, for some subvariety $V$ of $X$ containing the branching locus of $F$.

Proof. - Recall first there exists an algebraic subvariety $S$ containing the singularities of $Z$ such that the estimate of (6.2.1) hold Let now $b$ be a point of $Z-S$ lying outside the image of $F$. For each such point there exists $\left(i_{1}, \ldots, i_{n}\right), 1 \leqslant i_{1}<\ldots<i_{n} \leqslant n+2$ such that the projection map $Z \rightarrow \mathbb{C}^{n}$ given by $\left(z_{1}, \ldots, z_{n+2}\right) \rightarrow\left(z_{i_{1}}, \ldots, z_{i_{n}}\right)$ is non-degenerate at $b$. We shall denote this projection map by $\pi_{I}, I=\left(i_{1}, \ldots, i_{n}\right)$. $\pi_{I}^{-1}\left(\pi_{I}(b)\right)$ consists of $\leqslant M$ points, for some $M$ independent of $b$ and 1. Let $h_{b}$ be a holomorphic function on $\mathbb{C}^{n+2}$ such that $h_{b}(b)=1, h_{b}(w)=1$ for $w \in \pi_{I}^{-1}\left(\pi_{I}(b)\right)-\{b\}$. By interpolation such a polynomial can be chosen of degree $\leqslant M$. We now solve on $X$ the ideal problem

$$
\left(f_{i_{1}}-b_{i_{1}}\right) g_{1}+\ldots+\left(f_{i_{n}}-b_{i_{n}}\right) g_{n}=\left(h_{b} \circ F\right)^{n+2}
$$

where $b=\left(b_{1}, \ldots, b_{n}\right)$.

By Proposition (6.2.1) there exists a constant $k>0$ independent of $b$ such that

$$
\operatorname{dist}(F(x), b) \geqslant \frac{C(b)}{R^{k}}
$$

with $C(b)$ possibly depending on $b$. Recall that $u$ is the solution of the Poincaré-Lelong equation $i \partial \bar{\partial} u=$ Ricci form obtained by the method of [17], which satisfies by an intermediate estimate of the basic inequality

$$
u(x) \geqslant \text { const. } \log d\left(x_{0} ; x\right) \text { for } d\left(x_{0} ; x\right) \text { sufficiently large }
$$

The opposite inequality

$$
u(x) \leqslant \text { const. } \log d\left(x_{0} ; x\right) \text { for } d\left(x_{0} ; x\right) \text { sufficiently large }
$$

is a consequence of estimates of the Green kernel.
The function $h_{b}(F(x))$ is a holomorphic function on $X$ is of polynomial growth and of degree $\leqslant M \max _{1 \leqslant i \leqslant n+2} \operatorname{deg}\left(f_{i}\right)$. Since $h_{b}(w)=0$ on $\pi_{I}^{-1}\left(\pi_{I}(b)\right)-\{b\}$

$$
\frac{\left|h_{b}\right|^{2 n+4}}{\left(\sum_{k=1}^{n}\left|z_{i_{k}}-b_{i_{k}}\right|^{2}\right)^{e n+1}}
$$

is bounded near $\pi_{I}^{-1} \pi_{I}(b)-\{b\}$ for $\alpha>1$ small enough. From $\operatorname{dist}(F(x), b) \geqslant C(b) / R^{k}$ it follows that there exists some positive constant $K_{1}$ such that

$$
\int_{x} \frac{\left|h_{b} \circ F\right|^{2 n+4}}{\left(\sum_{1 \leqslant k \leqslant n}\left|f_{i_{k}}-b_{i_{k}}\right|^{2}\right)^{2 n+1}} e^{-k_{1}=<\infty \text { for some } \alpha>1}
$$

By the estimate of Skoda, adapted to complete Kähler manifolds, there exists a solution of $\left(g_{i}, \ldots, g_{n}\right)$

$$
\left(f_{i_{1}}-b_{i_{1}}\right) g_{1}+\ldots+\left(f_{i_{n}}-b_{i_{n}}\right) g_{n}=\left(h_{b} \circ F\right)^{n+2}
$$

such that for some $\alpha>0$ fixed and independent of $b$,
$\int_{X} \frac{\sum_{1<k<n}\left|g_{k}\right|^{2}}{\left(\sum_{1 \leqslant k \leqslant n}\left|f_{i_{k}}-b_{i_{k}}\right|^{2}\right)^{* n}} e^{-K_{1} u} \leqslant C_{a} \int_{x} \frac{\left|h_{b} . F\right|^{2 n+4}}{\left(\sum_{1 \leqslant k \leqslant n}\left|f_{i k}-b_{i_{k}}\right|^{2}\right)^{a n+1}} e^{-X_{1} n}<\infty$.
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Since $f_{i}$ are of polynomial growth, by the upper bound of $u$ it follows that there exists a constant $K_{\mathbf{2}}>0$ such that

$$
\int_{x}\left(\sum_{1 \leqslant k \leqslant n}\left|g_{k}\right|^{2}\right)\left(d\left(x_{0} ; x\right)+1\right)^{-x_{2}}<\infty
$$

By the sub-mean value inequality, and the fact that $\sum_{1 \leqslant k \leqslant n}\left|g_{k}\right|^{2}$ is plurisubharmonic (hence subharmonic in any Kähler metric), it follows that for $1 \leqslant k \leqslant n, g_{k}$ is a function of polynomial growth on $X$ of degree $\leqslant K$ independent of $b$. Consider the equation

$$
\left(f_{i_{1}}-b_{i_{1}}\right) g_{1}+\ldots+\left(f_{i_{n}}-b_{i_{n}}\right) g_{n}=\left(h_{b} \circ F\right)^{n+2}
$$

as an equation on the subvariety $Z$. By the Siegel Theorem of $\S 4, g_{k}$, $1 \leqslant k \leqslant n$ are rational functions of $f_{1}, \ldots, f_{n+2}$. Considered as rational functions of the coordinates $\left(w_{1}, \ldots, w_{n+2}\right)$ of the target space $\mathbb{C}^{n+2}$, at least one of $g_{k}$ must have a pole at $b$, otherwise

$$
\left(w_{i_{1}}-b_{i_{1}}\right) g_{1}+\ldots+\left(w_{i_{n}}-b_{i_{n}}\right) g_{n}=h_{b}^{n+2}
$$

would yield a contradiction at $b$, since $h_{b}(b)=1$. Let now $T_{1}$ be the union of the pole sets of $g_{1}, \ldots, g_{n}$ on $Z$. If $F$ misses any point outside $T_{1} \cup S$ we can proceed by choosing $b^{\prime} \in Z-\left(T_{1} \cup S \cup F(X)\right)$ to construct holomorphic functions $g_{1}^{\prime}, \ldots, g_{n}^{\prime}$ on $X$ of degree $\leqslant K$ At least one of $g_{k}^{\prime}$ must have a pole at $b^{\prime}$. Proceeding this way we obtain holomorphic functions $p_{j} \in P(X)$ of degree $\leqslant K$ such that $p_{j}$, when considered as rational functions of $w_{1}, \ldots, w_{n+2}$, has a pole at $b_{j}$. More precisely, pole set of $p_{j} \notin U_{k<j}$ pole sets of $p_{k}$, and $b_{j} \in$ pole set of $p_{j}-\left(\cup_{k<j}\right.$ pole sets of $\left.p_{k}\right)$.

Such functions $p_{j}$ must be linearly independent. In fact, the equation

$$
c_{1} p_{1}+\ldots+c_{j} p_{j}=0, \quad c_{j} \neq 0
$$

would be contradicted at $b_{j}$, where $p_{1}, \ldots, p_{j-1}$ are regular at $b_{j}$ and $p_{j}$ has a pole at $b_{j}$ (which is a smooth point of $Z$ ). But the estimates in the Siegel's Theorem of $\S 4$ gives

$$
\operatorname{dim}\{f \in P(X)=\operatorname{deg}(f) \leqslant K\}<\infty .
$$

It follows that the whole process of locating "exceptional" subvarieties must terminate in a finite number of steps, say at $j=m$. Let $T=S \cup T_{1} \cup \ldots \cup T_{m}$. Then $F(X) \supset Z-T$. Define $V=F^{-1}(T)$.
$F: X-V \rightarrow Z-T$ is injective, and hence bijective, by Proposition (6.2) ( $V \supset V_{0}$ ). Since $Z-T$ is smooth, $F$ maps $X-V$ biholomorphically onto $Z-T$.

Remark. - It is possible to further reduce $T$ so that $V$ can be taken to be $V_{0}$ as in Proposition (6.2), i. e., the union of the branching locus of $F$ and $F^{-1}$ (Sing $Z$ ). Later we can further reduce $V$ precisely to the branching locus of some $\tilde{F}$ by normalizing the holomorphic mapping $F$ (7.1).

To finish the proof of the Main Theorem, we have first to desingularize the holomorphic map $F: X \rightarrow Z$ which is almost a biholomorphism. The difficulty of the problem is to prove that the obvious process of desingularization will come to an end in a finite number of steps. The latter statement would be immediate if we know that every "algebraic" subvariety of $X$, i. e., one defined by functions in $P(X)$, has necessarily only a finite number of irreducible branches. Geometric difficulty arises in dimension $n \geqslant 3$ because we do not have sufficient control of the geometry of "algebraic" subvarieties of codimension $\geqslant 2$. In order to solve this problem of desingularization, we shall show in § 8 that a uniform bound on the multiplicities of irreducible branches of the zero-divisors of $f \in P(X)$ is sufficient for the finiteness of the desingularization process (affine blow-ups). This uniform bound on multiplicities will first be established in the next section (§7) using geometric comparison theorems. Then in the last section (§9) we shall show that the resulting holomorphic map, which is a biholomorphism onto some Zariski open subset of an affine algebraic variety, can be completed to a proper embedding. This will involve proving the rational convexity of the image and an application of the vanishing theorem of Serre [20] in algebraic geometry.

## 7. A uniform bound on multiplicities of branches of an "algebraic" divisor

(7.1) Let $f \in P(X)$ and $[V]=i / 2 \pi \partial \bar{\partial} \log |f|^{2}$ be the zero divisor (or closed positive ( 1,1 ) integral current), counting multiplicity, defined by $f$. The basic inequality of $\S 3$ shows that the multiplicity of [ $V$ ] at each point $x_{0} \in V$ is bounded by a constant multiple of the degree of $f$ with a constant possibly depending on $x_{0}$. In fact, because we have to insert a coordinate Euclidean ball at $x_{0}$ and estimate $[V] \wedge$ Ric $^{n-1}$, the constant depends on the choice of the ball and a lower bound of the eigenvalues of the Ricci tensor. In this chapter we shall derive the uniform version
of the basic inequality. For the derivation we shall need bounds on the sectional curvature. On the other hand, the Ricci curvature tensor is only required to be positive semi-definite.

Theorem (7.1). - Let $X$ be a Stein complete Kähler manifold of nonnegative Ricci curvature of dimension $n \geqslant 2$. Suppose, for a fixed base point $\tilde{x}_{0}$ and for $R(x)=d\left(x ; \tilde{x}_{0}\right)$
(i) $-\left(C_{0} / R^{2}\right) \leqslant$ sectional curvature $\leqslant C_{0} / R^{2}$
(ii) Volume $B\left(\tilde{x}_{0} ; r\right) \geqslant c r^{2 n}, c>0$.

Let $f$ be a holomorphic function on $X$ of polynomial growth and [ $V_{i}$ ] be an irreducible non-compact branch of the zero divisor [ $V$ ], then,

$$
\text { mult }([V]) \leqslant C \operatorname{deg}(f),
$$

where $C$ is a constant independent of $f$ and the particular branch $\left[V_{d}\right]$.

Remark. - (1) Here the multiplicity of [ $V_{i}$ ] is defined as the multiplicity at regular points of $V_{i}$. Multiplicities at singular points of $V_{i}$ would be strictly larger.
(2) With obvious modifications of the proof, the theorem also applies to zero sets of holomorphic $n$-forms $\omega$ of polynomial growth. Morevover, the number of branches $V_{i}$ are finite in both cases, as would be obvious from the proof.

We shall prove Theorem (7.1) by means of geometric comparison theorems. We shall show that the volume of $[V]$ in geodesic balls of radius $r$ (with a fixed center) grows at least like $C^{\prime} r^{2 n-2}$ with a positive constant $C^{\prime}=C_{1}$. multiplicity of $[V], C_{1}>0$ a universal constant depending only on the geometry of $X$. A theorem of this nature on simply connected complete Kähler manifolds of nonpositive sectional curvature can be found in Siu-Yau [24]. There they only use the fact that $V_{i}$ is a minimal subvariety. The proof makes heavy use of the theorem of CartanHadamard, i. e., that the exponential map is a diffeomorphism at each base point. In our case one would need an estimate of the injectivity radius. It would also be necessary to take into account the positive upper bound of the sectional curvature tensor. In the next paragraph we shall prove a proposition on geodesic balls which is weaker than the desirable estimate of the injectivity radius but which is nonetheless sufficient for estimates of volume growths of complex subvarieties.

[^8](7.2) Proposition. - Let $X$ be a complete Kähler manifold of dimension $n \geqslant 2$ satisfying the hypothesis of Theorem (7.1). Then there exists a positive constant $c_{1}$ such that the conjugate radius at $p$ with $d\left(p ; x_{0}\right)=R$ is bounded from below by $c_{1} R$ and that the local homeomorphism
$$
\exp _{p}=B_{0}\left(0, c_{1} R\right) \rightarrow X
$$
from the Euclidean ball $\mathrm{B}_{0}\left(0, c_{1} R\right)$ in the tangent space $T_{p}(X)$ into $X$ has at most $k$ sheets, with an integer $k$ independent of $p$.

Remarks. - (i) By the conjugate radius we mean the largest possible $s$ such that the exponential map $\exp _{x}: T_{x}(X) \rightarrow X$ is a local homeomorphism on $B_{0}(s)=B_{0}(0 ; s)$. We shall say that a local homeomorphism has at most $k$ sheets if the preimage of every point is a finite set of at most $k$ points.
(ii) The estimate here on the conjugate radius is standard. It is included for readers not familar with differential-geometric arguments.

Proof. - To prove the first part of Proposition (7.2), we make use of Rauch's Comparison Theorem (cf. Cheeger-Ebin [5]). Let $x_{0}$ be a fixed base point, $p$ be an arbitrary point on $X$ such that $d\left(x_{0} ; p\right)=R$. By the assumption (i) in the statement of the Main Theorem, on the geodesic ball $B(x ; R / 2)$ we have the inequality

$$
\text { sectional curvature } \leqslant \frac{c_{0}}{(R / 2)^{2}}=\left(\frac{R}{2 \sqrt{c_{0}}}\right)^{-2}
$$

Hence, by Rauch's Comparison Theorem (comparing with the Euclidean sphere of radius $R / 2 \sqrt{c_{0}}$ ), there is no conjugate point of $p$ along geodesic emanating from $p$ of length $\pi R / 2 \sqrt{c_{0}}$ or $R / 2$, whichever is smaller, proving the first part of Proposition (7.2) for any

$$
c_{1} \leqslant \min \left(1 / 2, \pi / 2 \sqrt{c_{0}}\right) .
$$

From now on we shall assume

$$
c_{1}<\min \left(1 / 2, \pi / 2 \sqrt{c_{0}}\right)
$$

and determine it later. For any point $p$ on $X$ with $d\left(x_{0} ; p\right)=R$ let $\sum_{i j} g_{i j}(x) d x_{i} \otimes d x_{j}$ denote the pull-back of the Kähler metric on $X$ under the exponential map $\exp _{\text {p }}$. We observe that the metric
$\sum_{i j} g_{i j}\left(x / c_{1} R\right) d x_{i} \otimes d x_{j}$ is non-degenerate on the Euclidean unit ball and that the corresponding Laplacian operators are uniformly elliptic with elliptic constants independent of the point $p$.
In order to bound the number of sheets of $\exp _{p}: B_{0}\left(c_{1} R\right) \rightarrow X$ for a suitable choice of $c_{1}$, we shall compare the Green kernels of $B\left(p ; c_{2} R\right)$, equipped with the Kähler metric on $X$, and $B_{0}\left(c_{2} R\right)$ equipped with $\sum_{i . j} g_{1 j}(x) d x^{i} \otimes d x^{j}$, for $c_{2}$ sufficiently small. We write the Green kernels as $G_{c_{2} R}(x ; y)$ and $\tilde{G}_{c_{2} R}(\tilde{x} ; \tilde{y})$ respectively. We assert that for $c_{2}$ sufficiently small and for $0<c_{1}<c_{2} / 4$ there exists positive constants $A$ and $B$ independent of $p$ such that whenever

$$
x, y \in \overline{B\left(p ; 2 c_{1} R\right)} \quad \text { and } \quad \tilde{x}, \tilde{y} \in \overline{B_{0}\left(2 c_{1} R\right)}
$$

$$
\frac{A}{d^{2 n-2}(x ; y)} \leqslant G_{c_{2} \mathrm{n}}(x ; y) \leqslant \frac{B}{d^{2 n-2}(x ; y)}
$$

$$
\left(\frac{A}{\|\tilde{x}-\tilde{y}\|^{2 n-2}}\right) \leqslant G_{c_{2} R}(\tilde{x} ; \tilde{y}) \leqslant \frac{B}{\|\tilde{x}-\tilde{y}\|^{2 n-2}}
$$

where $\|\tilde{x}-\tilde{y}\|$ is simply the Euclidean distance on $B_{0}\left(2 c_{1} R\right)$. We shall only need two of the four inequalities.

The first line of (\#) appears in Mok-Siu-Yau [17, § 1.2] except that the constant $B$ depends on the constant $c_{p}$ appearing in

$$
\text { Volume }(B(p ; r)) \geqslant c_{p} r^{2 n}
$$

We assert that $c_{p}$ can in fact be chosen independent of $p$. By looking at the exponential map at $p$ and observing that for the volume form $\sqrt{8} d x^{1} \ldots d x^{2 n}$ in normal geodesic coordinates, $\sqrt{g}$ decreases along each geodesic (by a standard comparison theorem and nonnegativity of Ricci curvatures), the ratio Volume $B(p ; r) / r^{2 n}$ is a decreasing function in $r$ for $p$ fixed. But by comparing very large geodesic balls the inequality

$$
\text { Volume }\left(B\left(\tilde{x}_{0} ; r\right)\right) \geqslant(c+\varepsilon) r^{2 n}, \varepsilon>0,
$$

for one single base point $\tilde{x}_{0}$ implies the same inequality for large geodesic balls centered at $p$. Taking limits one has in fact

$$
\text { Volume }(B(p ; r)) \geqslant c r^{2 n} \text {, }
$$

for all base points $p$ and for all geodesic balls $B(p ; r)$. The second line of ( $\#$ ) follows easily from the Harnack inequality of Moser for uniformly
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elliptic operators [18]. A proof of the given estimates can be found in Stampacchia [26] using capacity functions.

We shall now finish the proof of Proposition (7.2). Let $x \in B\left(p ; c_{1} R\right)$, $\exp _{p}^{-1}(x) \cap B_{0}\left(c_{1} R\right)=\left\{\tilde{x}_{1}, \tilde{x}_{2}, \ldots, \tilde{x}_{q}\right\}$ with $\tilde{x}_{1} \neq \tilde{x}_{2} \neq \ldots \neq \tilde{x}_{q} \quad$ Let $y_{0}$ be a point on $\partial B\left(p ; 2 c_{1} R\right)$. From the estimates above

$$
G_{c_{2} R}\left(x ; y_{0}\right) \leqslant \frac{B}{d^{2 n-2}(x ; y)} \leqslant \frac{B}{\left(c_{1} R\right)^{2 n-2}} .
$$

Let $\tilde{y}_{0}$ be a point on $\partial B_{0}\left(p ; 2 c_{1} R\right)$ such that the segment joining the origin in $\tilde{y}$ corresponds to a minimal geodesic between $p$ and $y_{0}$ under the exponential map. Then our assertion gives

$$
\begin{aligned}
\tilde{G}_{c_{2} R}\left(\tilde{x}_{i} ; \tilde{y}_{0}\right) \geqslant \frac{A}{d^{2 n-2}\left(\tilde{x}_{i} ; \tilde{y}\right)} \geqslant \frac{A}{\left(3 c_{1} R\right)^{2 n-2}} & \\
& \geqslant\left(\frac{A}{\left(c_{1} R\right)^{2 n-2}}\right)\left(\frac{1}{3^{2 n-2}}\right) .
\end{aligned}
$$

We write $X$ for the Laplacian operator of ( $B_{0}\left(c_{2} R\right), \sum_{i, j} g_{i j} d x^{i} \otimes d x^{i}$ ) which is simply the pull-back of the Laplacian operator $\Delta$ on $X$. Let $\exp _{p}^{-1}(x) \cap B_{0}\left(c_{2} R\right)=\left\{\tilde{x}_{1}, \ldots, \tilde{x}_{q}, \tilde{x}_{q+1}, \ldots, \tilde{x}_{r}\right\}$ where $\tilde{x}_{q+1}, \ldots, \tilde{x}_{p}$ lie outside $B_{0}\left(c_{1} R\right)$. Then, for $\tilde{x}=\tilde{x}_{i}, l \leqslant i \leqslant r$ as above, on the ball $B_{0}\left(c_{1} R\right)$,

$$
-X_{y}^{\sim} G_{c_{2} R}\left(\exp _{p}(\tilde{x}), \exp _{p}(\tilde{y})\right)=\left(\delta_{x_{1}}^{\sim}+\delta_{x_{2}}^{\sim} \ldots+\delta_{x_{q}}^{\sim}\right)+\left(\delta_{x_{q}+1}^{\sim}+\ldots+\delta_{x_{r}}^{\sim}\right)
$$

where $\delta_{x_{i}}^{-}$denotes the point mass at $\tilde{x}_{i}$.
On the other hand

$$
-\tilde{X}_{y}^{-} \sum_{i=1}^{r} G_{c_{2} R}\left(\tilde{x}_{i}, \tilde{y}\right)=\left(\delta_{x_{1}}^{\sim}+\delta_{x_{2}}^{\sim}+\ldots+\delta_{x_{q}}^{\sim}\right)+\left(\delta_{x_{q}+1}+\ldots+\delta_{x_{p}}^{\sim}\right) .
$$

Since $G_{c_{2} R}\left(\exp _{p}(\tilde{x}), \exp _{p}(\tilde{y})\right)$ is positive on $\partial B_{0}\left(c_{2} R\right)$, possibly infinite at some points, by the maximum principle we have

$$
G_{c_{2} R}\left(\exp _{p}(\tilde{x}), \exp _{p}(\tilde{y})\right) \geqslant \sum_{i=1}^{r} \tilde{G}_{c_{2} R}\left(\tilde{x}_{i}, \tilde{y}\right) \geqslant \sum_{i=1}^{q} \tilde{G}_{c_{2} R}\left(\tilde{x}_{i}, \tilde{y}\right) .
$$

In particular, at the point $\tilde{y}=\tilde{y}_{0}\left(\right.$ Recall that $\left.\exp _{p}(\tilde{x})=x, \exp _{p}\left(\tilde{y}_{0}\right)=y_{0}\right)$,

$$
\frac{B}{\left(c_{1} R\right)^{2 n-2}} \geqslant G_{c_{2} R}\left(x ; y_{0}\right) \geqslant \sum_{i=1}^{q} \tilde{G}_{c_{2} R}\left(\tilde{x}_{i} ; \tilde{y}_{0}\right) \geqslant \frac{q A}{3^{2 n-2}\left(c_{1} R\right)^{2 n-2}}
$$

[^9]which gives the bound
$$
q \leqslant 3^{2 n-2}\left(\frac{B}{A}\right)
$$
on the number of sheets of $\exp _{p}: B_{0}\left(c_{1} R\right) \rightarrow X$.
Remarks. - We remark here that the hypothesis in the Main Theorem on the curvature tensor of $X$, namely bisectional curvature $>0$, scalar curvature $<C / d^{2}\left(x_{0} ; x\right), C>0$ implies that $\left(-C^{\prime}\right) / d^{2}\left(x_{0} ; x\right)<$ sectional curvature $<C^{\prime} / d^{2}\left(x_{0} ; x\right), C^{\prime}>0$, because at any point $x \in X$, the Riemannian sectional curvature of a 2 plane $p \wedge q, p, q \in T_{x}(X)$ (the tangent space at $x$ ), can be expressed in terms of holomorphic bisectional curvatures. More precisely, if $z_{i}, 1 \leqslant i \leqslant n$ is a local system of coordiniates, with $z_{i}=x_{i}+\sqrt{-1} x_{n+i}$ and $R$ denotes the sectional curvature tensor, then in terms of the basis $\partial / \partial x_{i}, 1 \leqslant i \leqslant 2 n$, of $T_{x}(X)$, for $1 \leqslant i, j, k, l \leqslant n$
$$
R_{i j k l}=\left\langle R\left(\frac{\partial}{\partial x_{i}}, \frac{\partial}{\partial x_{j}}\right) \frac{\partial}{\partial x_{i}}, \frac{\partial}{\partial x_{k}}\right\rangle
$$
can be expressed in terms of $R_{i j k i}, 1 \leqslant i, j, k, l \leqslant n$ by putting
\[

$$
\begin{gathered}
\frac{\partial}{\partial x_{i}}=\frac{\partial}{\partial z_{i}}+\frac{\partial}{\partial \bar{z}_{i}} \\
\frac{\partial}{\partial x_{n+i}}=-\sqrt{-1}\left(\frac{\partial}{\partial z_{i}}-\frac{\partial}{\partial \bar{z}_{i}}\right), \text { both for } 1 \leqslant i \leqslant n
\end{gathered}
$$
\]

Proposition (7.2) and hence Theorem (7.1) can be sharpened by dropping the negative lower bound for Riemannian sectional curvatures. To do this, we apply the arguments of $[17,(1.1)]$ to the ball $B_{0}\left(c_{2} R\right)$ with the metric given by the Kähler form $\exp _{p}^{*} \omega$, where $\omega=$ Kähler form of $X$. Namely, the inequality

$$
\frac{A}{\|\tilde{x}-\tilde{y}\|^{2 n-2}} \leqslant \tilde{G}_{c_{2} R}(\tilde{x} ; \tilde{y}) \leqslant \frac{B}{\|\tilde{x}-\tilde{y}\|^{2 n-2}}
$$

can be obtained by using comparison theorems for positive Ricci curvature, the isoperimetric inequality of Croke [8] and the iteration technique of Di Giorgi-Nash-Moser. In practice we shall work with $B_{0}\left(K c_{2} R\right)$ with $K$ a large constant, $K c_{2}<\pi / \sqrt{C_{0}}$. One has, however, to be careful in

```
TOME 112 - 1984 - No 2
```

obtaining the inequality $\Delta r_{\tilde{y}}^{2} \leqslant 4 n$, where $r_{y}(\tilde{x})=d(\tilde{x} ; \tilde{y})$ denotes metric distance on the incomplete Riemannian manifold ( $\left.B_{0}\left(K c_{2} R\right),\left(g_{i j}\right)\right)$. This can always be done by choosing $c_{2}$ small enough, as long as
(i) there is a minimal geodesic in the incomplete metric $\left(B_{0}\left(K c_{2} R\right),\left(g_{i j}\right)\right)$ realizing the infimum of lengths of curves joining $\tilde{x}$ and $\tilde{y}$ for $\tilde{x}$, $\tilde{y} \in B_{0}\left(c_{2} R\right)$,
(ii) all such minimal geodesics lie within $B_{0}\left(K c_{2} / 2 R\right)$.

The property (ii) guarantees that one can use the arguments of Cheeger-Gromoll [5] at points where there is more than one minimal geodesic.
(7.3) Proof of Theorem (7.1). - In order to prove Theorem (7.1) we argue as in § 3 by comparing both mult ( $\left.\left[V_{i}\right], x\right)$ and $\operatorname{deg} f$ with the volume growth of $V_{i}$. For the lower bound of $\operatorname{deg}(f)$ we shall still use Proposition (3.1.2). In order to obtain the inequality

$$
\operatorname{mult}\left(\left[V_{i}\right], x\right) \leqslant C \operatorname{deg}(f)
$$

it is sufficient to show that for each irreducible branch $V_{i}$ of the zero set $V$ of $f$, and for some $R_{0}>0$ fixed and for a fixed base point $\tilde{x}_{0}$

$$
\text { Volume }\left(\left[B\left(\tilde{x}_{0} ; 2^{v+1} R_{0}\right)-B\left(\tilde{x}_{0} ; 2^{v} R_{0}\right)\right] \cap V_{i} \geqslant C_{0}\left(2^{v} R_{0}\right)^{2 n-2}\right. \text {, }
$$

for $v$ large enough with a constant $C_{0}$ independent of the holomorphic function $f$ and the particular branch $V_{i}$.

In fact, using the notations of § 3 with

$$
A_{v}\left(\left[V_{i}\right]\right)=\frac{1}{\left(2^{v} R_{0}\right)^{2 n-2}} \int_{D_{v}\left(R_{0}\right)}\left[V_{V}\right] \wedge \omega^{n-1}, \omega=\text { Kähler form on } X,
$$

$D_{v}\left(R_{0}\right)=B\left(2 R_{0}\right)$, and $D_{v}\left(R_{0}\right)=B\left(2^{v+1} R_{0}\right)-B\left(2^{v} R_{0}\right)$ for $v \geqslant 1$, the above estimate gives, for $v$ sufficiently large

$$
A_{\mathrm{v}}\left(\left[V_{i}\right]\right) \geqslant C_{0} \text { mult }\left(\left[V_{i}\right]\right) .
$$

But since $\left[V_{i}\right]$ is only part of $[V]=i / 2 \pi \partial \partial \log |f|^{2}$, clearly Proposition (3.1.2) implies that, when we choose $\tilde{x}_{0}$ such that $f\left(\tilde{x}_{0}\right) \neq 0$,

$$
\sum_{v=0}^{\mu} A_{v}\left(\left[V_{i}\right]\right) \leqslant C_{3} \mu \operatorname{deg}(f)+C_{4}(f)
$$

The inequality $A_{v}\left(\left[V_{]}\right) \geqslant C_{0}\right.$ mult $\left(\left[V_{i}\right]\right)$ implies immediately the desired bound

$$
\operatorname{mult}\left(\left[V_{j}\right]\right) \leqslant C \operatorname{deg}(f)
$$

Suppose now $D_{v_{0}}\left(R_{0}\right) \cap V_{i} \neq \varnothing$. Since $X$ is Stein, each $V_{i}$ is noncompact (and connected). It must intersect $\partial B\left(\tilde{x}_{0} ; R\right)$ whenever $R \geqslant 2^{v_{0}+1} R_{0}$.

Let now $p_{\mathrm{v}}$ be a point of $V_{i}$ lying on $\partial B\left(\bar{x}_{0}, 3.2^{v-1} R_{0}\right)$. Such a point exists when $v$ is sufficiently large. $p_{v} \in D_{v}\left(R_{0}\right)$ and is mid-way between the boundaries. Let $c_{1}<\min \left(1 / 2, \pi / \sqrt{C_{2}}\right)$ be small enough that $B\left(p_{v}, c_{1} R_{v}\right)$ lies in $D_{v}\left(R_{0}\right)$, where $R_{v}=d\left(\tilde{x}_{0} ; p_{v}\right)$. Write $\exp _{p_{v}}=\pi_{v} \quad$ Let $\tilde{V}_{i, v}$ be the subvariety of $B_{0}\left(c_{1} R_{v}\right)$ defined by $\tilde{V}_{i, v}=\pi_{v}^{-1}\left(V_{i}\right) \cap B_{0}\left(c_{1} R_{v}\right)$.

Note that here the Euclidean ball $B_{0}\left(c_{1} R_{v}\right)$ is a spread over $X$ (via the local homeomorphism $\pi_{v}$ ) and hence inherits a complex structure. $\tilde{V}_{i, v}$ is then a complex subvariety of $B_{0}\left(c_{1} R_{v}\right)$ with this complex structure. Since there is a uniform bound on the number of sheets of $\exp _{p_{v}}=B_{0}\left(c_{1} R_{v}\right) \rightarrow X$, we have

$$
\text { Volume }\left(B\left(p_{v} ; c_{1} R_{v}\right) \cap D_{v}\left(R_{0}\right)\right) \leqslant \frac{1}{k} \text { Volume }\left(\tilde{V}_{i, v}\right),
$$

where $\tilde{V}_{i, v}$ is measured in terms of $\pi_{v}^{*} \omega, \omega=$ Kähler form of $X$. To complete the proof of Theorem (7.1) we shall now use geometric comparison theorems to show

$$
\text { Volume }\left(\tilde{V}_{i, v}\right) \geqslant C_{5} R_{v}^{2 n-2}
$$

In order to have a convenient comparison for a lower bound of volumes of subvarieties, we use a model which is a piece of $\mathbb{P}^{\boldsymbol{n}}$ with a multiple of the Fubini-Study metric. Precisely let $B \subset \subset \mathbb{C}^{n} \subset \mathbb{P}^{n}$ be a Euclidean ball with center at the origin, equipped with the Fubini-Study metric suitable normalized so that the Riemannian sectional curvatures are bounded from below by $C_{2}$. Let $z_{1}, \ldots, z_{n}$ be the usual complex coordinates on $\mathbb{C}^{n}$. Write $s^{2}=\sum_{i=1}^{n}\left|z_{i}\right|^{2}$, and denote by $\mu$ the normalized Fubini-Study Kähler form on $B$. There exists positive constants $C_{6}, C_{7}$ such that

$$
C_{6} \mu \leqslant i \partial \bar{\partial} s^{2} \leqslant C_{7} \mu
$$

Let $\rho / 2<c_{1}<\min \left(1 / 2, \pi / \sqrt{C_{2}}\right)$ and $\left(B_{0}(\rho), \sum_{i, j} l_{i j} d x^{i} \otimes d x^{\prime}\right)$ be the metric ( $B, \mu$ ) in normal geodesic coordinates at the origin. Consider now the
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$\operatorname{model}\left(B_{0}\left(\rho R_{v} / 2\right), \sum_{i .} j_{i v} d x^{i} \otimes d x^{j}\right)$ i. e., with the metric $\pi_{v}^{*} \omega$. The function $R_{v}\left(s\left(2 x / R_{v}\right)\right)^{2}$ is strictly plurisubharmonic on $B_{0}\left(\rho R_{v} / 2\right)$ with the usual complex structure. By a standard comparison theorem for the complex Hessian (cf. Su-Yau [24, (1. 1)]), on

$$
\left(B_{0}\left(\frac{\rho R_{v}}{2}\right), \sum_{i, j} g_{i j} d x^{i} \otimes d x^{j}\right)
$$

with $\pi_{v}: B_{0}\left(\rho R_{v}\right) \rightarrow X$ a local biholomorphism, we have

$$
C_{8}^{\prime} \pi_{v}^{*} \omega \leqslant i \partial \partial R_{v}^{2}\left(s\left(\frac{2 x}{R_{v}}\right)\right) \leqslant C_{8} \pi_{v}^{*} \omega
$$

where $C_{8}, C_{8}^{\prime}$ are positive constants independent of $v$. By definition the volume of $\tilde{V}_{i, v}$ is given by
$\operatorname{Volume}\left(\tilde{V}_{i, v}\right)=\int_{B_{0}\left(c_{1} R_{v}\right)}\left[\tilde{V}_{i, v}\right] \wedge\left(\pi_{v}^{*} \omega\right)^{n-1}$

$$
\geqslant \int_{B_{0}\left(P R_{v} / 2\right)}\left[\tilde{V}_{i, v}\right] \wedge\left(\frac{i}{C_{8}} \partial R_{v}^{2}\left(s\left(\frac{2 x}{R_{v}}\right)\right)\right)^{n-1} .
$$

We can now apply the integral formula of Lelong [13] to the function $R_{v}^{2}\left(s\left(2 x / R_{v}\right)\right)^{2}=\varphi_{v}^{2}$. On $\partial B\left(\rho R_{v} / 2\right), \varphi_{v}=\alpha R_{v}$ with $\alpha>0$ fixed.

Moreover, $\varphi_{v}$ is equal to 0 only at the origin in $B_{0}\left(\rho R_{0} / 2\right)$. Hence, from the integral formula of Lelong,

$$
\begin{aligned}
& \frac{1}{\left(\alpha R_{v}\right)^{2 n-2}} \int_{B_{0}\left(p R_{v} / 2\right)}\left[\tilde{V}_{i, v}\right] \wedge\left(\frac { i } { C _ { s } } \partial \overline { J } R _ { v } ^ { 2 } \left(s\left(\frac{2 x}{R_{v}}\right)^{n-1}\right.\right. \\
& =\lim _{r \rightarrow 0} \frac{1}{r^{2 n-2}} \int_{(\text {orr }\langle\boldsymbol{r})}\left[\tilde{V}_{i, \mathrm{v}}\right] \wedge\left(\frac{i}{C_{8}} \partial \bar{\partial} R_{v}^{2}\left(s\left(\frac{2 x}{R_{v}}\right)\right)\right)^{n-1} \\
& +\int_{B_{0}\left(\rho R_{v} / 2\right)}\left[\tilde{V}_{i . v}\right] \wedge\left(i \partial \bar{\partial} \log \left(s\left(\frac{2 x}{R_{v}}\right)\right)\right)^{n-1} .
\end{aligned}
$$

The second term corresponds to the "projectivized volume" of Lelong [13]. It is nonnegative because by the geometric comparison theorem for the complex Hessian (Sru-Yau [24, (1.1)]) the function $\log s^{2}\left(2 x / R_{v}\right)$ is plurisubharmonic on the Riemann domain $B_{0}\left(\rho R_{v} / 2\right)$ over $X$ (with the spread given by $\pi_{v}=\exp _{p_{v}}$ ). The limit term is

[^10]analogous to the density number of Lelong [13]. It equals $C_{9} \operatorname{mult}\left(\left[\tilde{V}_{i, ~}\right], 0\right)=C_{9} \operatorname{mult}\left(\left[V_{]}\right]\right)$as can be seen by locally comparing with the standard potentials. More precisely, one can use the biholomorphic invariance of Lelong numbers (Lelong [14], Siu [23]), diagonalize the (1, 1) form $i \partial \bar{\partial} R_{v}^{2} s^{2}\left(2 x / R_{v}\right)$ at 0 and approximate level sets by Euclidean balls after appropriate linear coordinate transformations. With this we have completed the proof of the inequality
$$
\text { Volume }\left(\tilde{V}_{i, v}\right) \geqslant C_{5} R_{v}^{2 n-2}
$$
or
$$
\text { Volume }\left(\left[\tilde{V}_{i, v}\right]\right) \geqslant C_{5} \text { mult }\left(\left[V_{i}\right]\right) R_{v}^{2 n-2}
$$
where the volume of [ $\tilde{V}_{i, v}$ ] has the obvious meaning of counting multiplicities. This completes the proof of Theorem (7.1). The analogous statement for holomorphic $n$-forms $\omega$ is obtained by integrating the Pincaré-Lelong equation $i / 2 \pi \partial \bar{\partial} \log \|\omega\|^{2}=[\eta]+(1 / 2 \pi)$ (Ricci form), where [ $V$ ] is the zero-divisor of $\omega$.

Results of this chapter will now be applied in §8 to show that the quasi-embedding $F: X \rightarrow Z$ into an affine algebraic variety constructed in $\S 6$ can be desingularized in a finite number of steps to yield an embedding into some affine algebraic variety (which in general may not be surjective). We remark here that the proof of Theorem (7.1) clearly implies that $V$ can only have a finite number of branches. However, the weaker statement in Thorem (7.1) together with a modified version of it (8.3), (\#) 4) will be sufficient. We also remark here that the estimates of this chapter also yield lower estimates of complex analytic subvarieties of $X$ of any dimension. But this does not prove that the number of branches of an "algebraic" subvariety is finite because we did not establish corresponding estimates of Green kernels on "algebraic" subvarieties.

## 8. Desingularization of the quasi-embedding by affine blow-ups

(8. 1) In § 6 we constructed a holomorphic map $F: X \rightarrow Z$ into an affine algebraic variety which maps $X-U$ biholomorphically onto $Z-T$ for some subvariety $U$ of $X$ and some affine algebraic subvariety $T$ of $Z$. $U$ contains the branching locus of $F$ but may in general be larger because there can be self-intersections (and also subvarieties on which the solution of the ideal problem fails (Proposition (6.3.2)). By normalizing the
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affine algebraic variety $Z$ we remove the self-intersections. We show that the map $\tilde{F}$ resulting from the normalization is still defined by functions of polynomial growth on $X$ by using the lemma on Riesz representation in § 3. From the existence theorem of $P(X)$ in $\S 2$ it is clear how one can reduce the branching locus on $X$ by adjoining additional functions of polynomial growth. In § 8.2 we shall prove a finiteness theorem on affine blow-ups by using a strengthened version of Theorem (7.1).

Proposition (8.1). - Normalization of an "algebraic" holomorphic map into affine algebraic varieties.

Let $F: X \rightarrow Z$ be a holomorphic mapping of $X$ into an affine algebraic variety defined by functions of polynomial growth. Let $\bar{Z}$ be the affine algebraic normalization of $\mathcal{Z}$. Then, the lifting $\tilde{F}$ of $F$ into $\tilde{Z}$ is again defined by holomorphic functions of polynomial growth.

Proof. - Let Reg $(Z)$ denote the Zariski dense subset of $Z$ consisting of regular points. It is well known that the normalization $\tilde{Z}$ of $Z$ (which one proves easily to be affine algebraic) can be obtained by taking $\mathcal{Z}$ to be the closure of the graph of $\left\{Q_{1}, \ldots, Q_{m}\right\}$ on $\operatorname{Reg}(Z)$ where $Q_{i}$ is a rational function which is holomorphic (or regular in the terminology of algebraic geometry) on $\operatorname{Reg}(Z)$. The lifting of $F: X \rightarrow Z$ to $\tilde{F}: X \rightarrow \tilde{Z}$ is then defined by $\left(f_{1}, \ldots, f_{N}, Q_{1} \circ F, \ldots, Q_{m} \circ F\right)$ where $F=\left(f_{1}, \ldots, f_{N}\right)$ and $Q_{i} \circ F$ denotes the holomorphic extension of $Q_{i} \circ F$ on $F^{-1}(\operatorname{Reg}(Z))$ to the whole manifold $X$. To prove Proposition (8.1) it suffices to establish the following statement.
(*) Let $h_{1}, h_{2}$ be holomorphic functions on $X$ of polynomial growth, $h_{2} \neq 0$. Suppose the function $g=h_{1} / h_{2}$ on ( $X$ - zero set of $h_{2}$ ) can be extended to a holomorphic function on $X$, also denoted by $g$. Then, $g$ is a holomorphic function of polynomial growth on $X$.

Proof of (*). $-\Delta \log |g|^{2}=\Delta \log \left|h_{1}\right|^{2}-\Delta \log \left|h_{2}\right|^{2}$ as measures. The trace

$$
\frac{1}{4 \pi} \Delta \log |g|^{2}=\frac{i}{2 \pi} \partial \delta \log |g|^{2} \wedge \omega^{n-1}
$$

$\omega=$ Kähler form of $X$, is simply the integral measure on the zero set of $g$, counting multiplicity. Both $\log \left|h_{1}\right|^{2}$ and $\log \left|h_{2}\right|^{2}$ can be obtained by

Riesz representation as in (3.2), lemma, in the sense that with $h_{1}\left(\tilde{x}_{0}\right), h_{2}\left(\tilde{x}_{0}\right) \neq 0$

$$
\begin{aligned}
& \log \left|h_{i}(x)\right|^{2}=\lim _{R \rightarrow \infty} \int_{B\left(x_{0} ; R\right)} {\left[G_{R}\left(\tilde{x}_{0} ; y\right)\right.} \\
&\left.-G_{R}(x ; y)\right] \Delta \log \left|h_{i}(y)\right|^{2} d y+\log \left|h_{i}\left(\tilde{x}_{0}\right)\right|^{2} \\
& i=1,2,
\end{aligned}
$$

with $G_{R}=$ Green kernel on the geodesic ball $B\left(\tilde{x}_{0} ; R\right)$.
It follows from the above that $\log |g|^{2}=\log \left|h_{1}\right|^{2}-\log \left|h_{2}\right|^{2}$ can be represented by the same integral formula. By Proposition (3.1.2)

$$
\mu \operatorname{deg}\left(h_{1}\right) \geqslant C_{1}\left(\sum_{v=0}^{\mu-1} A_{v}\left(h_{1} ; R\right)-C_{2}\left(h_{1}\right)\right)
$$

where $A_{v}\left(h_{1}, R\right)$ is the area of $\left[H_{1}\right]=$ zero divisor of $h_{1}$, counting multiplicities. The inequality

$$
\mu \operatorname{deg}\left(h_{1}\right) \geqslant C_{1}\left(\sum_{v=0}^{\mu-1} A_{v}(g ; R)-C_{2}\left(h_{1}\right)\right)
$$

(with $A_{v}(g ; R)$ defined as $A_{v}\left(h_{1}, R\right)$ ) holds since $\Delta \log |g|^{2} \leqslant \Delta \log \left|h_{1}\right|^{2}$ in the sense of measures. It follows readily from the Riesz representation formula for $\log |g|^{2}$ and the last inequality that $\log |g(x)|^{2}$ grows at most like const. $\log d\left(\tilde{x}_{0} ; x\right)$, so that $g$ has polynomial growth.
(8.2) Affine blow-ups of "algebraic" holomorphic maps into $\mathbb{C}^{N}$. In this section we shall write $F_{0}: X \rightarrow Z_{0}$ for the quasi-embedding defined in $\S\left(F_{0}=F\right)$ and denote by $\tilde{F}_{0}: X \rightarrow \mathcal{Z}_{0}$ a normalization of $F_{0}$. If $x$ is a point on the branching locus $\tilde{V}_{0}$ of $\tilde{F}_{0}$ we claim that $\tilde{F}_{0}$ must blow down a complex curve passing through $x$ to a point. Otherwise $F_{0}$ would be a finite proper mapping from an open neighborhood of $x$ to an open neighborhood of $\tilde{F}_{0}(x)$. Since $\tilde{F}_{0}$ is one-to-one on $X-\tilde{V}_{0}, \tilde{F}_{0}$ can be inverted because $\boldsymbol{Z}_{0}$ is normal. From the existence theorem for $P(X)$ in $\S 2$ one can adjoin a finite number of holomorphic functions of polynomial growth to get a map $F_{1}: X \rightarrow Z_{1}$ for some irreducible affine algebraic variety $Z_{1}$ of dimension $n=\operatorname{dim}_{\varphi} X \geqslant 2$, such that $F_{1}$ is locally biholomorphic at $x$. Hence, the locus of ramification $V_{1}$ of $F_{1}$ is strictly smaller than $\tilde{V}_{0}$. We crite $\tilde{F}_{1}: X \rightarrow \mathcal{Z}_{1}$ for a normalization of $F_{1}$ and continue this
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way to get holomorphic mappings $F_{i}: X \rightarrow Z_{i}$, and their normalizations $\tilde{F}_{i}: X \rightarrow \tilde{Z}_{i}$ such that

$$
\tilde{V}_{0} \not \equiv \tilde{V}_{1} \nexists \ldots \not \equiv \tilde{V}_{i} \neq \ldots
$$

where $\tilde{V}_{i}=$ locus of ramification of $\tilde{F}_{i}$
If after a finite number of steps $\tilde{V}_{m}=\varnothing$, then $\tilde{F}_{m}: \widetilde{X} \rightarrow Z_{m}$ is a local biholomorphism. Moreover, it is sufficient to show that $\tilde{V}_{m}$ consists at most of isolated points, in which case it must be empty because $\tilde{F}_{m}$ can be inverted by the normality of $\mathcal{Z}_{\boldsymbol{m}}$. By using the existence theorem for $P(X)$ as done in $\S 6$, Proposition (6.2.2), $\tilde{F}_{m}$ is actually a biholomorphism of $X$ onto its image. Arguments of Proposition (6.2.2) show that the image of $\tilde{F}_{m}$ can miss at most a finite number of irreducible subvarieties of $\tilde{Z}_{m}$, say $\tilde{T}_{1}^{(m)}, \ldots, \tilde{T}_{q}^{(m)}$. If $\tilde{F}_{m}(X) \cap \tilde{T}_{i}^{(m)} \neq \varnothing$, then it must interest $\tilde{T}_{i}^{(m)}$ in a non-empty open set because $\tilde{F}_{m}$ is open. We arrange $\tilde{T}_{i}^{(m)}$ so that $\quad \tilde{F}_{m}(X) \cap \tilde{T}_{i}^{(m)}=\varnothing \quad$ for $\quad 1 \leqslant i \leqslant p$ and $\tilde{F}_{m}(X) \cap \tilde{T}_{i}^{(m)} \neq \varnothing$ for $p+1 \leqslant i \leqslant q . \quad \tilde{F}_{m}(X)$ is a Stein subset of $Z_{m}$ because $X$ is Stein (§4) and $\tilde{F}_{m}$ maps $X$ biholomorphically onto its image. By Hartog's extension theorem of holomorphic functions every holomorphic function on $Z_{m}-U_{i \leqslant q} \tilde{T}_{i}^{(m)}$ extends to $\mathcal{Z}_{m}-U_{i \leqslant p} \tilde{T}_{i}^{(m)}$ (extension phenomenon of Thullen type). By Steinness of $F_{m}(X)$ we obtain $F_{m}(X)=Z_{m}-U_{i \leqslant p} T_{i}^{(m)}$. Moreover each $\tilde{T}_{i}^{(m)}$ must be of codimension one.

The difficulty of completing $F_{0}: X \rightarrow Z_{0}$ to an embedding onto a Zariski dense open subset of some affine algebraic variety is therefore to show that, if done appropriately, the descending chain

$$
\tilde{V}_{0} \ddagger \tilde{V}_{1} \ddagger \ldots \notin \tilde{V}_{i} \ddagger \ldots
$$

must stop in a finite number of steps. We solve this difficulty by considering the vanishing order of holomorphic functions and $n$-forms of polynomial growth.

We state the main result of this chapter in the following proposition.
Proposition (8.2). - Let $F: X \rightarrow Z$ be the quasi-embedding of $X$ into an affine algebraic variety $Z$ defined as in Proposition (6.2.2), $F=\left(f_{1}, \ldots, f_{N}\right)$. Then, there exists a finite number of holomorphic functions $f_{i}$ of polynomial growth, $N+1 \leqslant i \leqslant \hat{N}$, such that the holomorphic mapping $\hat{F}=\left(f_{1}, \ldots, f_{N}, f_{N+1}, \ldots, f_{N}\right): X \rightarrow \mathbb{C}^{N}$ defines a biholomorphism of $X$ onto some $\hat{Z}-\hat{T}$, where $\hat{Z}$ is an irreducible affine algebraic variety (possibly singular) and $\hat{T}$ is an algebraic subvariety of $\hat{Z}$ of pure codimension one.

By the arguments given above, Proposition (8.2) is a consequence of the following proposition.

Proposition (8.2)'. - Let $F: X \rightarrow Z$ be the quasi-embedding of $X$ into an affine algebraic variety $Z$ defined as in Proposition (6.2.2), $F=\left(f_{1}, \ldots, f_{N}\right)$ Let $\quad F^{\prime}: X \rightarrow \mathbb{C}^{N^{\prime}}, \quad F^{\prime}=\left(f_{1}, \ldots, f_{N}, f_{N+1}, \ldots, f_{N^{\prime}}\right)$ be obtained by adjoining a finite number of $f$ holomorphic functions of polynomial growth. Then, the branching locus of $F^{\prime}$ has only a finite number of irreducible branches of positive dimension.

Remarks. - We observe first that the proof of Theorem (7.1) shows immediately that $V^{\prime}$ has only a finite number of irreducible branches of codimension one (by considering upper and lower bounds on the volume growth of the zero set of $d f_{i_{1}} \wedge \ldots \wedge d f_{i_{n}}$ ). This settles Proposition (8.2)' for dimension $n=2$.

Since the upper estimate on the volume growth of such hypersurfaces depends on estimates of the Green kernel on $X$, a direct generalization of the arguments of Theorem (7.1) to subvarieties of higher codimension would necessitate estimates of Green kernels on "algebraic" subvarieties of X. We will bypass this difficulty on Bezout estimates. Instead, all we need is a strengthened version of Theorem (7.1) which can be applied to most singular points of the branches $V_{i}$ in the theorem.

For the proof of Proposition (8.2)' in general we need to introduce some terminology. We say that a family of irreducible subvarieties $E_{i}$ of dimension $p$ is of bounded degree if each $E_{i}$ is an irreducible component of the zero set of $n-p$ holomorphic functions $f \in P(X)$, of degree bounded independent of $i$. With this terminology we can formulate an essential step in the proof of Proposition (8.2)'.

Proposition (8.2)". - Let $F^{\prime}: X^{\prime} \rightarrow \mathbb{C}^{N^{\prime}}$ be as in Proposition (8.2)' and let $V^{\prime}=\cup_{i \in I} V_{i}$ be the decomposition of the branching locus $V^{\prime}$ of $F^{\prime}$ into irreducible components. Let $I_{0}$ be the set of all indices $i$ for which $V_{i}$ is of positive dimension. Then, there exists a family of irreducible analytic curves $C_{b}, i \in I_{0}$, of bounded degree such that for each $i \in I_{0}, C_{i}$ intersects $V_{i}$ at isolated points in $V_{i}-U_{j \neq i} V_{j}$

In order to give a better picture of the arguments we shall first give a proof of Proposition (8.2)" for dimension 2 which can be generalized to higher dimensions with some technical modifications.

[^11]Proof of Proposition (8.2)". - Case of dimension 2. It is sufficient to prove that proposition is valid for the set of all irreducible curves $\tilde{V}_{i}(i \in I)$, belonging to the branching locus $\tilde{V}$ of $\tilde{F}: X \rightarrow \tilde{Z} \subset \mathbb{C}^{\tilde{N}}$, which is a normalization of the quasi-embedding $F: X \rightarrow Z$ of Proposition (6.2.2). (Recall that $\tilde{V}$ contains no isolated points by the normality of $\tilde{Z}$ ). For each $i \in I$ pick a point $x_{i}$ of $\tilde{V}_{i}$ which does not lie on other branches. We assert that $(*)_{1}$ Each $f_{j}, l \leqslant j \leqslant \tilde{N}$, must be constant on each branch $\tilde{V}_{i}$. To prove $(*)_{1}$ by contradiction, suppose $\tilde{V}_{i}$ is a branch on which some $f_{p}$ $1 \leqslant j \leqslant \tilde{N}$, is not constant. Choose a neighborhood $U$ of $x_{i}$ relatively compact in $X$ such that $F\left(\partial U \cap \bar{V}_{i}\right)$ is disjoint from $\tilde{F}\left(x_{i}\right)$. By choosing $U$ small enough, one can even assume that $\tilde{F}(\partial U)$ is disjoint from $F\left(x_{i}\right)$ since $\tilde{F}(X-\tilde{V}) \cap \tilde{F}(\tilde{V})=\varnothing$. Hence, $F\left(x_{i}\right)$ is an interior point of the compact set $\tilde{F}(\bar{U})=K \quad \tilde{F}$ maps $U \cap F^{-1}$ (Int $K$ ) onto Int $K$. Since $F$ can be inverted on $\tilde{Z}-\tilde{\mathbf{T}}$, by the normality of $\tilde{Z}, \tilde{F}$ can be inverted on Int $K$. (Recall that $U$ is relatively compact in $X$ ). This shows that $F$ is biholomorphic at $x_{i}$, contradicting with the fact that $x_{i} \in \mathbb{D}$.

Let $f_{1} \equiv a_{i}$ on $\tilde{\nabla}_{i}, i \in I$. By Theorem (7.1) the vanishing order $m_{i}$ of $f_{1}-a_{i}$ at $x_{i}$ is bounded independent of $i$. We will further assume that $x_{i}$ does not belong to another branch of the zero-set of $f_{1}$. For each $i \in I$, let $w_{i}$ be an $m_{i}$-th root of $f_{1}-a_{i}$ in a neighborhood $U_{i}$ of $i$. Then, consider the expansion.

$$
f_{2}=\sum_{v=0}^{p_{i}} b_{i, v} w_{1}^{v}+b_{i, p_{i}+1}(x) w_{1}^{p_{i}+1}
$$

where $b_{i, p_{i}+1}(x)$ is defined on $U_{i}$ and non-constant on $U_{i} \cap V_{i}$ and $b_{i, ~ v}$ are constants for $1 \leqslant v \leqslant p_{i}$. We claim that $(*)_{2} p_{i}$ is bounded independent of $i \in I$.
$(*)_{2}$ is immediate consequence of Theorem (7.1). In fact, on $U_{i}$

$$
d f_{1} \wedge d f_{2}=w_{1}^{p_{1}+1} d f_{1} \wedge d b_{i, p_{i}+1}
$$

so that the vanishing order is at least $p_{i}+1$. But by Theorem (7.1) applied to holomorphic $n$-forms the vanishing order $d f_{1} \wedge d f_{2}$ at $x_{i}$ is uniformly independent of $i$, proving the assertion $(*)_{2}$.

Now let $\zeta=b_{i, p_{i}+1}\left(x_{i}\right)$. The holomorphic function

$$
\left(\frac{f_{2}-\sum_{v=0}^{p_{i}} b_{i, v} w_{1}^{v}-\zeta w_{i}^{p_{i}+1}}{w_{1}^{p_{i}+1}}\right)
$$

is defined near $x_{i}$, vanishes at $x_{i}$ but not at points on $\nabla_{i}$ near $x_{i}$. It follows that the zero set $C_{i}^{\prime}$ must intersect $\tilde{V}_{i}$ at isolated points. Now
consider the zero set $D_{i}$ of the multi-valent function

$$
z_{2}-\sum_{v=0}^{p_{i}} b_{i, v}\left(z_{1}-a_{i}\right)^{v / m_{i}}-\zeta\left(z_{1}-a_{1}\right)^{\left(p_{i}+1\right) / m_{i}}
$$

defined on the affine algebraic variety Z. By passing to a finite branched covering, it is easy to see that $D_{i}$ is contained in the zero set of some polynomial $P_{i}\left(z_{1}, z_{2}\right)$ of degree bounded independent of $i$. Hence, there exists an irreducible branch $C_{i}$ of $P_{i}\left(f_{1}, f_{2}\right)=0$ which contains $x_{i}$ and intersects $V_{i}$ at isolated points.

Remarks. - (i) By the zero-set of a multivalent function $\varphi$ we mean the set of all points at which some branch of $\varphi$ vanishes.
(ii) It is also apparent how one can construct polynomials $P_{i}\left(z_{1}, z_{2}\right)$ on $\mathbb{C}^{2}$ whose zero set contains $D_{i}$, with degrees bounded independent of $i$, directly from the multivalent functions in (\#).

The technical complication in higher dimensions comes from branches $V_{i}$ of codimension $\geqslant 2$. For the proof of Proposition (8.2)" for higher dimensions we need the following modified version of Theorem (7.1).

Strengthened version of Theorem (7.1). - Notations as in Theorem (7.1) the estimate mult $([V]) \leqslant C \operatorname{deg}(f)$ can be replaced by the estimate

$$
\operatorname{mult}([V ; x) \leqslant C \operatorname{deg}(f)
$$

for all points $x \in X$ except possibly for a discrete sequence of points $\left\{x_{v}\right\}$ on $V$, where the constant $C$ is independent of $x$ and $f$. The analogous estimate is also valid for holomorphic $n$-forms of polynomial growth.

Proof. - In the lower estimate of volume growth in Theorem (7.1), we consider the intersection of $V_{b}$, an irreducible component of $V$, with suitably large geodesic balls. In order to prove the strengthened statement for $x \in V$ it is sufficient to show that on each ringed domain $D_{v}=B\left(x ; 2^{v+1} R_{0}\right)-B\left(x ; 2^{v} R_{0}\right)$ there exists a point $y_{v}$ such that

$$
\text { mult }\left([V] ; y_{v}\right) \geqslant \operatorname{mult}([V] ; x)
$$

Recall that the set of all points $y \in V$ such that

$$
\operatorname{mult}([V] ; y) \geqslant \operatorname{mult}([V] ; x)
$$

is an analytic subvariety $E_{x}$ (A purely analytic proof can be given by Siu's Theorem on Lelong numbers [23] and Thie's result [27]). Either $x$
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is an isolated point of $E_{x}$ or there is a positive dimensional branch $E_{x}^{\prime}$ of $E_{x}$ passing through $x$. In the latter case $E_{x}^{\prime}$ must be non-compact since $X$ is Stein, so that $E_{x}^{\prime}$ intersects each $D_{v}$ The above inequality is then satisfied for any $y_{v} \in D_{v} \cap E_{x}^{\prime} \quad$ If $x$ is an isolated point of $E_{x}$ then we assert that $E_{z}$ must be positive-dimensional for $y$ sufficiently near $x$. In fact, if $\left\{z_{\mu}\right\}$ is a sequence of points on $V$ such that $z_{\mu}$ is an isolated point of $E_{z_{\mu}}$ and mult $\left([V], z_{\mu}\right)=c>0$ for all $\mu$, then $\left\{z_{\mu}\right\} \subset V$ is a closed subvariety of $E(c)=\{z \in V: \operatorname{mult}([V] ; z) \geqslant c\}$, so that $\left\{z_{\mu}\right\}$ must be discrete, from which our assertion follows easily. Hence the set of all $x \in V$ for which the estimate

$$
\operatorname{mult}([V] ; x) \leqslant C \operatorname{deg}(f)
$$

can possibly fail is at most a discrete set.
With this we can continue with the proof of Proposition (8.2)" in higher dimensions.

Proof of (8.2)" continued. - Let $\tilde{V}_{i}$ be a $k$-dimensional branch of $\tilde{V}, 0<k \leqslant n-1$. Let $x_{i} \in \tilde{V}_{i}$ be a regular point. In local coordinates $\left(w_{1}, \ldots, w_{n}\right)$ suppose $\left(w_{1}\left(x_{i}\right), \ldots, w_{n}\left(x_{i}\right)\right)=0$ and $\tilde{V}_{i}$ be defined by $w_{1}=\ldots=w_{n-k}=0$. Consider the $\sigma$-process defined in local coordinates by

$$
\Phi\left(u_{1}, \ldots, u_{n}\right)=\left(u_{1}, u_{1} u_{2}, \ldots, u_{1} u_{n-k}, u_{n-k+1}, \ldots, u_{n}\right)
$$

$\Phi$ mapping some open neighborhood $U$ of $0 \in \mathbb{C}^{n}$ into $X, \Phi(0)=x_{i}$. Let $\eta$ be a holomorphic $n$-vector field on $X$ of polynomial growth and consider the holomorphic function $f=\left\langle d f_{1} \wedge \ldots \wedge d f_{n} \eta\right\rangle$, where $f_{1}, \ldots, f_{n}$ are the first $n$-components of $\mathcal{F}$, assumed to be of rank $n$. Then $f$ vanishes identically on $\tilde{V}$, in particular on $\tilde{V}_{i}$. Denote the zero-divisor of $f$ by $W$. By suitably choosing the values of $\eta$ and its first derivatives at one point, one can certainly arrange $d f \wedge d f_{1} \wedge \ldots \wedge d f_{n-1}$ to be non-trivial. Let $P \in U$ be such that $u_{1}(P)=0$ and $P$ is a regular point of the zero set of $f \circ \Phi$. Assume now $x_{i} \in \tilde{V}_{i}$ has been chosen such that the estimate

$$
\operatorname{mult}\left([W] ; x_{i}\right) \leqslant C \operatorname{deg}(f)
$$

applies. By comparing the Taylor expansion of $f$ and $f \circ \Phi$ at $x_{i}$ (in the $w$-coordinates) and at 0 respectively, we see immediately that

$$
\text { mult (zero-divisor of } f \circ \Phi ; 0) \leqslant 2 \operatorname{mult}\left([W] ; x_{i}\right) \leqslant 2 C \operatorname{deg}(f)
$$

In particular the vanishing order of $f \circ \Phi$ at $P$ is at most $2 C \operatorname{deg}(f)$. Now consider the $n$-tuple $\left(f_{1} \circ \Phi, \ldots, f_{n} \circ \Phi\right)$ of functions on $\left\{u \in U: u_{1}=0\right\}$.

Suppose they have rank $p\left(=\right.$ rank of $\left(f_{1}, \ldots, f_{n}\right)$ on $\bar{\nabla}$ and that the rank at $P$ is also equal to $p$, without loss of generality. Then, there is an open neighborhood $U_{1}$ of $P$ in $U$ such that the common zero set of $\left(f_{1} \circ \Phi-\zeta_{1}, \ldots, f_{n} \circ \Phi-\zeta_{n}\right)$ intersects $\nabla_{1}$ transversally. Call this level set $E\left(\zeta_{1}, \ldots, \zeta_{n}\right)$ (as a subset of $\left.U_{1}\right)$. On $E\left(\zeta_{1}, \ldots, \zeta_{n}\right)$ the multiplicity of $f \circ \Phi$ on $E_{1}\left(\zeta_{1}, \ldots, \zeta_{n}\right) \cap\left\{u_{1}=0\right\}$ is the same as the multiplicity of $f \circ \Phi$ (as a function on $U$ ) on the $u_{1}$-axis. We shall write $\hat{f}$ for $f \circ \Phi$ and $\hat{f}_{i}$ for $f_{i} \circ \Phi$ for short. Let the multiplicity of $\hat{f}$ on $\left\{u_{1}=0\right\}$ be $m$ and let $\hat{f}^{1 / m}$ denote some $m$-th root of $\hat{f}$ in a neighborhood of $P$ in $U$. Suppose, after renumbering, $\left(f_{1}, \ldots, f_{p}\right)$ have rank $p$ at $P$. Define $\zeta_{i}\left(u_{1}, \ldots, u_{n}\right)=\hat{f_{i}}\left(0, u_{2}, \ldots, u_{n}\right)$ on $U_{i}$ for $1 \leqslant i \leqslant p$ and suppose it is possible to write $\hat{f}_{1}$ in the expansion

$$
\begin{align*}
\hat{f}_{1}=\zeta_{1}+\xi_{1}\left(\zeta_{1}, \ldots, \zeta_{p}\right) \hat{f}^{1 / m}+\ldots & \\
& +\xi_{q}\left(\zeta_{1}, \ldots, \zeta_{p}\right) \hat{f}^{q / m}+g_{q+1} \hat{f}^{(q+1) / m}
\end{align*}
$$

where $\xi_{1}, \ldots, \xi_{q} g_{q+1}$ are holomorphic functions on $U_{1}$ and the functions $\xi_{i}$ depends only on values of $\hat{f}_{1}, \ldots, \hat{f}_{p}$ Then clearly the vanishing order of $d \hat{f} \wedge d \hat{f}_{1} \wedge \ldots \wedge d \hat{f}_{n-1}$ at $P$ is at least $q$ because $d \xi_{i}\left(\zeta_{1}, \ldots, \zeta_{p}\right) \wedge d \hat{f}_{1} \wedge \ldots \wedge d \hat{f}_{n-1} \equiv 0$. However, by choosing $P$ such that $\Phi(P) \in \hat{V}_{i} \subset X$ does not belong to the bad set of $d f \wedge d f_{1} \wedge \ldots \wedge d f_{n-1}$ (the discrete point set for which the strengthened version of Theorem (7.1) does not apply), and by comparing the Taylor expansions at $P$ and $\mathscr{F}(P)$ respectively, we have: vanishing order of $d \hat{f} \wedge d f_{1} \wedge \ldots \wedge d \hat{f}_{n-1}$ at $P=$ vanishing order of $d f \wedge d f_{1} \wedge \ldots \wedge d f_{n-1}$ at $\tilde{F}(P)+(n-k-1)$, where the extra constant $(n-k-1)$ comes from the Jacobian determinant of $\Phi$. This means that with this choice of $P$ the exponent $q$ in the expansion (\#) is bounded independent of $\tilde{v}_{l}$. The expansion (\#) is obtained simply as follows. Let $g_{1}$ be the extension of $\left(\hat{f}_{1}-\zeta_{1}\right) / \hat{f}^{/ m}$ to $U_{1}$. Suppose $g$ is constant on each $E\left(\zeta_{1}, \ldots, \zeta_{n}\right) \cap\left\{u_{1}=0\right\}$. For $U_{1}$ sufficiently small this means that $\left.g_{1}\right|_{E\left(\zeta_{1}, \ldots, \zeta_{1}\right) \cap\left(u_{1}=0\right)}=\xi_{1}\left(\zeta_{1}, \ldots, \zeta_{p}\right)$. Then one continues by letting $g_{2}$ be the extension of $\left(\hat{f}_{1}-\zeta_{1}-\xi_{1}\left(\zeta_{1}, \ldots, \zeta_{p}\right) \hat{f}^{1 / m}\right) / \hat{f}^{2 / m}$ to $U_{1}$ and so on.
Now choose $q$ such that $g_{q+1}$ is not identically constant on generic level sets $E\left(\zeta_{1}, \ldots, \zeta_{n}\right) \cap\left\{u_{1}=0\right\}$. We write $E\left(\zeta_{1}, \ldots, \zeta_{n} ; \eta_{1}\right)$ for the zero set of the extended holomorphic function

$$
\frac{\hat{f}_{1}-\zeta_{1}-\sum_{i=1}^{q} \xi_{i}\left(\zeta_{1}, \ldots, \zeta_{p}\right) \hat{f}^{i / m}}{\hat{f}^{(q+1) / m}}-\eta_{1}
$$

[^12]Then for suitable choice of $\zeta_{1}, \ldots, \zeta_{n}$ and $\eta_{1}, E\left(\zeta_{1}, \ldots, \zeta_{n} ; \eta_{1}\right)$ intersects $E\left(\zeta_{1}, \ldots, \zeta_{n}\right)$ transversally at a point $P_{1}$ sufficiently close to P. $E\left(\zeta_{1}, \ldots, \zeta_{n} ; \eta_{1}\right)$ is of dimension $n-p-1$. For generic choices of $P_{1}$ the vanishing order of $\left.f_{2}\right|_{E\left(\xi_{1}, \ldots, \zeta_{n} ; n_{2}\right)}$ at $P_{1}$ is the same as that of $f_{2}$ at $P_{1}$. Then, one performs the same process on $E\left(\zeta_{1}, \ldots, \zeta_{n} ; \eta_{1}\right)$ for the function $f_{2}$ and so on until one obtains an analytic curve $C_{i}^{\prime}$ intersecting $\left\{u_{1}=0\right\}$ transversally, defined as $\bar{W}\left\{u_{1}=0\right\}$, where $W$ is the simultaneous zero set of holomorphic functions

$$
\hat{f}_{j}-\zeta_{j}-\sum_{N=1}^{q_{j}} \xi_{v}^{(0)} \hat{j}^{\lambda / m}-\eta_{j} \hat{A}^{\left.q_{j}+1\right) / m}
$$

for some constants $\zeta_{j} \eta_{j}$ and $\xi_{v}^{())}, 1 \leqslant v \leqslant q_{j}$ and for $q_{j} \leqslant$ const. independent of $i$ for $1 \leqslant j \leqslant p-1$. The local analytic set $\Phi\left(C_{i}^{\prime}\right)$ passes through some $y_{i} \in \tilde{V}_{i}-\bigcup_{j \neq i} \tilde{V}_{j}$ (not necessarily the initial point $x_{i}$, but chosen as to avoid the bad set of $d f \wedge d f_{1} \wedge \ldots \wedge d f_{n-1}$ for applying the strengthened version of Theorem (7.1)).

Finally the last argument in case of dimension 2 can easily be adapted to show that $\Phi\left(C_{i}^{\prime}\right)$ is contained in some curve $C_{i}$ defined by global holomorphic functions of polynomial growth, with a degree bounded independent of $i$. This completes the proof of Proposition (8.2):

We are now ready to prove Proposition (8.2)' and hence Proposition (8.2), the main result of this chapter.

Proof of Proposition (8.2)'. - Let $\tilde{F}: X \rightarrow \mathcal{Z}$ be a normalization of the initial quasi-embedding $F: X \rightarrow Z$, and $F_{p}: X \rightarrow \tilde{Z}_{p}$ be obtained from $\tilde{F}$ by adjoining a finite number of $f \in P(X)$ and then by normalization. It suffices to prove that the branching locus $\tilde{\Gamma}^{(p)}$ of $\tilde{F}_{p}$ has only a finite number of irreducible branches $\mathscr{F}_{1}^{(p)}, \ldots, \tilde{V}_{k}^{(p)}\left(\tilde{F}^{(p)}\right.$ contains no isolated points). We prove this by inverting the mapping $\tilde{F}_{p}$ along slices of algebraic curves of bounded degrees. Recall that by Proposition (8.2), there exists an $s$ such that for each $\tilde{\eta}^{(p)}, 1 \leqslant i \leqslant p$, there exists a curve $C_{i}$ which is an irreducible component of the common zero-set of ( $n-1$ ) $f \in P(X)$ of degree $\leqslant s$, such that $C_{i}$ interesects $\tilde{\nabla}_{i}^{(p)}$, passing through some point $\left.y_{i} \in \nabla_{i}^{(p)}-\bigcup_{j \neq i} i \eta_{j}^{p}\right)$. Let $\left\{f_{1}, \ldots, f_{r}\right\}$ be a basis of the vector space of all $f \in P(X)$ of degree $\leqslant s$, and consider the affine algebraic variety $E_{0}$ defined by

$$
E^{(0)}=\left\{(2, \zeta) \in \mathcal{Z}_{p} \times \mathbb{C}^{(n-1) r}: \sum_{v=1}^{r} \zeta_{a r+v} f_{v}(Z)=0 \text { for all } \alpha, 0 \leqslant \alpha \leqslant n-2\right\} .
$$

$E^{(0)}$ is thus a parametrized space of common zero-sets of ( $n-1$ ) holomorphic functions $f \in P(X)$ of degree $\leqslant s$. By Proposition (8.2)", if $\tilde{W}^{(p)} \neq 0$ then there exists some $\zeta^{(0)} \in \mathbb{C}^{(n-1) r}$ such that $E^{(0)} \cap\left(\tilde{Z}_{p} \times\left\{\zeta^{(0)}\right\}\right)$ contains an algebraic curve as a branch. It follows immediately that $E^{(0)}$ must then contain at least one branch of dimension $(n-1) r+1$. (Note that for $\zeta$ sufficiently near $\left.\zeta^{(0)}, E^{(0)} \cap\left(\tilde{Z}_{p} \times\{\zeta\}\right) \neq \emptyset\right)$. Let $E$ be the union of all $((n-1) r+1)$-dimensional branches $E_{l}$ of $E^{(0)}$ such that the generic fiber of the projection $E_{l} \rightarrow \mathbb{C}^{(n-1) r+1}$ is of dimension 1 .
For each branch $\tilde{V}_{i}^{(p)}$ of $\tilde{V}^{(p)}$, there is now a point $\left(\tilde{F}_{p}\left(y_{i}\right) ; \zeta^{(i)}\right) \in E^{(0)}$ such that $y_{i} \in \tilde{V}_{i}^{(p)}-\cup_{j * i} \tilde{V}_{j}^{(p)}$. It is clear that $\left(\tilde{F}_{p}\left(y_{i}\right) ; \zeta^{(i)}\right)$ belongs to some $E_{1}$ in $E$. Let $\sigma: \tilde{E} \rightarrow E$ be the normalization of $E$. We regard $\sigma$ as a mapping $\left(\sigma_{1}, \sigma_{2}\right): \tilde{E} \rightarrow \tilde{Z}_{p} \times \mathbb{C}^{(n-1) r}$. The generic fibers of $\sigma_{1}: \tilde{E} \rightarrow \tilde{Z}_{q}$ will now consist of smooth algebraic curves. Let $q \geqslant p$ be an integer and $\tilde{F}_{q}: X \rightarrow \tilde{Z}_{q}$ be obtained from $F_{q-1}$ by adjunction of $f \in P(X)$ and normalization, as before. We consider all possible directed sets $\left\{\tilde{F}_{q}, q \geqslant p\right\}$ obtained this way. Recall that there is an algebraic hypersurface (possibly singular) $\tilde{T}_{p}$ of $\tilde{Z}_{p}$ such that $\left.\tilde{F}_{p}\right|_{x-\tilde{v}())}$ is a biholomorphism of $X-\tilde{V}^{(p)}$ onto $\tilde{Z}_{p}-\tilde{T}_{p,}$ and $\left.\tilde{F}_{p}\right|_{\tilde{v}^{(p)}}$ is degenerate on each branch $\tilde{V}_{p}^{(p)}$, mapping it into $\tilde{T}_{p}$. The mapping $\tilde{F}_{p}^{-1} \circ \sigma_{1}$ is well-defined on $E-\sigma^{-1}\left(\mathrm{~T}_{p} \times \mathbb{C}^{(n-1) \eta}\right)$. For $q \geqslant p$ consider the holomorphic mapping $\Phi_{p q}=\tilde{F}_{q} \circ \tilde{F}_{p}^{-1} \circ \sigma_{1}: \tilde{E}-\sigma^{-1}\left(\tilde{T}_{p} \times \mathbb{C}^{(n-1)}\right) \rightarrow \tilde{Z}_{q}$, which clearly extends to an $\tilde{N}_{q}$-tuple of meromorphic functions ( $\tilde{Z}_{q} \subseteq \mathbb{C}^{\tilde{N}_{q}}$ ). We are interested in the extension of $\Phi_{p q}$ across $\sigma^{-1}\left(\Psi_{p} \times \mathbb{C}^{(n-1)}\right)$.

For a generic point $\zeta \in \mathbb{C}^{(n-1) r}, E \cap\left(\tilde{T}_{p} \times\{\zeta\}\right)$ is the intersection of an algebraic curve with $\tilde{T}_{p}$. Let $\sigma^{-1}\left(\mathcal{T}_{p} \times \mathbb{C}^{(n-1) r}\right)=\bigcup_{k=1}^{t} D_{k}$ be the decomposition of $\sigma^{-1}\left(\tilde{T}_{p} \times \mathbb{C}^{(n-1)}\right)$ into irreducible components.

Two possibilities can happen in the meromorphic extension of $\Phi_{p q}: \tilde{E}-\cup_{k=1}^{t} D_{k} \rightarrow \mathbb{C}^{\tilde{N_{4}}}$ across $D_{k} ; 1 \leqslant k \leqslant t$ fixed.
(i) For all possible $\tilde{F}_{q}: X \rightarrow \tilde{Z}_{q} \subset \mathbb{C}^{\tilde{N_{q}}}, q \geqslant p, \Phi_{p q}$ extends holomorphic across generic points of $\boldsymbol{D}_{\boldsymbol{k}}$.
(ii) There exists some choice of $F_{q}: X \rightarrow \mathcal{Z}_{q}, q>p$ such that the pole set of some component of $\Phi_{p q}$ contains $D_{k} \subset \tilde{E}$. (In this case $D_{k}$ is necessarily of codimension one in $\tilde{E}$.)

In case of (i) actually $\Phi_{p q}$ extends holomorphically across $D_{k}-\cup_{i \neq k} D_{1}$.
We are going to define an algebraic subvariety $D^{\prime}$ of $\sigma^{-1}\left(\tilde{T}_{p} \times \mathbb{C}^{(n-1) r}\right)=\bigcup_{k=1}^{t} D_{k}$ by the following procedure: Suppose $\left\{D_{1}, \ldots, D_{t_{0}}\right\},\left\{D_{i_{0}+1}, \ldots, D_{i}\right\}$ is the division of $\sigma^{-1}\left(\tilde{T}_{p} \times \mathbb{C}^{(n-1) r}\right)$ into
classes satisfying (i) and (ii) respectively. For each $k>t_{0}$ choose some $F_{q}: X \rightarrow \tilde{Z}_{q}$ such that the pole set of some component $h$ of $\Phi_{p q}$ contains $D_{k}$ Let $D_{k}^{\prime}$. be the set of indeterminancy of $h$ belonging to $D_{k}$. Then, define

$$
D^{\prime}=\left(\cup_{i=t_{0}+1}^{i} D_{k}^{\prime}\right) \cup \operatorname{Sing}\left(\sigma^{-1}\left(T_{p} \times \mathbb{C}^{(n-1) \eta}\right)\right.
$$

We claim the following is true:
(\#) For all but a finite number of $\tilde{F}_{p}^{(i)}$, the point $\left(F_{p}\left(y_{i}\right) ; \zeta^{(0)}\right) \in E$ defined above is such that $\zeta^{(i)} \in \sigma_{2}\left(D^{\prime}\right)$.

Given (\#), it is then clear by induction how the proof of Proposition (8.2)' is completed. To prove (\#), we again consider the sets $\left\{D_{1}, \ldots\right.$, $\left.D_{t_{0}}\right\}$ and $\left\{D_{t_{0}+1}, \ldots, D_{t}\right\}$ separately. It suffices to prove, for each $k$, the statement:
(\#) There exists at most one $\tilde{F}_{i}^{(p)}$ such that for the points ( $\left.F_{p}\left(y_{i}\right) ; \zeta^{(i)}\right) \in E$ defined as above, $\sigma_{2}^{-1}\left(\zeta^{(i)}\right) \cap\left(D_{k}-D^{\prime}\right)$ contains a point which corresponds to $y_{r}$.

Here, if $\sigma_{2}^{-1}(\zeta) \subset \tilde{E}$ is a smooth Riemann surface intersecting $\sigma_{1}^{-1}\left(\tilde{T}_{p}\right)$ at isolated points we say that $\xi \in \sigma_{2}^{-1}(\zeta) \cap\left(D_{k}-D^{\prime}\right)$ corresponds to $y \in \nabla^{(p)}$ if the mapping $\Psi$ defined on the slice $\sigma_{2}^{-1}(\zeta)-\sigma_{1}^{-1}\left(\mathcal{T}_{p}\right)$ by $\Psi=F^{-1} \circ \sigma_{1}: \sigma_{2}^{-1}(\zeta)-\sigma_{1}^{-1}\left(F_{p}\right) \rightarrow X$ extends holomorphically across $\xi$, with the value $\Psi(\xi)=y$. In general, one considers the normalization of one-dimensional branches of $\sigma_{2}^{-1}(\xi)$ intersecting $\sigma_{1}^{-1}\left(T_{p}\right)$ at isolated points, in which case the points $\xi$ may correspond to several end-points $y \in \bar{V}^{(p)}$.

Proof of $(\#)_{k}$. - (i) Let $k$ be such that $1 \leqslant k \leqslant t_{0}$. To prove (\#) $)_{k}$ suppose there exists some $V_{i}^{(p)}$ such that for some $\xi^{(n)}$ with $\sigma_{2}\left(\xi^{(i)}\right)=\zeta^{(n)}$, $\xi^{(i)} \in D_{k}$. Choose $\tilde{F}_{q}: X \rightarrow \tilde{Z}_{q}, q \geqslant p$ such that $\tilde{F}_{q}$ is locally biholomorphic at $y_{i} \in \bar{D}_{i}^{(p)}-\cup_{j \neq i} \tilde{Y}_{j}^{p)}$. Let $W_{i}$ be the algebraic subvariety of $\tilde{Z}_{p}$ that corresponds to $\tilde{V}_{i}^{(p)}$. Then $\Phi_{p q}\left(\xi^{(t)}\right) \in W_{i}$. By the definition of $\Phi_{p \varphi}$ $\Phi_{p q}\left(D_{k}-\bigcup_{l \neq k} D_{l}\right) \subset \pi_{p q}^{-1}\left(\Psi_{p}\right)$, where $\pi_{p q}: \tilde{Z}_{q} \rightarrow \tilde{Z}_{p}$ is the natural projection map induced by $\mathbb{C}^{N_{q}} \rightarrow \mathbb{C}^{\bar{N}_{p}} . \quad W_{i}$ is an irreducible component of $\pi_{p q}^{-1}\left(\tilde{T}_{p}\right)$.

It follows that for $\xi \in D_{k}, \Phi_{p q}(\xi) \in W_{i}$. Since $y_{j} \notin \tilde{V}^{p l}$ for $j \neq i$, we have proved (\#) $)_{k}$ for $1 \leqslant k \leqslant t_{0}$.
(ii) Suppose now $t_{0}+1 \leqslant k \leqslant t$. Let $\xi \in \sigma_{2}^{-1}(\zeta) \cap\left(D_{k}-D^{\prime}\right)$. $\Phi_{\text {pq }}$ was chosen such that some component $h$ of $\Phi_{p q}$ has a pole at $\xi$. Let

$$
\Psi=\left.F^{-1} \circ \sigma_{1}\right|_{\sigma_{2}^{-1}}(\sigma)-\sigma_{1}^{-1}\left(\tilde{T_{p}}\right)
$$

and let $\Psi$ be the mapping defined by lifting to the normalization $\bar{C}$ of one-dimensional branches of $\sigma_{2}^{-1}(\zeta)$ intersecting $\sigma_{1}^{-1}\left(\tilde{T}_{p}\right)$ at isolated points. Obviously $\xi$ cannot correspond to $y_{i}$ since $\Psi$ cannot be extended holomorphically across any point of $\mathcal{C}$ which correspond to $\xi$ under the normalization map, completing the proof of (\#) $k$.
By an obvious inductive argument based on (\#), one can step-by-step reduce the dimension of the parameter space of "algebraic curves" which gives the different components $\tilde{\eta}^{(p)}$ of $\tilde{\bar{D}}^{(p)}$. In each step, normalization is needed to make sure that the set of indeterminancy is well-defined. This proves Proposition (8.2)' and hence the main result Proposition (8.2).
9. Completion to a proper embedding onto an affine algebraic variety by techniques of algebraic geometry
(9.1) In the last chapter we proved that for the $n$-dimensional, $n \geqslant 2$, complete Kähler manifold $X$ of positive bisectional curvature satisfying the geometric growth conditions of the Main Theorem, there exists a holomorphic mapping $G: X \rightarrow \mathbb{C}^{N}$ for some $N$, defined by holomorphic functions of polynomial growth such that $G$ maps $X$ biholomorphically onto a Zariski dense open subset of some affine algebraic variety $\boldsymbol{Y}$, possibly singular. Moreover, the complement is of pure codimension 1. We denote here the complement of $G(X)$ by $W$, i. e., $G: X \rightarrow Y-W$ is a biholomorphism. If $Y$ is non-singular, then it follows easily from the vanishing theorem of Serre that $Y-W$ is biregular to an affine algebraic variety (for any algebraic $W$ of codimension one). However, in general this is not true if $Y$ has singularities. There are well-kown examples in affine algebraic geometry due to Zariski (cf. Goodman [11]) such that the algebra of rational functions regular on $\boldsymbol{Y}-\boldsymbol{W}, \boldsymbol{W}$ of pure codimension one, is infinitely generated. Although in our case $Y-W$ is a manifold, there is no guarantee in the way we construct the embedding $G$ that $Y$ is non-singular. In general, $Y-W$ fails to be affine algebraic because divisors defined by $W$ are not locally principle, i. e., $\boldsymbol{W}$ cannot in general be defined locally by a single polynomial. On the positive side, we prove.

Theorem (9.1). - Let Y be an affine algebraic variety, possibly singular, and let $W$ be an algebraic subvariety of pure codimension one. Suppose $Y-W$ is rationally convex. Then $Y-W$ is biregular to an affine algebraic variety.

[^13]Here a subset $S$ of $\mathbb{C}^{N}$ is said to be rationally convex if, given any compact subset $K$ of $\mathbb{C}^{N}$, there exists a point $z \in S$, a rational function $f$ which is holomorphic on an open neighborhood of $S$, such that $|f(z)|>\sup _{x \in K}|f(x)|$.

In order to prove Theorem (9.1), we shall need the following proposition obtained by Runge approximation.

Proposition (9.1). - $X$ is convex with respect to the algebra $P(X)$ of holomorphic functions of polynomial growth, i. e., given a compact subset $K$ of $X$, there exists a compact subset $K^{\prime}$ of $X$ containing $K$ such that given $x \in X-K^{\prime}$, there exists an $f \in P(X)$ such that $|f(x)|>\sup _{\mathbf{k}}|f|$.

In the case of the biholomorphic mapping $G: X \rightarrow Y-W$ this implies that $Y-W$ is rationally convex in $Y$ because $P(X)$ is now precisely the pull-back under $G$ of rational functions on $Y$ which are regular on $Y-W$.

Proof of Proposition (9.1). - Recall that there exists a plurisubharmonic exhaustion function $u$ solving $i \partial \bar{\partial} u=$ Ricci form, such that

$$
C_{1} \log R \leqslant u \leqslant C_{2} \log R
$$

for $R(x)=d\left(x_{0} ; x\right)$ sufficiently large, with $C_{1}, C_{2}>0$. Given this, the proof of Proposition (9.1) is a standard application of $L^{2}$-techniques of Runge approximation.

Let $K$ be a fixed compact subset of $X$ and let $x$ be a point on $X$ such that $u(x)>\sup _{\mathrm{K}} u$. Let $U$ be a small coordinate open ball centered at $x$ such that $U \cap K=\emptyset$, and let $z_{1}, \ldots, z_{n}$ be local holomorphic coordinate functions on $U$ with $z_{i}(x)=0,1 \leqslant i \leqslant n$. Let $\varphi$ be a function smooth on $X$ except for a logarithmic singularity at $x$, with compact support contained in $U$ such that $\varphi=2 n \log \left(\left|z_{1}\right|^{2}+\ldots+\left|z_{n}\right|^{2}\right)$ in a neighborhood of $x$ in $U$. The function $k u+\varphi$ is strictly plurisubharmonic on $X$ for $k$ sufficiently large. Let now $\chi$ be a smooth cut-off function supported on $U$ (i. e., Supp $\chi \subset \subset U$ ) such that $\chi=1$ near $x$. Let $c$ be chosen such that $\sup K u<c<\inf U u$. Let $v$ be a solution of $\bar{\delta} V=\bar{\delta}(\alpha \chi), \alpha \neq 0$, satisfying

$$
\int_{X}|\bar{\partial} v|^{2} e^{-(k u-k c+\varphi)} \leqslant \int_{X} \frac{|\bar{\partial}(\alpha \chi)|^{2}}{C} e^{-(k u-k c+\varphi)} \text { for some } C>0
$$

Such a $v$ exists because $\mathrm{Ric}>0$ and $\bar{\partial}(\alpha \chi)$ has compact support. $C$ depends here on the lower bound of eigenvalues of $\partial \bar{\partial}(k u+\varphi)$. Since $\bar{\partial}(v-\alpha \chi)=0 f=v-\alpha \chi$ is holomorphic on $X$. By examining the singularity at $x, v(x)=0$, so that $f(x)=\alpha$. The weight function $k(u-c)+\varphi$ tends to

[^14]infinity on $U$ when $k$ approaches infinity, but is arbitrarily small on $K \subset\{u<c\}$ (approaching $-\infty$ ) when $k$ is arbitrarily large. An application of the sub-mean value inequality then shows that for $k$ large enough,
$$
\sup _{\mathbf{K}}|v|<|\alpha|
$$

Moreover, $f$ is of polynomial growth from the sub-mean value inequality on $X$ because of the upper estimate $u \leqslant C_{2} \log R$ for $R$ large enough.

Proof of Theorem (9.1). - We first give a proof of Theorem (9.1) under the assumption that the subvariety $W$ can locally be defined by a single polynomial. In this case, rational convexity is not needed. More precisely, we assume that, given any $z \in W$, there exists a polynomial $P$ on $\mathbb{C}^{N}$ such that $P(z)=0$ and that there exists an open neighborhood $U$ of $z$ in $Y$ such that $\{z \in Y: P(z)=0\} \cap U=W \cap U$. (Clearly one can also assume that $U$ is Zariski-open.) Fix $z_{1} \in W$ and let $P_{1}$ be a polynomial as above. The rational function $1 / P_{1}$ is regular on $Y-W-E_{1}$, where $E_{1}$ is an algebraic subvariety of $Y$ not passing through $z$. Let now $Q$ be a polynomial in $\mathbb{C}^{N}$ such that $Q\left(z_{1}\right)=1$ and $Q$ vanishes on $E_{1}$. To find such a $Q$ we appeal to the vanishing theorem of Serre: (One can also use the vanishing theorem of Kodaira or the $L^{2}$-estimates of $\bar{\partial}$ of Hörmander on $\mathbb{C}^{N}$.)

Theorem (Serre) [20]. - Let $M$ be a projective variety and Lthe positive hyperplane section line bundle on $M$. Let $F$ be a coherent algebraic sheaf on $M$. Then, there exists an integer $m>0$ such that for all $v \geqslant 1$

$$
H^{v}\left(M, \mathscr{F} \otimes L^{m}\right)=0
$$

Here the cohomology can be either defined in terms of the algebraic coherent sheaf $\mathscr{F} \otimes L^{m}$ or the corresponding analytic coherent sheaf, because of GAGA (Serre [21]).

For an algebraic variety $V$ of $\mathbb{C}^{N}$, we shall denote by $\bar{V}$ the (Zariski) closure of $V$ in $\mathbb{P}^{N}$. Now we prove the existence of a polynomial $Q_{1}$ as given above. Let $F_{E_{1}}^{-}$denote the ideal sheaf of $\bar{E}_{1}$ and $m_{z}$ be the maximal ideal sheaf at $z_{1}$. To find such a polynomial $Q_{1}$ it suffices to show that the restriction map of section modules

$$
\Gamma\left(\mathbb{P}^{n}, L^{m}\right) \rightarrow \Gamma\left(\bar{E}_{1} \cup\left\{z_{1}\right\}, \mathscr{O}_{\bar{E}_{1} \cup\left[s_{1}\right]} \otimes L^{m}\right)
$$
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is surjective, where $\mathcal{O}_{\bar{E}_{1} \cup\left\{z_{1}\right\}}$ denotes the reduced structure sheaf of $\bar{E}_{1} \cup\{z\}$. From the short exact sequence on

$$
0 \rightarrow \mathscr{I}_{E_{1}} \otimes m_{z_{1}} \otimes L^{m} \rightarrow \mathcal{O}_{\mathbf{P}^{n}} \otimes L^{m} \rightarrow \mathcal{O}_{E_{1} \cup\left\{z_{1}\right\}} \otimes L^{m} \rightarrow 0
$$

it suffices by passing to long exact sequences to prove that

$$
H^{1}\left(\mathbb{P}^{n}, S_{E_{1}} \otimes m_{z_{1}} \otimes L^{m}\right)=0
$$

which is valid because of the vanishing theorem of Serre. Clearly the function $g_{1}=Q_{1}^{s} / P_{1}$ is regular on $Y-W$ for $s$ large enough. Moreover $g_{1}=Q_{1}^{s} / P_{1}(z) \rightarrow \infty$ as $z$ approaches $U_{1} \cap W$. It is now a standard argument how one can find a finite number of points $z_{b}, 1 \leqslant i \leqslant t$, and corresponding functions $g_{i}=Q_{i}^{3} / P_{i}$ such that ( $z_{1}, \ldots, z_{N}, g_{1}, \ldots, g_{i}$ ) gives a proper embedding of $Y-W$ onto an affine algebraic subvariety of $\mathbb{C}^{N+1}$.

Assume now $W$ is an arbitrary algebraic subvariety of pure codimension one and that $Y-W$ is rationally convex. We claim that there exist rational functions $g_{1}, \ldots, g_{p}$ regular on $Y-W$ such that if $Y^{\prime}$ is the closure of the graph of $\left(g_{1}, \ldots, g_{p}\right)$ on $Y-W$ (the closure being taken in $\left.\mathbb{C}^{N^{+}}\right)$, and $W^{\prime}$ is the part of $Y^{\prime}$ sitting above $W$ under the projection map $\pi\left(z_{1}, \ldots, z_{N+p}\right)=\left(z_{1}, \ldots, z_{N}\right)$, then $W^{\prime}$ can be locally defined by a single polynomial on $Y^{\prime}$. We shall first give the argument in the case of dimension 2.

Proof for dimension 2. - Let $g_{1}$ be a non-zero polynomial on $\mathbb{C}^{N}$ which vanishes on $W$. Let $Z$ be the zero set of $g_{1}$ on $Y$ and $Z=\cup Z_{i}$ be the decomposition of $Z$ into irreducible components $Z_{i}$. Let $Z_{i}, l \leqslant i \leqslant m$ be those branches which do not lie on $W$. By rational convexity of $Y-W$ it is easy to see (as we did in the proof of Theorem (8.3) for dimension 2) that there exist a finite number of polynomials $g_{2}, \ldots, g_{p}$ such that $\left(z_{1}, \ldots, z_{N}, g_{1}, g_{2}, \ldots, g_{p}\right)$ defines a proper embedding when restricted to each $Z_{i}-W, 1 \leqslant i \leqslant m$. Recall that $\pi$ is the coordinate projection map of $\mathbb{C}^{N+p}$ onto the first $N$ components. Then, the function $z_{N+1}=g_{1} \circ \pi$ on $Y^{\prime}$ vanishes precisely on $\pi^{-1}(Z) \supset W^{\prime}$. However, for $1 \leqslant i \leqslant m$, $\pi^{-1}\left(Z_{i}-W\right)$ is a closed algebraic curve on $Y^{\prime}$ so that $\pi^{-1}\left(Z_{i}\right) \cap W^{\prime}=\emptyset$. It follows that at each $z \in W^{\prime}$, there is an open neighborhood $U^{\prime}$ such that $U^{\prime} \cap W^{\prime}$ is defined by $z_{N+1}$. This gives Theorem (9.1) for dimension 2.

Proof for arbitrary dimensions. - In arbitrary dimensions $n$ we need an inductive argument in order to embed $Z_{i}-W$ properly for $1 \leqslant i \leqslant m$, where $Z_{i}$ has the same meaning as above. We show now by induction that $(*)_{k}$

[^15]there exists a $k$-dimensional algebraic subvariety $V_{k}$ of $Y$, a finite number of rational functions ( $h_{k, 1}, \ldots, h_{k, z_{k}}$ ) which are regular on $Y-W$, such that ( $h_{\mathrm{k}, 1}, \ldots, h_{\mathrm{k}, \mathrm{s}_{\mathrm{k}}}$ ) defines an embedding of $Y-W$ which is a proper embedding when restricted to $V_{k}-W$. The statement (*) gives Theorem (9.1).

Clearly, by adjoining the coordinate functions $\left(z_{1}, \ldots, z_{N}\right)$, it is sufficient to find $\left(h_{1}, \ldots, h_{s}\right)$ such that the restriction to $V_{k}$ is proper.

We define $V_{k}$ inductively in descending dimensions as follows. $V_{n}$ is defined to be $Y$. $\quad V_{n-1}=\bigcup_{i \leqslant 1 \leqslant m} Z_{i}$, where $Z_{i}$ have the same meaning as in dimension 2 , i. e., for some polynomial $g_{1}$ vanishing on $W, V_{n-1}$ is the union of those irreducible components of its zero set on $Y$ which do not lie on $W$. Suppose $V_{k+1}$ is defined. Let $g_{n-k}$ be a polynomial vanishing on $W$ such that $g_{n-k}$ is not identically zero on any irreducible branch of $V_{k+1}$. Then, $V_{k}$ is defined to be the union of those irreducible branches of the zero set of $g_{n-k}$ which do not lie on $W$.

The arguments in case of dimension two clearly gives ( $*)_{1}$. Suppose $(*)_{k}$ is true. Let $Y_{k}$ be the closure of the graph of ( $h_{k, 1}, \ldots, h_{k, s_{k}}$ ) on $Y-W$ and $W_{k}$ be the part of $Y_{k}$ sitting above $W$. Let $\pi_{k}: Y_{k} \rightarrow Y$ be the natural coordinate projection. Then $\pi_{k}^{-1}\left(V_{k}\right) \cap W_{k}=\varnothing$ because ( $h_{k, 1}, \ldots, h_{k, \mu_{k}}$ ) is proper on $V_{k}$. On $\pi_{k}^{-1}\left(V_{k+1}\right), \pi_{k}^{-1}\left(V_{k+1}\right) \cap W_{k}$ can be locally defined by the polynomial $g_{n-k} \circ \pi_{k}$. Then, the embedding argument in case of dimension 2 using the theorem of Serre immediately yields $(*)_{k+1}$. This completes the proof of Theorem (8.1) and hence the proof pf the Main Theorem.

In case of dimension 2, a theorem of Ramanujam [19] in algebraic geometry says that a quasi-projective surface homeomorphic to $\mathbb{R}^{4}$ is actually biregular to $\mathbb{C}^{2}$. By the theorem of Gromoll-Meyer and others stated in the introduction, a complete $m$-dimensional Riemannian manifold of positive sectional curvature is diffeomorphic to $\mathbb{R}^{m}$. Combined with the above theorem of Ramanujam, we obtain the corollary to the Main Theorem for non-compact Kähler surfaces of positive sectional curvature.
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