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ABSTRACT Ensemble learning method is a collaborative decision-making mechanism that implements to

aggregate the predictions of learned classifiers in order to produce new instances. Early analysis has shown

that the ensemble classifiers are more reliable than any single part classifier, both empirically and logically.

While several ensemble methods are presented, it is still not an easy task to find an appropriate configuration

for a particular dataset. Several prediction-based theories have been proposed to handle machine learning

crime prediction problem in India. It becomes a challenging problem to identify the dynamic nature of crimes.

Crime prediction is an attempt to reduce crime rate and deter criminal activities. This work proposes an

efficient authenticmethod called assemble-stacking based crime predictionmethod (SBCPM) based on SVM

algorithms for identifying the appropriate predictions of crime by implementing learning-based methods,

using MATLAB. The SVM algorithm is applied to achieve domain-specific configurations compared with

another machine learning model J48, SMO Naïve byes bagging and, the Random Forest. The result implies

that a model of a performer does not generally work well. In certain cases, the ensemble model outperforms

the others with the highest coefficient of correlation, which has the lowest average and absolute errors. The

proposed method achieved 99.5% classification accuracy on the testing data. The model is found to produce

more predictive effect than the previous researches taken as baselines, focusing solely on crime dataset based

on violence. The results also proved that any empirical data on crime, is compatible with criminological

theories. The proposed approach also found to be useful for predicting possible crime predictions. And

suggest that the prediction accuracy of the stacking ensemble model is higher than that of the individual

classifier.

INDEX TERMS Boosting classifier, ensemble classifiers, Indian crime prediction, machine learning,

statistical classifiers, stacking.

I. INTRODUCTION

Recently, a lot of research and predictions have been

attempted on how to curb crimes by various criminologists

and researchers using different modeling and statistical tools.

As the rate of crime is still on the hike, therefore, there

is a potential need of some important research that can

help the policy makers and the concerned department about
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challenges and issues in the area of crime prediction and

control mechanisms. Skillset of human fails to keep track of

criminal records, if handled manually. So, there is need for

identifying in a novel way, which will help in analyzing crime

related information. Analysis on crime prediction is currently

based on two significant aspects, prediction of crime risk

field [1], [2] and crime hotspot forecast [3]. Data processing

techniques are applied to facilitate this task. The expanded

accessibility of computers and data innovations have empow-

ered law authorization offices to incorporate broad databases

67488 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/
VOLUME 9, 2021

https://orcid.org/0000-0003-2773-1586
https://orcid.org/0000-0002-5546-0405
https://orcid.org/0000-0003-2384-4591
https://orcid.org/0000-0003-4184-2397


S. S. Kshatri et al.: Empirical Analysis of Machine Learning Algorithms for Crime Prediction Using Stacked Generalization

with detailed information about major felonies, such as mur-

der, rape, arson etc. In recent years, huge number of crimes

is being reported in the world. Violence is a major crime in

which a criminal threatens to use force on the victim. It refers

to both crimes in which a violent act is the motive, such as

murder or rape, robbery, as well as crimes in which violence

is used as coercion. Crime may not necessarily, be initiated

using weapons, depending on the jurisdiction, and violence

crimes can range from murder to harassment. Typically,

violence crimes include murders, robberies, rapes, attempt to

murder, kidnapping, thefts, riots, dowry death, dowry atrocity

etc. The rate of violent crimes is very high in 22 districts of

Madhya Pradesh state and 23 districts of Rajasthan state in

India; whereas the number of states is 34 and 25 respectively

for the above-mentioned states concerning the crimes against

women. Commenting on the factual data in terms of the num-

ber of murders, it is reported that 17 districts listed among the

poorest counties were in Maharashtra, with Andhra Pradesh

and Rajasthan (having the next largest concentrations of

violence crime districts). The crimes generally fall in the

areas of violence criminal activities mostly against women.

Similarly, defying public order as a crime was reported in 13,

12 and 11 districts of Rajasthan, Bihar and Tamil Nadu,

respectively, out of total 100 districts [4].

The crime predictions are generally suggested by using

machine learning techniques with respect to what percentage

of future violence is possible in crimes. This research has

been done for many years, but with some limited algorithms

and small dataset. This research claims its novelty with the

help of empirical analysis of machine learning and other

contributions listed in this section. Though, machine learning

models are widely used in crime prediction, but still despite

of its expanding application and its gigantic potential, there

are numerous regions, where the new procedures created

in the zone of artificial intelligence have not been com-

pletely explored and has major drawbacks. The most com-

mon approaches which have reported achievable accuracy

in machine learning classifiers are Random Tree Algorithm,

K-Nearest Neighbor(KNN), Bayesian model, Support Vector

Machine ( SVM), Neural Network [5].

Among these algorithms, crime prediction technique is

proposed by integrating a number of algorithms named as a

crime prediction ensemble model using bagging and stacked

ensemble techniques, reflecting the beauty of this research

work. Ensemble model is a method for constructing a predic-

tive model by combining multiple models to solve a single

problem in order to improve predictive efficiency. Ensemble

learning techniques have been shown to be important in

many applications [6]. Introduction of prediction ensembles

in ensemble learning based models is used to combine the

output capability of more than one classifier to generate the

final result. Ensembles can be compared to the efficiency that

are generated with the previous single learning classifiers.

This work proposes an approach for constructing an ensem-

ble based classification model called ensemble-approach

crime prediction method (SBCPM) for predicting crime,

representing a supervised based technique, also known as

tree-based or classification approach. The contributions of

the research work are explained below:

• Multi-level method as crime stack is presented and

tested for crime prediction tested on real-time database.

• Crime stack is developed as the combination of machine

learning, and ensemble learning -based techniques.

• Stack generalization is used to minimize error rate.

• The accuracy is improved by applying the principle of

piling in order to estimate violent crime.

The organization of the paper is as follows: Literature Review

is presented and discussed in section 2. Section 3 describes

the Crime Stack methodology and the data set information

that is used for experimentation and evaluation. In section 4,

descriptions of the evaluation criterion are detailed with the

results obtained. Finally, the paper concludes with the future

scope in Section 5.

II. LITERATURE SUMMERY

Somemethods are reported in current literature for predicting

crime data. Lawrence McClendon and Natarajan Meghan

than presented a comparative study on linear regression,

addictive regression and decision tree and found linear regres-

sion algorithm to be very effective and accurate in predicting

the crime data based on the training set input for the three

algorithms [7].

A survey [8] found that using efficient data collection and

data mining techniques to create a better crime prediction

using knowledgeable learning to develop multiple models for

single problem solving will improve crime forecasting. Pre-

diction output of a single classification that aids in predicting

what the next crimemay be in a specific district within a given

time period and identifies the season and Crime has a time

dimension in which it occurs more often.

Babakura et al. presented a comparison between Naïve

Bayesian and Back Propagation to predict the crime data

and classified on various levels of crime rate such as low,

medium and high. The accuracy, recall and precision were

also calculated. The Naïve Bayesian was found performing

better for data classification tested over crime dataset using

WEKA [9].

Yadav et al. employed different types of machine learn-

ing methods supervised as well as unsupervised. Clustering,

k-means clustering, Naïve Bayes, Regression methods are

studied for analysis of crime rates and their impact based on

criminal data [10]. Zhe Li et al. presented prediction of crimes

of China tested over different season’s data [7].

Sivaranjani et al. used K-means clustering, hierarchical

clustering and DBSCAN clustering for analysis of crime data

of cities in Tamilnadu state of India. Liao et al. suggested a

novel method of prediction of crimes using Bayesian learning

based on different geographic data [7].

Hazwani et al. presented a comparative study between dif-

ferent machine learning methods such as SVM, fuzzy theory,

artificial neural network. The multivariate time series report
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was presented as a result of an extensive comparison of crime

prediction methods. The futuure scope still explained the

limitation of current methods for obtaining better accurate

results and good performance by optimizing and tuning the

parameters [11].

LuizG. et al. suggested random forest method for predic-

tion and analysis of crimes using some urban indicators and

homicides [12]. This study is based on forecasting crime

rate, and number of criminal activities in different indian

states A number of regression techniques were used but the

prediction results claimed on limited dataset were not upto

mark. The future scope opened direction on applying several

data engineering, Creating an IntrusionDetector Network, for

Creating a Prediction Model [12], Super learning approaches

are used in a machine learning environment to predict drug

use disorder care [13] and filtration tasks for appropriate and

more accurate analysis.

Xiangyu et al. utilized spatiotemporal patterns in urban

data in one borough in a city, and then leveraged the transfer

learning techniques to reinforce the crime prediction of other

boroughs. A novel transfer learning framework is used to

integrate these features and model patio-temporal patterns for

crime prediction [14]. The Indian numerical plates [13] were

introduced using fuzzy based approach and 95% accuracy

was achieved. Tilted and noisy images have not been checked,

but blurred images were used. The authors also proposed sec-

ond model for Myanmar numbers and characters as well [15],

further elaborating the concept for identifying vehicles used

in crime prediction.

Ensemble learning offers robust methodologies to handle

the uncertainties in most complex industrial problems. [16].

In another sideAnifowose, F et al. present ANN introduces an

ensemble model in a different direction that combines various

outputs of seven ‘weak’ learning algorithms and compared

to the individual ANN, ANN-bagging and Random Forest to

create an ensemble solution for the prediction of petroleum

reservoir porosity and permeability [17]. In another research

They suggest the Artificial Neural Networks ensemble model

(ANN). Using standard decision rules, the performance of

the ensemble model was evaluated and compared to those of

ANN-Ensemble with the traditional Bootstrap Aggregation

method and Random Forest. The results showed that the

suggested method outperformed the others with the high-

est coefficient of correlation and the least errors [18]. The

ANN ensemble model was developed with ten simple ANN

model learners, each using a randomly generated number

of hidden learners. For neurons, Each student contributed

to improved prediction accuracies of reservoir properties for

improved hydrocarbon exploration, development, and man-

agement activities, and demonstrated the principle of ran-

domization of the number of hidden neurons, demonstrating

the great potential for applying this learning paradigm to the

characterization of petroleum reservoirs [19].

The number of research work presented above focuses

mainly on the analysis of crime data, and is actually very

restricted in the predictive modeling of crime and its rate.

Also, the studies which presented researches in terms of pre-

diction and classification using machine learning techniques

do not discuss decent accurate results and this gives a major

research gap and opens space of newwork in crime prediction

and its analysis.

III. EXPERIMENT

The results of the data analysis are reported in this section.

The dataset is integrated by collecting data from various

domains like murder, robbery, kidnapping, and criminal data.

The prepared dataset is preprocessed and 5-fold cross valida-

tion test is applied for evaluating using the proposed model.

The technique for testing predictive models is obtained by

dividing the original data set into a model training sample

and a test set for assessment.

A. DATA SOURCE AND SELECTION

The dataset is prepared collecting crime data from all states in

India. Collected data contains factual reports on murder, rape

and theft, which are considered as main elements. Basically,

crime records fromNCRB (National crime record bureau) are

taken which are considered as easily accessible All violent

crimes in crime data have been recorded in India over the

last 15 years from 2001 to 2015, for a simple yet effective

demonstration of our method, without distinction between

our forms.

A total of around 60,000 cases of crimes have occurred

which are divided into different states (7 Association domains

and 28 states with the corresponding regions) of India. Infor-

mation on the nature of crime is used in the proposed predic-

tionmodel. Every offence has two connections: the beginning

and the end times. In order to minimize, operation confu-

sion, the starting time of each event are considered, which

the time slot of corresponding year. In the dataset, various

types of offences (crimes) is seen in the data set such as

murder, assault, stealing, dacoits, theft, robbery, cheating,

related crime, and so on.

• To validate our approach, we have used a dataset with

180 instances.

• The figure consists of 36 attribute fields, which are

characterized in the next section on the left by the

Attributes and Information sub window that shows

the various fields in the database. The crime database

includes 36 fields including several states on India such

as Andhra Pradesh, Assam, Bihar Chhattisgarh, Goa etc.

as shown in Figure 1.

The datasets from different stages and union territories are

used for analysis and visualization as shown with different

attributes in different regions. The visual data representation

is shown in Figure 2. The objective of this paper is to examine

the evaluation performance on the basis of advanced data

mining techniques with 5-fold cross validation technique,

with the proposed assemble-stacking based crime prediction

method (SBCPM).
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FIGURE 1. Crime distribution over the selected regions.

FIGURE 2. Visual representation of data of kidnapping and dacoits.

The crime historical data has been provided by National

crime record bureau (NCRB). Quite comprehensive, it was

chosen to challenge crimes, primarily to predict crime. It is

well visible that it is divided into many outlets, but it is

difficult to see and explore all of these crimes. Therefore,

the dataset has been mixed with coherence by incorporating

some data related to crimes. Violence crimes and FIRs have

been combined with similar characteristics of violent crime

outcomes so that the percentage of overall crime of violence

is known.

B. EXTRACTION, TRANSFORMATION AND

REDUCTION OF DATA

The primary aspect is the description of the class of each

record and the class characteristics of the individuals arrested

during the year, as well as the distribution of crimes as

a characteristic from levels 1–5. When data set contains

non-existent data that is incomplete (missing), noisy (exter-

nal), and inconsistent, pre-processing of the data set is neces-

sary. This was referred to as ‘‘murder, robbery, kidnapping,

theft and FIR’’ as elements. Listing year is added as a new

feature to the year of listing and to reduce the size of the

dataset, and all records withmissing values in the dataset have

been closed. All records with missing values were eliminated

in the dataset to reduce the size of the dataset. The final

dataset contains 1,860 elements in datasets.

C. ANALYSIS PROCEDURE

A major problem in this particular study is to understand

the classification of crime rates as low and high. There are

machine learning classifiers available to answer this problem,

which would identify the ‘‘crime rate’’ based on the charac-

teristics described by the algorithm. The six algorithms are

used in implementation as classifiers such as single classifier

J48, SMO, Naive Bayes and random forest, bagging classi-

fier in ensemble, and the proposed algorithm stacking crime

prediction model with MATLAB.

D. CLASSIFICATION

Classification is a technique in which one can categorize data

into given number of classes. The fundamental objective of

a grouping problem is to identify the class. It is important

to categories different forms of intrusions. Stacking is an

effective pattern recognition and ensemble-based machine

learning algorithm [20]. There are several crimes, and each

one has been labeled differently based on its type, such as

murder, dowry death, and attempted murder, which are all

considered to be of the same nature, so labels 1 through 5were

assigned. Similarly, in Table 1, the collection is organized by

the type of the offence.

In this classification method, data mining is performed to

predict the class name of a hierarchical event based on a

TABLE 1. Types of violence crime.
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FIGURE 3. Proposed classifier for ensemble stack based crime prediction
model.

classification model using attribute estimation. classification

is divided into two stages 1) development of model and

2) implementation of model. The test model is established in

the initial process. In the second stage, the crime prediction

process is completed by selecting the best model from the

model created. These models will be chosen based on the

accuracy and timing of the model.

IV. PROPOSED APPROACH

The workflow of the studies, the computational measures,

and the methods involved in the analysis are schematically

established and are defined in Figure 3, consisting of three

steps:

(1) The preparation of a combined machine learning

stack-based crime prediction model.

(2) To identify and examine the nature of crime Investiga-

tion of computer empiric research and building crime

prediction models by applying multiple basic simple

and aggregatemachine learning estimate the crime rate,

pre-determined factors of crime, implement multiple

ensemble machine learning (ML) models (bagging,

boosting and stacking);

(3) Comparing and validating the output by checking the

performance of the model.

The following flowchart describes the complete method,

and the workflow of the proposed model is described as

shown in Figure 3. The initial step of the model is data

pre-preparing (DP) which involves filling the missing qual-

ities, information cleaning, and change of information.

Five algorithms used in the data set are selected and

checked the accuracy of the explorers: ‘‘classifier’’

• Classifiers-are a template for predicting numeric quan-

tities.

• Decision trees and lists-e.g., classifiers, vectormachines,

multi-layer assumptions, logistic regression, Bayes’

support.

• ‘‘Meta’’-Classifiers include: Bagging, Boosting, Error

Code Error Correction, and Private Weighted Learning.

A. MODIFIED ENSEMBLE STACKING CLASSIFIER

Support vector machines (SVM) are one of the promising

machine learning tools that have performed very well in most

prediction problems [21]. The most commonly used mixing

rule is the dominant part of casting a ballot which has two

variants, i.e., straightforward andweighted lion’s share voting

procedure. For ensemble development, the proposed NSGA-

II-Stacking approach uses the stacked speculation approach

with multi-target streamlining calculation. For joining the

meta-data, three kinds of meta-learners are used such as

specific direct SMO (L-SVM), decision tree (DT), and j48.

We investigated various meta-learners where a mixture of the

chosen base-learners and each meta-learner were chosen and

tested.

Stack normalization is a common approach among

machine learning algorithms. several of experiments were

performed to align the suggested method with some

well-known data mining dataset ensemble techniques. This

technique is often applied to learning sets for a cost-sensitive

data mining problem in the real world. The results of the

experiment show that better stacking assemblies can be cre-

ated by the new approach.

The proposed model is based on J48 classifiers and C4.5

classifier, which are consolidated to form a crossover model.

Defects of individual classifiers are addressed by the assem-

bled classifier used for prediction purposes.

V. COMPARISON OF DIFFERENT CRIME PREDICTION

MODELS

In the proposed protocol, we consider the problem of predict-

ing the type of crime in the grid cell as the next step.

The benefit of an approach to data mining is that it can

predict crime, such as crime data being trained to model from

themachine learning process. Various data mining algorithms

that can help create a classifier are capable of detecting the
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crime rate of different crimes [5]. The research goal focuses

on the following objectives:

• An empirical analysis of machine learning to obtain

accurate predictions by correcting errors in previous

years

• Themain objective of the research is to correctly classify

the existence of the fault and prediction

• Enhance the efficiency of prediction of crime.

• Identify the impact on incarceration due to an increase

or decrease in crime. Predictive accuracy will increase.

• Choosing the best classifier from multiple classifiers for

accurate prediction, which requires precise timing and is

an effective objective.

• Generating data with an effective research approach to

resolving gaps in the analysis so that better outcomes

can be achieved.

• Develop a model that gives a new direction to the pre-

diction of crime.

Generalization or Stacking suggested byWolpert is an ensem-

ble model [22]. Ensemble methods are used to improve sta-

tistical machine learning. This also deals with estimating

the low-performance raw classifiers. Independent Ensemble

stacking is referred to as blending because of mixed sub-

model predictions. It can be blended to produce an approxi-

mation or classification. As in fig. 4, the stacking theory gives

a clear sketch. In the SVM and J48 and C4.5 contract, the

stacking method increases Predictive power for the classifier

Ensemble learning methods intend to make a

meta-classifier by consolidating a few classifiers, usually

by casting a vote, using similar data, and enhancing their

presentation [23], the data structure and the criminal esti-

mation process can be summarized in the following steps.

The whole dataset was split into, 18 years (2001-2015) and

3 years (2016-2018) training and testing, Also, we call the

model used in the second layer of the meta-model as shown

in fig. 4 [24]. This model is divided into three steps:

• Aggregator and sub-models.

• Predictions combining.

• Data set on organized crime.

The two models are used as sub-models for stacking and an

SVM model as an aggregator model. These models provide

the basis for understanding and implementing the stacking

of our own predictive modeling Problems. This section is

divided into 3 parts:

• Sub model # 1: J48.

• Sub model # 2: C4.5.

• Model aggregator: support vector machine.

Each model is described in terms of the functions used to

train a model as well as the functions that help make accurate

predictions. Vector Machine Support (SVM) is a supervised

machine learning Algorithm. The goal of SVM is to learn

optimally. Hyperplane that separates samples, like crimes

according to class. It is built to find the widest possible

margin.

FIGURE 4. Structure of the proposed stack based crime prediction model.

Move 1: The three models mentioned above (SVM, j48,

C4.5) are independently configured with the help of training

the dataset during the cycle followed by the cross valida-

tion (loocv) technique that generates the validation values.

Specifically, a duration of 15 years is used to calibrate the

models and the remaining 1 year is used for validation.

We can therefore obtain long validation results of 18 years

(blue green, yellow) for a certain model.

Move 2: Use the entire training dataset (15 years) in the

testing cycle to calibrate the model and then produce the

forecasts (15 years, red components).

Move 3: For the second layer, all validations are com-

posed sequentially into a new training package. The result of

the 18 predictions is significantly different; as there is only

one test prediction (RE is less than 1 percent, not shown).

Consequently, by means of a simple average process, all

the forecasts are integrated into a new testing package for

the second layer.

Move 4: The dataset consists of observations and four

validated values of the model (validation in the first layer)

that are 18 years in the second training period.
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Move 5: Similarly, in the second research cycle of study,

the dataset consists of observations and three models’

expected values that are 15 years long (prediction in the first

layer). After that, the Meta model is used to recalibrate and

predict the values of the final crime.

Move 6: The meta-model is then used to calibrate the

aggregate multimodal simulation (using Step 4’s second

training period dataset) and to apply the final aggregate mul-

timodal forecast to the second test dataset (Step 5).

In this section, the framework of model selecting using

stack SVM algorithm are introduced. We employ the SVM

(SVM-J48, SVM and SVM-C4.5) to select the most suitable

meta-learners by maximizing accuracy and diversity as two

conflicting objectives. SVM is regarded as one of the most

excellent multi objective evolutionary algorithms and has

been widely used in many fields so far. It features for its fast

and accurate search performance. The schematic diagram of

Stack based crime prediction for model selecting is illustrated

in Fig. 4. The fivefold cross-validation is to get the predicted

class of the training set. The evaluate objective functions are

accuracy and diversity based on the predicted class and the

actual class.

As mentioned earlier, accuracy and diversity are two cru-

cial factors that decide the success of the stacking. Accu-

racy measures the difference between the predicted class and

actual class, while diversity measures the differences between

meta-learners.

VI. MACHINE LEARNING MODELS

A. J48 CLASSIFIER

The j48 algorithm was built in [25], an improved algorithm

for IDE3 which is based on Hunt’s algorithm and is imple-

mented sequentially like IDE3, with the internal node turning

into a leaf node and pruning, which makes the rate a lot of

work [26]. Like IDE3, C4.5 acknowledges both unceasing

and the different level aspects of tree development. Have an

advanced tree pruning technique that eliminates premature

distribution errors due to the amount of detail or duplication in

the planning of the information package. Like IDE3, knowl-

edge is organized on each tree hub such that the best distri-

bution characteristics can be solved. It utilizes the addition

proportion polluting influence technique to assess the parcel

trademark.

To explain the working of the J48 algorithm, take an

example of crime prediction in order to produce a decision

tree that can help to determine the mark considered as a

specific crime. Both previously available crimes and state

data have been reviewed and a training dataset has been

developed. Table 3 displays the training dataset, which is

used to construct a classification model. The attributes of

this training dataset include murder, attempt to murder, rape,

kidnapping, riots arson, etc. The primary objective of data

visualization is to convey knowledge clearly and efficiently.

Effective visualization helps users to analyze and justify the

data and evidence. It makes complex data more accessible,

understandable and, usable.

First of all, the knowledge gained from all the attributes are

determined. The attribute with the highest knowledge gained

is selected as a root node [27].

Internal node (himachal Pradesh) denotes a test on the

following:

• Branches (damn&diu and raunchily Pradesh) represent

an outcome of the test.

• All records in a branch have the same value for the tested

attributes.

• Leaf node represents (class 1, class 2, class 3, etc.) class

label or class label distribution.

To produce the model, training data was used, and a data

set with known output values used this data set to build this

model. However, this type of model takes an entire training

set and splits it into two parts, i.e., about 80 percent of the

data is taken and placed into a training set, used to build the

model, and then the remaining 20 percent data set is put into

a test data set.

The test data was created to monitor the fitting after the

model was created; it was tested to ensure that the accu-

racy of the model manufactured does not decrease with

the test set. In order guarantee the above-listed feature,

the proposed model will reliably predict potential mysterious

qualities.

B. SMO CLASSFIER

SMO is an algorithm that is widely used for the training

of Support vector machine (SVM) [25]. Sequential mini-

mal optimization (SMO) is a (QP) quadratic programming

problem algorithm that arises during the preparation of sup-

port vector machines (SVM). It was invented by John Platt

in 1998 at Microsoft Research. SMO is widely used for

training support vector machines and is implemented by the

popular LIBSVM tool; and is an iterative calculation, which

refreshes just two Lagrange multipliers in each progression in

a way that ensures the intermingling to the ideal arrangement.

For the induction of SMO calculation, the corresponding

structure type of the arched non-smooth improvement is

used. [25], [23].

SMO is an iterative algorithm, which updates at each point.

Here, two Lagrange multipliers are used so that the optimal

solution will converge. For the derivation of SMO algorithm,

the following matrix form of the convex non-smooth opti-

mization problem is considered.

min
α∈R

J (α) =
1

2
αTQa+ pTα + ε||α||1

Subject to uT a = 0

The basic algorithm for finding solutions to help vec-

tor machines is called the SML algorithm, and a very

stripped-down version of this is performed in order to find

the weight vector. The SMO algorithm consists of:

• One heuristic, to a select Lagrange multiplier and

then second multiplier of Lagrange
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• The code to solve the optimization problem analytically

for the two chosen multipliers

A vector is taken at the beginning of the algorithm, with a

vector: a( a1, a2, a3 . . . . . . ..am).

The idea is to pick two elements of this vector, which are

named as name α1 and α2, and to change their values so that

the constraints are still respected. The first constraint 0 ≤

a1 ≤ C for any i = 1 . . . ..m means that 0 ≤ a1 ≤ C and

0 ≤ a2 ≤ C .

The second constraint is a linear constraint
∑m

i=1
aiyi = 0

This makes the values to lie on the red diagonal, and the first

few selected a1 and a2 values should have different labels

(y1 6= y2)

• The SMO algorithm selects two, α parameters, ai and aj
and advances the target esteem mutually for both these

α’s. At long last it alters the b parameter dependent on

the new α’s. This procedure is rehashed until α’s merge.

• On the off chance that αi doesn’t satisfy the KKT con-

ditions to inside some numerical resistance, we select αj

at arbitrary from the rest of the m − 1 α’s and endeavor

to mutually streamline ai and aj.

SMO classification is strong algorithm. However, it can be

seen that when training on data is done in the classifier, then

the accuracy rate is only 41.667. This is very low for any

crime prediction.

C. NAÏVE BAYES CLASSIFIER

The Naive Bayes algorithm is a machine learning algorithm

that uses a training dataset for classification problems that

is mainly used for text classification which further involves

high dimensional training data sets. An example of this algo-

rithm is spam filtration sentimental analysis which was first

introduced in 1995 by ‘‘John and Langely [25], [28]. This is

popular due to its simplicity and usefulness with the Naive

Bayes algorithm since the models are constructed easily and

fast predictions are obtained. The algorithm learns the likeli-

hood of an object with some features belonging to a specific

category of class, and a probabilistic classifier assumes the

independence of the class attributes [29]. The so-called naïve

Bayes algorithm is called naïve because it assumes that the

occurrence of a certain function is independent of the occur-

rence of other characteristics, for example [30].

1) BAYESIAN PROBABILITY THEORY

• Proposition is called A and evidence is called the B

• P(A) is called the prior probability of proposition and P

(B) is called the prior probability of evidence

• P (A |B) is called the posterior

• P (B |A) Is the probability?

Posterior =
(likelihood) .(Proposition prior probability)

Evidence Prior Probability

There are several features and classes in the problem

of machine learning classification, such as C1, C1,..........

Ck . . . . . . . It’s C¬k. The main objective of the Naive Bayes

algorithm is to measure the conditional probability of a

feature vector object X1, X2, . . . . . .Xn which belongs to a

particular class C.

P
(

Ci | r1,r2. . . . . . ,xn
)

=
P

(

x1,x2, . . . .xn |Ci)P(C1

)

P (r1, r1. . . . . . .,rn)
For1 ≤ i

≤ k

Now the numerator of the fraction on the right-hand side of

the equation above is

P
(

r1,r2......, rn|C1

)

,

= P
(

r1,r2......,rn,Ci

)

P
(

r1,r2......,rn,Ci

)

= P
(

r1| r2,.......,rn,Ci

)

.P(r2,.....,rn,C1)

= P
(

r| r2,.......,rn,Ci

)

.P( r2| r3,.......,rnC1)P
(

r3,.......,rn,Ci

)

= . . . . . . . . . .

= P
(

r1| r2,.......,rn,Ci

)

.P
(

r2| r3,.......,rnC1

)

. . .. . .P
(

rn−1| rn,Ci

)

.P ( rn|Ci) .P (Ci)

The conditional probability term P of R J given R of J plus

1 R of J plus 2 R n CI becomes P of RJ given CI because of

the assumption that features are independent.

The Conditional probability term P of X J given X of J plus

1 R of J plus 2R n CI becomes P of RJ given CI because of

the assumption that features are independent. Formulate the

above calculation and the independent calculation.

The assumption base theorem comes down to a very simple

expression and makes the assumption that the documents’

terms are independent from each other.

P
(

Ci | r1,r2 . . . . . . , xn
)

=

j=n
∏

j=1

P
(

xj
∣

∣Ci
) P (Ci)

P (x1, x2 . . . . . . ., xn)
For 1

≤ i ≤ k

The articulation P (x1, x2 . . . . . . ., xn) is steady for all the

classes, we can essentially say that

P
(

Ci | r1,r2 . . . . . . , xn
)

∞

j=n
∏

j=1

P
(

xj
∣

∣Ci
)

.P (Ci)For1 ≤ i ≤ k

These are the basics and mathematical concepts behind the

Naive Bayes algorithm. Thus, the following calculation has

been rendered based on the above algorithm in MATLAB,

summarizing the effects of the use of the Naïve Bayes clas-

sifier to identify the documents. It is surprising to find the

results of the pre-processed dataset (67.222 percent)

D. BAGGING CLASSIFIER

The Bagging classifier is the ensemble learning method pro-

posed by Leo Breiman in 1994 and used to construct a com-

munity of learners [31]. A similar learning algorithm can train

each student on an alternative arrangement of the knowlwdge.

This is called bootstrap collection or bagging [25], [23]. It was
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invented by Bremen in the late ’1980s, the early 1990s. The

working of how the bagging works is explained here, which

is done by having a variety of subsets of the results.

Multiple models are constructed by making and using

bootstrap replicas for the training package. The training sub-

sets are drawn at random with substitution to avoid trainers

from being trained in the same subset [32]. The basis is

chosen for standard classification rankings and bagging aims

to improving the accuracy of the base by classifying the

predictions of the learned classifier into a single prediction

by constructing a composite classifier. The voting system is

the method used by bagging [33].

The Bagging Algorithm

Input: Training set S

Base Learning Algorithm B

Number of bootstrap samples T

Procedure: For i = 1 to T

{

S’ = S’ = bootstrap test from (S’ is an example

With substitution from S)

Ci = B (S’) (create a new classifier from S’)

}

C∗(x) = (the most often predicted label y)

Output

Classifier C∗

The adjectives are more predictive of sentiment classifica-

tion and predicted the sentiment of adjectives by inspecting

them in conjunction with ‘‘and,’’ ‘‘or,’’ ‘‘but,’’ ‘‘either/or,’’

and ‘‘neither/nor.’’ However, this approach may overestimate

the importance of adjectives and underestimate some. Bag-

ging classifier is quite good classifier as compared to SMO

and Naïve byes. However, this cannot be considered as the

best classifier for violent crime prediction.

E. RANDOM FOREST CLASSIFIER

A supervised learning technique that creates a forest with a

number of trees is the Random Forest algorithm [34]. It can

be used by constructing multiple decision trees during train-

ing for regression, classification, and other assignments. The

variables can be ranked on the base of their priority, using

Random Forest.

Brief description Random forest algorithm fills in like an

enormous assortment of connected decision trees. We use lot

of selected trees, but this irregular random forest algorithm

makes a bunch of selected trees and uses them to classify [35].

This is why the random technique-dependent procedure is

implemented.

M =

fA1 fB1 fC1
fA2 fB2 fC3
fAn fBn fn

shows the matrix M in this example assume matrix S is a

matrix of training samples that we can give to the algorithm to

construct a classification model in this case f A1, f B1, f C1,

there are a set of characteristics. If A1 is the feature A of the

first sample and we proceed in all the samples up to N So,

the f B N is the feature B of the Nth sample and also, we have

got in the last columns here the C1 and CN, which means we

have got a lot of features and we have got a training class So

the objective is to create an arbitrary random forest to set this

example, how does the algorithm work, in detail?

Build a random subset, as:

• The creator right off the bat shows the Random Forest

creation pseudo-code:

• Haphazardly select ‘‘M’’ highlights from all-out ‘‘N’’

highlights where M ≪ k

• Among the ‘‘M’’ highlights, figure the hub ‘‘b’’ utilizing

the best part point

• Split the hub into little girl hubs utilizing the best split

• Rehash the a to c ventures until ‘‘l’’ number of hubs has

been reached

• Construct woods by rehashing stages a to do for ‘‘n’’

number occasions to make ‘‘n’’ number of trees

The model (random forest) is trained from year to year

as the accuracy of the model is increasing as the accuracy

of 2001 was 0 percent, it increased to 79.37 percent in 2015.

Similarly, the rate of true positive value is also increased and

the rate of FP declined.

VII. MODEL PERFORMANCE AND DISCUSSION

A. PROPOSED CRIME PREDICTION MODEL

Once a model is learned, it can be used to classify new unseen

data. These notes describe the process of doing the same thing

both graphically and from the command line. The proposed

model consists of violence crime data from 2001 to 2015.

It is only possible to use a qualified classifier model for

forecasts if it provides good precision in the testing process.

By using the training dataset, the precision of the classifier

model is obtained. The missing values are included in the

research dataset. The classifier estimates these missing values

and thus produces a matrix of uncertainty. The classifier

model that previously saved, loaded and re-evaluated on the

test dataset. 180 instances are in the research dataset used

here. More than 60000 of them are data.

B. CRIME RESULT DISCUSSION

In the first layer, the best-output machine learning processes

replace themachine learning algorithms in the second layer as

the meta-model. A total of three forms of prediction findings

are equated to make the conclusions more convincing. Dis-

cussion of the result of predictor dataset is based on twelve

violence crime. It contains five categories: Since the publica-

tion time of the Abuse Crime Index is the first of each year,

it also predicts stack-based crime for the next three years.

The structure of the prediction can be defined as follows:

P(c) = f (P(c− 1)M Ii, (c− 1)M Ii, (t − 2)

. . . . . . . . . . . . . M Ii(t − 3))

Y where the crime expected for the year y is P(c).

The predictors are composed of the previous yearly obser-

vations P(c-1) and the preceding 3 years’ climate indices.
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FIGURE 5. Tree representation of j48.

P(c)=f(P(c-1) MIi,(c-1) MIi,(t-2). . . . . . . . . . . . . MIi(t-3))

MIi is a vector of 5 crime indices

MIi = [MI1MI2. . . . . . . . . . . .MI180]

So, there are 192 key predictors. Out of these Out of

these 180 predictors, a subset of the most important ones

for effective modeling results must be chosen. As a model

construction, predictor selection is an equally essential step.

In this study, the classification inherent in the three predictor

selection models is used since for the method of selection

and selection of the number of predictors. All the schemes

and the outcomes are estimated with the number of predictors

selected ranging from 1 to 5. The models have the best simu-

lation in the Loocv period where the number of predictors is

between 1 and 5.

If the all model is ready, the best model is used to produce

the desired results in any formwe choose. In this case, a graph

shown in Fig. 8 will be plotted according to the criteria, as dis-

cussed earlier in this paper. This information was collected

from 2016 to 2018, in which the class is not defined.

The performance of several models (J48, Naive bayes,

SMO, Bagging and random forest) is shown in the Table 3 as

given below.

Figure 8 shows that the proposed model uses an

assembly-approach crime prediction method (SBCPM) and

produces good prediction results with small mean absolute

error and root mean squared error compared to other machine

learning algorithms. These algorithms were tested with a

full training dataset with 80 percent training and 20 percent

cross-validation review testing. The correctly categorized

situation, the correct intense value is 179 out of 180 actual val-

ues and the predicted value, 99.5 percent correct in the feign-

ing of vice versa was the model developed in this paper and

it was the assembled model. Mean absolute error (MAE) is

known as the sum used to calculate, how close the inevitable

outcomes are to expectations or conjectures. The root mean

square error (RMSE) is defined as a proportion of the con-

trasts between the values by the model or an estimator and

the true accuracy observed for most of the time used.

The accuracy, root mean square error (RMSE) and absolute

total error (MAE) are used for the forecast error estimation.

The study suggested that in this case the root means square

error (RMSE) is anything but a good marker of normal error,

so MAE would be a higher measure for this function. Fun-

damentally, although that they have rather special figuring

FIGURE 6. Bagging classifier model.

FIGURE 7. Correlation matrix between true class and predicted class.

TABLE 2. Experiment results of proposed model.

equations, root mean squared error has a similar function to

mean total error. The standard distinction between the actual

outcome and the prescient outcome of the entire dataset as a

whole is the mean absolute error (MAE) itself.

C. PERFORMANCE OF MEASURE METRICS

The efficiency is calculated in order to measure the per-

formance of the model Metrics of measurement is used.

Any model with evaluation the output of the regarding these

metrics the pattern. The metrics for the following are the

evaluation of results.

1. TP rate = currect class
actual class

2. FP = TN
N

3. Precision rate = PT
(TP+FP)
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TABLE 3. Experiment performance of machine learning models.

4. Recall = PT
(TP+FN )

5. F measure =
2∗recall∗precision
(recall∗precision)

Here TP = True Positive, FP = False Positive, TN = True

Negative, FN = False Negative. By using this formula,

we calculate Specificity, Sensitivity for all algorithms and

then compared to check which one gives better result.

D. MODEL PERFOMANCE AND COMPARISON

In this research, six classifier models are put to find out

the best model for crime prediction. It is implemented using

MATLAB, Current ML algorithms results are compared with

the proposed model ensemble stack-based crime prediction

model.

Results analysis was presented in Table 3 and Fig. 9 to

compare the efficiency and accuracy of the forecast algo-

rithms. During the training process, the overall performance

is in favor of SVM-stacking (especially TPR, FPR, precision,

sensitivity, RMSE, MAE, MCC, and Kappa). The Random

forest model comes in second, followed by the Bagging

model.

The model J48, it is visually evident that the evaluation

stage displays a similar ranking pattern for the success of the

model to the training stage.

1) RESEARCH OUTCOME

Many machine learning algorithms are available for

research. As studied in paper shown, six algorithms have

been chosen for the analysis named as J48, Naïve Bayes,

SMO, and together stacking learning Bagging classifier and

Random Forest. Based On efficiency, the Classify-based

Stacking Ensemble is the best giving 99.5 % accuracy while

with other classifiers only 95.55% and 97.21 % accuracy is

reported. While calculating the time for all three classifiers,

J48 giving 0.01 sec, random forest 0.03 sec and bagging

as 0.08 sec. Begging and random forest takes longer for a

large number of samples, while J48 requires less time to

estimate.

FIGURE 8. Optical parameter tuning of the conventional learning on
feature extraction.

FIGURE 9. Graph representations with different outcomes.

E. RESULT ANALYSIS OF CRIME PREDICTION

In the first phase, five classifier models are applied to find

out the best model for crime prediction. It is implemented

in MATLAB, and the results of all ML algorithm models

are compared. Based on the findings of the above experi-

ments, it was determined that the random forest algorithm

produces robust prediction results on crime data in the ensem-

ble approach. However, in the second stage, we suggest a

stack-based crime predictionmethod (SBCPM) andwe found

that, the stacking method is more reliable than the Ensemble

method.

VIII. CONCLUSION AND FUTURE WORK

In the present study, ML models with machine learn-

ing algorithms (ensemble and simile), i.e., SMO, SVM-

bagging, SVM-Random forest, SVM-stacking J48, andNaive

Bias, were designed and were implemented. Each pre-

determined factor was feed into a violent crime train-

ing dataset (murder, rape, robbery, etc.). We discovered a

major conclusion after successfully training and validating

six models.
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We found major conclusions:

1. The prediction accuracy of the SBCPMmodel is better

than other models. This can be better extracted from the

violence crime data pattern and regularity.

2. The SBCPM employs one-against-five classifiers with

the transmission of predictive labels. It provides a new

labelled classification method where SBCPM machine

learning classifiers at different tree levels can effec-

tively work together to define the association between

the labels and to predict labels and predict instance

labels more exactly. The 15-year criminal ML-Tree

approach is taken and compared with the other classi-

fiers as J48, Naïve Bayes, SMO, and ensemble random

forest bagging classifiers.

3. The experimental results demonstrate the efficacy of

the proposed SBCPM model. The novel SBCPM has

a core working period in the training phase, with a

high growth rate of 99.5 percent. The efficient method

of finding an appropriate method in crimes can be

predicted in such a way that the measurement is unpre-

dictable. Also, planning to investigate additional vio-

lations and exceptions by incorporating the SBCPM

method into the selection process is explained. During

the analysis work, when formulating the theory, verac-

ity of the current research problems and hypotheseswas

formulated.

In the future, the whole model will be converted into an

opensource library and connected to the crime site, allowing

it to function at the highest level of expertise Function on a

framework where the threshold for class crime rates can be

set. Instead of a limited crime, the highest crime rate can

be measured. A small grouping is used to assess the suc-

cess of all of the criminal figures examined in the proposal.

A Calculation can be measured on a sufficiently broad scale

of local or cloud-based crime with heavy datasets will pay

forecast of multi-label charging, expand more possibilities,

and realistically increase our research
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