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ABSTRACT Resource allocation is an important problem for cloud environments. This paper introduces
an energy-aware combinatorial auction-based model for the resource allocation problem in clouds. The
proposed model allows users of a cloud to submit their virtual resource requests as bids using the provided
bidding language which allows complementarities and substitutabilities among those resources to be
declared. The model finds the most profitable mutually satisfiable set of winning bids, and the corresponding
allocation of virtual resources to the users while considering the placement of virtual resources to the
available physical resources in the cloud by executing an optimization problem. During the optimization,
the model also takes account of the non-linear energy requirements of the physical resources based on their
utilization levels to find a placement with the lowest energy cost, thus, providing an energy-aware solution
to the resource allocation problem. The associated optimization problem is formally defined and formulated
using integer programming. Since the optimization problem is intractable, four heuristic methods are also
proposed. To evaluate the performance of the model and the proposed heuristic methods, several experiments
are conducted on a comprehensive test suite. The results demonstrate the benefits of the proposed model,
and the high-quality solutions provided by the proposed methods.

INDEX TERMS Cloud computing, combinatorial auction, energy-aware, green cloud, heuristic method,
resource allocation, linear integer programming, virtual machine consolidation, virtual machine placement.

I. INTRODUCTION

Cloud computing provides a flexible platform that offers var-
ious infrastructure, platform, and software services [1]–[3].
Supporting the pay-as-you-go pricing model, cloud com-
puting is attractive for private and public institutions [1].
Cloud providers offer many different types of cloud ser-
vices, from software to the artificial intelligence platform,
from virtual machines to storage systems. These services
are generally provided by using data centers with a large
number of pieces of computing equipment [4]. Data centers
are energy-intensive facilities with an average rack density
of 8.2 kW as indicated in the 2020 State of the Data Center
report [5] which can even reach 43 kWper rack using efficient
water-cooling techniques [6]. Data centers located in the US
are estimated to consume 135 billion kWh of energy annu-
ally [7], and worldwide annual data center energy usage is
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estimated between 200 TWh [8], [9] to 500 TWh [10] which
corresponds to approximately 1% of the global electricity
use [8]. Andrae and Edler [11] estimate that by the year 2030,
data centers will use around 3–13% of global electricity.

Energy costs constitute a significant share of the cloud
providers’ budgets. For example, according to Amazon.com,
the amount of energy-related costs, including direct power
consumption and power consumption of the cooling infras-
tructure, accounts for 42% of the total budget [12]. Apart
from the high cost of energy usage, its negative contribution
to global warming should be taken into account because of
the increased carbon emissions. The information technology
sector is responsible for 2% of global carbon emissions [13],
inside this, data centers alone are estimated to be responsible
for 0.3% of the global carbon emissions [9]. Additionally,
data centers are estimated to have the fastest-growing carbon
footprint across the entire IT sector [14]. For sustainable
cloud platforms, cloud providers should also consider the
carbon footprint of cloud infrastructures.
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The most effective way of reducing energy usage of data
centers, and hence their carbon emissions is to increase the
energy efficiency of data centers. The Uptime Institute’s
Intelligence Report 2020 [10] states that the most effective
way for increasing energy efficiency is to increase the uti-
lization levels of servers by consolidating the workload to as
few servers as possible. For instance, for a power usage effec-
tiveness value (PUE) [15] of 2.0, increasing the utilization
level of servers up to 1.5 years old from 5% to 25% causes a
reduction in energy consumption by 65%. However, reducing
the PUE from 2.0 to 1.5 results in only a 25% reduction also
requiring additional investment. Based on the data from over
300 data centers studied under the EURECA project [16],
it is estimated that the utilization levels of the servers are
around 25% [10]. Thus, significant energy savings can be
obtained by increasing the utilization levels of servers.
Therefore, efficient use of hardware resources by improv-

ing the utilization rate of resources in data centers plays
an important role in increasing energy efficiency. However,
this is not a straightforward task to implement. As stated by
Yousafzai et al. [17], the resource pools in the data centers
have a very heterogeneous structure, and as the technol-
ogy advances, cloud providers have to adopt technological
changes to data centers. Thus, as the variety of resource types
in the data centers increases, increasing the efficiency of the
resources requires more effort. Furthermore, geographically
distributed heterogeneous resources owned by large cloud
providers and demand elasticity provided by the cloud sys-
tems cause difficulty in resource allocation in cloud systems
compared to the homogeneous clusters [18]. In the literature,
the resource allocation problem is defined as the economical
allocation of the resources requested by cloud users while
satisfying the Service Level Agreements of the users [17].
In this study, an Energy-Aware Combinatorial Auction

based Virtual Machine Allocation and Placement Model
(ECO-VMAP), is proposed for the resource allocation prob-
lem in cloud systems to increase the energy efficiency of
cloud infrastructures and to reduce their carbon footprint,
thereby ensuring the efficient use of hardware resources and
minimizing energy use. This model associates multiple vir-
tual machine requests of users with a subset of the hardware
that will use as little energy as possible, providing resource
allocation which meets their service level agreements.
The proposed ECO-VMAP model is a combinatorial

auction-based model, more specifically, is based on the
multi-unit nondiscriminatory combinatorial auction mech-
anism presented in [19] which is designed especially for
efficient resource allocation. In this model, by means of this
mechanism users can declare their complex preferences for
virtual machines offered in the cloud using the provided
bidding language. The bidding language enables users to
request a bundle of virtual machines in a single bid, and also
to declare complementarities and substitutabilities among the
requested virtual machines. Thus, this language allows users
to request virtual machines flexibly for a variety of workloads
such as web and database applications, high-performance

computing, and data storage. Along with each bid declared,
users offer an associated price value which indicates the
gain to be obtained for satisfying the corresponding bid. For
commercial cloud environments, this value may indicate the
amount to be paid by the owner of the bid if the bid is satisfied,
for non-commercial clouds, on the other hand, it may indicate
the priority of a job.

The objective of the model is to determine the best pos-
sible allocation of virtual machines based on the bids of the
users while considering the placement of the allocated virtual
machines to the available physical servers to minimize the
energy consumption and while providing the required quality
of service. That is, the model simultaneously finds (i) the
optimum allocation of virtual machines to the users based on
their submitted bids, and (ii) the optimum placement of the
allocated virtual machines to the physical servers such that
the energy cost is minimized.

A typical physical server has a non-linear power usage
function based on its utilization level since an idle server can
draw from 17.5% (for the servers up to 1.5 years old) to more
than 26% (for the servers that are 5 to 10 years old) of the
power it draws when it is fully utilized [10].1 Also, as will
be introduced in Section III in detail, even if the idle power is
ignored, the power usage function is still a non-linear function
of the server utilization level. Therefore, the proposed model
is designed to incorporate the non-linear power usage char-
acteristics of physical servers for finding an energy-efficient
placement of the VM instances to the physical servers. Thus,
based on the allocated virtual machines, each physical server
is either kept at its optimum utilization levels based on
each server’s power usage function or turned off. Although
primarily designed for virtual machine allocation, i.e., for
hardware-level virtualization, we consider that the model can
also be used to allocate containers with well-defined resource
limits, i.e., for operating system virtualization, which is also
explained in Section III.
By means of the introduced mechanisms, the ECO-VMAP

model aims to increase the expected profit of the cloud
providers while satisfying the demands of the users in the
cloud environment and reducing the energy usage of the
physical resources for providing an environment-friendly and
sustainable cloud computing service.
The paper is organized as follows. A brief literature survey

is provided in the next section. In Section III, an example
cloud computing scenario is given, and using this scenario,
the ECO-VMAP model is explained in detail. Section IV
introduces the mathematical definition of the model, the asso-
ciated optimization problem, and its integer programming
formulation. This section also includes the complexity anal-
ysis of this optimization problem. An alternative formula-
tion for the optimization problem of the ECO-VMAP model
which allows different-sized VMs or containers to be allo-
cated on a single physical machine is provided in Section V.

1This study also indicates that approximately 40% of the servers deployed
in the studied data centers are older than five years.
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Since the corresponding optimization problem is proven to
be NP-hard, several heuristic methods are proposed for the
model which are explained in Section VI. To estimate the
real-life performance of the model along with the proposed
heuristic methods, a test case generator is implemented, and
a comprehensive test suite is prepared. The results of the
conducted experiments using this test suite are presented in
Section VII. Finally, the paper is concluded in Section VIII.

II. RELATED WORK AND A BRIEF INTRODUCTION TO

COMBINATORIAL AUCTIONS

There are many studies in the literature on virtual machine
placement or resource allocation considering energy effi-
ciency in clouds [17]. For example, Beloglazov et al. [20],
Hasan and Huh [21], and Yazir et al. [22] proposed virtual
machine allocation solutions to increase the utilization levels
of servers and to decrease energy consumption based on a
CPU power usage model. The proposed solutions are based
on the consolidation of virtual machines dynamically during
execution to reduce the power used by the infrastructure while
satisfying service level agreements. Yin et al. [23], on the
other hand, proposed that instead of using only the CPU
power usagemetric, an energy usagemetric should be defined
for physical servers based on the combined CPU-memory-
network load of virtual machines and physical servers.
Bessai et al. [24] examined the problems of mapping and
scheduling user interactive workflows to resources on the
cloud while considering environmental impacts. Lee and
Zomaya [25], on the other hand, proposed a solution for
geographically distributed data centers where parallel jobs
which are defined as workflows of data center and service
level algorithms are placed in the cloudwith a focus on energy
use and performance. In these studies, the heterogeneity of
the cloud infrastructure has not been taken into consideration.
The work of Lee et al. [26], however, considered heteroge-
neous resources, and an algorithm called the performance
analysis-based VM Scheduling algorithm, which takes into
account users’ requests and utilization levels of servers, was
proposed to place heterogeneous virtual machines on physi-
cal servers.
Zhao et al. [27] integrated a physical machine power

consumption model and VM performance model in a
multi-objective optimization problem for finding an opti-
mal placement of VMs to physical servers. The proposed
optimization problem is NP-Hard and thus they proposed
an ant colony optimization-based solution for this problem.
Similar to the work of Zhao et al. [27], Ye et al. [28] also
define a multi-objective optimization problem for finding an
optimal VM placement but using different objectives. They
consider load balancing, resource utilization, and robustness
in addition to energy consumption and the energy model
used is a linear model based on CPU utilization. For solving
this problem, an evolutionary algorithm is proposed. In the
work in [29], a VM placement framework has been proposed
which considers the quality of service agreements, perfor-
mance goals, and security policies while reducing energy

consumption. To reduce energy consumption, the VM place-
ment framework aims to maximize the number of physical
machines with no VMs running on them in a data center
so that the idle servers can be turned off to save energy.
A similar energy consumption model is also used in the
work of Liu et al. [30] which aims to find a placement of
VMs to a minimum number of active servers to reduce the
energy consumption. For this purpose, an ant colony system
is proposed to solve the introduced optimizationmodel. In the
work of Wang et al. [31], the authors propose a VM place-
ment solution that considers the quality of service require-
ment along with an energy minimization objective. Different
from the previousworks, a particle swarm optimization-based
heuristic solution is proposed for the proposed energy and
quality of service-aware optimization approach. In a more
recent study, Liu et al. [32] introduced a constrained opti-
mization problem for an energy-aware and availability-aware
solution to the VM allocation problem. The proposed model
considers the following parameters in different objectives:
energy consumption of physical servers, availability of vir-
tual cluster, the mean resource utilization of the physical
servers, and load-balance among the physical servers. They
also proposed a population-based heuristic method to find
a solution to the defined optimization problem. For further
discussion about the VM placement or resource allocation
problem considering energy efficiency in clouds, the reader
is referred to the surveys in [33]–[40].
Auction-based approaches are also proposed for the

resource allocation problem in clouds due to their greater
allocative efficiency.2 Sheikholeslami and Navimipour [35]
provide a survey on auction-based resource allocation
mechanisms which they categorize into four groups based
on the auction mechanism used: one-sided, double-sided,
combinatorial auction-based, and other types of auction-based
mechanisms. Among these auction mechanisms, combinato-
rial auctions have particular importance for cloud resource
allocation since it allows package bidding, that is, the bidders
can bid not only on a single good but on combinations of
different goods [42], [43]. In this model, all goods are open to
all bidders, and bidders are free to express their valuations for
any combination of goods. For example, a bidder can define
a package containing a television and a satellite receiver, and
submit a bid for that package. The amount proposed in the
bid reflects the amount that the bidder will pay only if she
can receive the entire package. Combinatorial auctions can
be applied to many different areas such as radio spectrum
rights [44], airport time slots [45], logistics services [46], and
students’ course registrations [47].
The combinatorial auction mechanism allows bidders to

express their complex preferences which is important espe-
cially when there are complementarities among the goods
sold [43]. This is widely seen in cloud-based resources. Usu-
ally, users of a cloud need not only a single resource but a

2Note that auctions provide higher expected revenue to the sellers com-
pared to the fixed-price mechanism (see [41] for a review).
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resource set (various virtual machines, storage space, network
capacity, licenses, etc.) simultaneously. For example, if only a
subset of the virtual machines required in a high-performance
computing job is allocated, the job cannot be finished on time.
Similarly, for a user to run a web application, several differ-
ent servers may be required such as load balancing servers,
front-end and back-end servers, database servers, and storage
space simultaneously. For such users, these are complemen-
tary resources. These examples can be increased according to
different usage scenarios. In complementary markets, combi-
natorial auctions increase economic efficiency and provide
higher profit rates to resource providers [43].
There are several studies in the literature that utilize com-

binatorial auction techniques for cloud resource allocation.
In their work, Zaman and Grosu [48] proposed a combina-
torial auction-based model for VM allocation in clouds. The
model requires a weight value to be assigned to each VM type
available in the cloud, based on their respective computa-
tional power. Each potential user places a bid for a bundle
of VMs with different weight values indicating how many
VMs she needs. The proposed model does not have an aim to
maximize the revenue of the cloud provider, and hence it does
not have an objective function. The authors propose two truth-
ful mechanisms called CA-LP (truthful in expectation) and
CA-GREEDY to determine the winning bids finding a static
allocation of VMs. In this model, it is assumed the bidders
are single-minded, that is in one auction round they can only
submit one bid. The model also does not consider the energy
costs of the physical hardware. In their subsequent study,
Zaman and Grosu [49] extended their work to support the
dynamic provisioning of VM instances. The extended model
also considers the costs of running or idle VMs for finding the
allocation of VMs. They propose a truthful mechanism called
CA-PROVISION which finds an approximate solution for
the introduced resource allocation problem. The assumptions
of weight-based definitions of VMs and single-minded users
are also valid for this extended model. The model further
assumes that the running cost and the idle cost of VMs
are constant, independent of on which hardware they are
being executed. Note that, the energy cost per unit time of
each VM varies depending on the server hardware that the
VM is currently mapped to. Huu and Tham [50] proposed
another combinatorial auction-based model for resource allo-
cation. They propose a mixed-integer program for maximiz-
ing the sum of users’ bid prices the optimization of which is
an NP-hard problem. Therefore, they provide three truthful
greedy algorithms for determining the winning bids. Simi-
lar to the work of Zaman and Grosu [48], the bidders are
assumed to be single-minded, the placement of the VMs to
the physical servers is not considered, and hence, the costs of
VMs are constant. Wang and Huang [51] proposed another
combinatorial auction-based resource allocation method for
clouds which they call the Multi-Attribute Auction Mech-
anism. In this method, the frameworks of the allocation
mechanism are created first, and then auction descriptions
are given. Secondly, with a Support Vector Regression based

method, the request set in users’ offers is converted into
multiple single-source requests. Thirdly, these requests are
processed, and the winning offers are determined. In this
work, although the combinatorial auction-based mechanism
is used, energy efficiency has not been taken into account
in resource allocation. Finally, Tan et al. [52] proposed an
optimal posted price-based mechanism online version of the
combinatorial auctionmechanism considering capacity limits
and supply costs. The proposed mechanism is optimal in the
way that no other mechanism can achieve a better competitive
ratio, however, energy efficiency is not considered. A more
detailed survey of auction-basedmechanisms for the resource
allocation problem can be found in [35].

Although the original combinatorial auction model which
is used in the previous works allows users to bid for the
resources they are interested in, it does not allow the expres-
sion of the resources that the users consider as alternatives.
For example, one user may be interested in a set of virtual
machines with high computational powers without differen-
tiating which datacenter or region the virtual machines are
located. Another user, on the other hand, may require a set of
virtual machines located in a specific region for executing a
web application aimed towards the clients located in the same
region. However, she may not differentiate different virtual
machine types as long as they are located in the specific data
center and satisfy the required computational power, memory,
and storage space. The original combinatorial auction does
not have a direct mechanism for expressing these preferences
of the users for alternative resources.3 Formally, the original
combinatorial auction model allows users to define logical
AND operation between the resources they want, however,
does not support logical OR operation in its bidding language.

This limitation may decrease the efficiency of the allo-
cation of resources that will be determined by the com-
binatorial auction model. To overcome this limitation,
Özer and Özturan [19] proposed a multi-unit nondiscrimi-
natory combinatorial auction model that comprises a novel
bidding language that supports both logical AND and OR
operations so that users can express their preferences for
equivalent or alternative goods.

The proposed ECO-VMAP model4 differentiates from
the previous work as follows. The model is based on the
multi-unit nondiscriminatory combinatorial auction model
in which the bidders may express their valuations for any
combination of VM types declaring complementarities and
substitutabilities among the requested VMs. The model aims
to find an allocation of VMs by maximizing the sum of
the offered prices of the mutually satisfiable set of bids of
the users while simultaneously finding the optimal place-
ment of VMs to the physical servers such that their energy

3This kind of preferences can be encoded in the original combinatorial
auctions using dummy items and exponential number of bids which is not
feasible in practice. See [19] for detailed discussion.

4A preliminary version of the paper which includes only a rudimentary
model description has been presented at the 2019 4th International Confer-
ence on Computer Science and Engineering (UBMK 2019) [53].
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FIGURE 1. Physical computational resources and virtual machine types defined in the example scenario demonstrating
the ECO-VMAP model.

consumption is minimized. The model also incorporates
the non-linear power usage characteristics of physical
servers for energy calculation. A detailed explanation of the
ECO-VMAP model is provided in the next section.

III. THE ECO-VMAP MODEL

In the ECO-VMAP model, a cloud infrastructure comprises
one or more data centers, and each data center comprises
a number of physical servers. To calculate the energy costs
accurately, the ECO-VMAP model considers each physical
server as unique, since even two identical servers do not draw
the same amount power when their load levels are different.
Each physical server is configured to execute a predefined
VM type.
The ECO-VMAPmodel needs the specifications of neither

the virtual machine types nor the physical servers. The model
requires the following information:

(i) a list of physical servers (e.g. a list of unique identifiers
of physical servers)

(ii) a list of VM types (e.g. a list of unique identifiers of
VM types)

(iii) a mapping of which physical server is configured to
execute which virtual machine,

(iv) for each physical server, the maximum number of
VMs that can be executed simultaneously in that phys-
ical server,

(v) for each physical server, a cost vector defining the
energy cost of physical servers under different load
levels (based on the number of VMs executing simul-
taneously) during the allocation period, i.e., the period
in which the VMs will be allocated to the users. This
data can be obtained, for instance, by using a power
meter measuring the power consumption of a server
under different load levels.

If there are multiple data centers in the cloud, virtual
machine types can be replicated for each data center. This
allows users to specify the data center in which their VMs
to be executed if they are willing to. If not, then this does not
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FIGURE 2. Bids of the users, the outcome of the ECO-VMAP model, and allocation of VMs for the example
scenario.

cause additional difficulty for the users who are not interested
in the locations of the physical servers onwhich their VMs are
executing by means of the nondiscriminatory combinatorial
auction mechanism used in the model.
An example scenario for the ECO-VMAP model is pro-

vided in Figure 1 and Figure 2. There are two data centers,
Data Center A and Data Center B each of which hosts two
physical servers. There are three types of virtual machines,
VM Type 1, 2, and 3, defined with different computational
power and memory capacity. Furthermore, VM Type 1 is

replicated for each data center A and B since the same
VM can be executed in both data centers. This replication
technique allows users to select data centers in which the
requested VMs will be executed as explained above. If a
virtual machine type cannot be executed in a data cen-
ter X then no replication is necessary for that data center.
Note that, the virtual machine types can further be diver-
sified based on other possible features besides CPU and
memory such as storage, GPU, and network without any
limitation.
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Each physical server is configured to execute a virtual
machine type. The number of VM instances that a physical
server can execute simultaneously depends on the specifica-
tions of the physical server and the VM type, and the quality
of service requirements. For instance, Physical Server 1 is
configured for VM Type 1 (VM Type 1A with location suf-
fix). Since the Physical Server 1 has twice the computational
power and memory capacity needed from the VM Type 1,
it can execute 2 instances of VM Type 1 simultaneously (note
that this number should be determined based on the quality of
service requirements). Physical Server 4, on the other hand,
is more powerful, and it can execute 8 instances of VMType 1
(VM Type 1B with the location suffix) simultaneously.
When the physical computational resources and the virtual

machine types are defined, the potential users of the cloud can
request VMs to run their applications. The first objective of
the ECO-VMAPmodel is to allow users to declare their com-
plicated VM requests to the cloud provider to find the best
suitable allocation of VMs. For this purpose, the ECO-VMAP
model uses a nondiscriminatory variant of the well-known
combinatorial auction mechanism proposed in [19]. The bid-
ding language provided in this auction mechanism supports
both logical AND and logical OR requests inside the bids of
the user, allowing them to declare complementarities among
their VM requests, i.e., they can bundle their VM requests in a
single package. Furthermore, they are also allowed to declare
substitutabilities among their VM requests.
In this scenario, four bidders submit five bids to the

auctioneer (i.e., the cloud provider) as seen in Figure 2.
For instance, in Bid 1, Bidder 1 requests 2 instances of
VM Type 1B or 2 without differentiating these two VM types
in the first subbid of her bid. However, she also simultane-
ously requests one instance of VM Type 2 in her same bid as
the second subbid. These subbids in her bid are connected
by logical AND relationship meaning that this bid can be
satisfied if these two subbids can be satisfied together, that
is the requested VMs in these two subbids can be allocated
to the user. The bidder declares that she will pay $40 if her
bid is satisfied. If this bid is satisfied, the allocation outcome
would be one of the following:

• One instance of VM Type 1B and two instances of
VM Type 2; or

• Two instances of VM Type 1B and one instance of
VM Type 2; or

• Three instances of VMType 2 are allocated to the bidder
during the allocation period.

In any other allocation outcome, the user does not pay the bid
price.
The bids can be presented in a formal bidding format as

follows:

• B1 = [{〈(V1B,V2), 2〉, 〈(V2), 1〉}, $40]
• B2 = [{〈(V3), 1〉}, $40]
• B3 = [{〈(V2,V3), 1〉}, $20]
• B4 = [{〈(V1A,V1B,V2,V3), 1〉, 〈(V1A,V1B), 2〉}, $30]
• B5 = [{〈(V2,V3), 1〉, 〈(V1A,V1B), 2〉}, $60]

In this notation, [ ] encloses the bid itself, 〈 〉 encloses
the subbids separated with commas which are connected in
AND relationship, ( ) encloses the requested alternative VMs
(in OR relationship), and finally, the last value indicates the
offered price for the bid.

The benefit of replicating theVM types for each data center
location can be seen in Bid 1 and Bid 5. In Bid 1, Bidder 1
requests three VMs such that the physical servers on which
the VMs will be executed are located in Data Center B. The
reason for such a request may be that Bidder 1 wants to run
an e-commerce web application to serve the customers in the
same region as Data Center B. However, in Bid 5, Bidder 4
requests 3 VMs without differentiating the location of the
physical servers that will execute the VMs.

Additionally, the bidding language used in the ECO-VMAP
model also supports the (OR*) bidding scheme [54]. It is
also possible for users to declare the XOR relationship
among their bids so that at most one of the bids can
be satisfied. For instance, if she wants so, Bidder 1 may
also declare that only one of the Bid 1 and Bid 2 to be
satisfied.

Besides finding an allocation of VMs based on the users’
preferences, the second objective of the ECO-VMAP model
is to provide an energy-aware mapping of the allocated
VMs to the physical servers available in the cloud to reduce
the total energy consumption. For this purpose, the power
requirements of the physical servers should be defined in
the model. The power consumption of a physical server is
a function of the utilization level of the server. However, this
function is not linear. Figure 3 shows the energy consumption
characteristics of three different commercial servers (with
a different number of execution cores) from a well-known
world-wide vendor under different utilization levels. Even
when a server is idle, i.e., its utilization level is 0%, it uses
a considerable amount of power. When the utilization level
is gradually increased by 10% increments, the power con-
sumption increases in a non-linear fashion. For these selected
servers, at lower utilization levels (between 10% and 30%),
the rate of increase is lower, however, at higher utilization
levels (between 70% and 90%), the rate of increase is higher.

As noted above, depending on its specifications, a physical
server can execute more than one VM due to the virtual-
ization technology. Thus, the utilization level of a physical
server depends on the number of VMs being executed on the
server. Therefore, in the ECO-VMAP model, each physical
server is assumed to contain VM slots the number of which
is the maximum number of VMs that the server can exe-
cute simultaneously. For instance, in the example scenario
Physical Server 1 can execute two VMs simultaneously, and
therefore it has two VM slots; whereas Physical Server 4 can
execute 8 VM instances, and hence it has 8 VM slots.

To define the energy cost in the ECO-VMAPmodel, a cost
vector should be defined for each physical server based on
the number of VMs that the server executes simultaneously.
For instance, for Physical Server 1, the cost vector is defined
as < $1.45, $1.35 > indicating that the energy cost of the
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FIGURE 3. Benchmark results of three servers from a well-known vendor using SPECpower_ssj R© benchmark [55].

physical server will be $1.45 if only one VM is executed, and
it will be $2.8 if twoVMs are executed simultaneously. On the
other hand, the cost vector of Physical Server 4 has 8 cost
values. If a single VM is executed on Physical Server 4, then
the cost will only be $2.9 whereas if all the VM slots are occu-
pied the cost will be $11.32. Note that the cost values indicate
the cost of executing VM for the whole allocation period.
These cost values in this example are calculated using the data

available in Figure 3 for an allocation period of 24 hours and
using a Power Usage Effectiveness (PUE) value of 2.4 which
is calculated using Schneider’s PUE calculator [56] for a data
center that runs at 50% capacity. PUE value indicates the
ratio of total power consumption of a data center to the power
consumption of the computing equipment located in the data
center. Note that the actual PUE values for hyper-scale data
centers are smaller than this value [10], however, this value

18632 VOLUME 9, 2021



M. Gamsiz, A. H. Özer: Energy-Aware Combinatorial Virtual Machine Allocation and Placement Model

is just used for the example scenario for demonstration as
obtained from Schneider’s PUE calculator.
The outcome of the ECO-VMAP model for this example

scenario can be seen in Figure 2. Bids 2, 4, and 5 are satisfied.
One VM is allocated to Bidder 1, three VMs are allocated
to Bidder 3, and finally, three VMs are allocated to Bidder
4. Physical Servers 2 and 3 runs at full capacity, Physical
Server 4 uses 5 slots out of 8 slots available, and Physical
Server 1 has no load, therefore it is deactivated (turned off).
The sum of the bid prices is $130, whereas the total cost
is $14.55. The benefit of the energy-saving feature of the
ECO-VMAP model can also be seen in the outcome. If two
instances of VM Type 1A were allocated to Bidder 4 instead
of VM Type 1B, that is if the 2 VMs were placed to Physical
Server 1 instead of Physical Server 4, the total cost would
be $15.27 instead of $14.55.
An auction round consists of two periods in the

ECO-VMAP model. In the first period, users submit their
bids to the system indicating their preferences. During
this period, they can modify or retract their bids. After
the first period is over, the clearing period begins, and a
market-clearing optimization process is carried out to deter-
mine the winning bids and the corresponding allocation of
VMs to the users along with the placement of VMs to the
physical servers. The optimization process will be explained
in the next section. After an auction round is over, another
round can begin. Users having unsatisfied bids at the end of
a round can modify their bids and resubmit them for the next
round. The length of the auction round may be determined in
accordance with the allocation period of VMs.
A further note is that although the ECO-VMAP model is

provided to find an allocation and placement of VM instances
in a cloud, it also supports the allocation of other types of
resources such as virtual storage, GPUs, and virtual network
functions [57]. For instance, if a cloud infrastructure consists
of a storage server with storage capacity X which is to be
allocated to the VM instances as virtual storage, then a virtual
storage type can be introduced in the model along with a spe-
cial physical server that is configured for this virtual storage
type. If the smallest amount of virtual storage that will be
offered is Y, then the physical server should be defined to have
X/Y slots.
Finally, although designed for VMs, we consider that

the ECO-VMAP model can also be used for allocating
containers. Relatively recent container technology offers
a light-weight alternative for virtual machines [58]–[60].
VMs are emulated by a hypervisor that runs on a physical
server, i.e., host machine. The hypervisor creates, runs, and
destroys VMs. Each VM running on a physical server is
isolated from the other VMs, uses its operating system, and
can use the physical resources of the host machine under the
control of the hypervisor. Containers, on the other hand, are
deployed on a physical server and run on top of the operating
system kernel instead of a hypervisor, that is containers are
based on operating system virtualization instead of hardware
virtualization. Since there is no operating system installed in

a container, a container image is smaller than a VM image.
Having small images and lacking a hypervisor layer, contain-
ers are considered more efficient and scalable comparing to
VMs [61], [62]. However, the level of isolation is lower in
containers. Therefore, containers are considered to be more
vulnerable to possible attacks from malicious containers and
prone to higher security risks [63], [64]. Although these
risks can be reduced to a degree by using additional secu-
rity mechanisms, these mechanisms would bring additional
overhead reducing the performance and elasticity of container
platforms [58], [63]. Another important issue yet to be solved
within container technology is migration [65]. Besides the
underlying operating system, the containers also share some
libraries [66]. Thus, to migrate a number of containers to
a destination host, the operating system of the host should
support these libraries required by the containers. However,
VMs can be migrated to a destination host as long as a
compatible hypervisor exists in the host [58]. Thus, both
VMs and containers have pros and cons, and although the
container technology is promising, it is not dominant over
the VM technology yet [67]. To have the best of two worlds,
hybrid models can also be used in which containers are
deployed on virtual machines for increased isolation and
security [68], [69].

In order to use the ECO-VMAP model for container allo-
cation, different container types can be defined instead of
VM types. If containers are to be deployed directly on an
operating system of a physical server, then the number of
slots of the physical server can be defined as the number of
containers to be allocated on the physical server considering
the resources of the physical server. However, if instead of
physical servers, containers are to be deployed on VMs, then
each VM should be defined as a physical server. According to
the capacity of each VM, the number of containers that can be
hosted in the corresponding VM can be defined accordingly.
Note that containers share the resources (e.g., CPU, memory,
storage, and network) of the physical host similar to VMs but
without dedicated reservations. This brings the possibility of
resource-hungry processes to consume most of the resources
of the host. In order to prevent such situations, container
managers can limit the number of resources that a container
can use, and can also pin containers to one or more physical
or virtual CPUs available on the host [60], [69]. Finally,
as will be introduced in Section V, it is also possible to place
different sized containers, i.e., containers having different
resource limits on a single physical server or VM using the
ECO-VMAP model.

IV. THE MATHEMATICAL DEFINITION AND

FORMULATION OF THE ECO-VMAP MODEL

The ECO-VMAP model is formally defined as follows.
Let
• P = {p1, p2, . . . , pm} be the set of m physical servers
available in the cloud, where each server is considered
as unique even though some of the servers have the same
technical specifications;
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• V = {v1, v2, . . . , vn} be the set of n VM types to be
allocated;

• SV : V → P be the function which indicates the
VM type that server pi is configured for (1 ≤ i ≤ m, pi ∈

P, SV (pi) ∈ V );
• U = {u1, u, . . . , um} be the list of VM capacities of
physical servers where ui is the maximum number of
instances of VM Type SV (pi) that the physical server
pi can execute simultaneously considering the quality
of service requirements, i.e., the number of slots in pi
(1 ≤ i ≤ m, ui ∈ Z

+, pi ∈ P);
• VS : V → P(P) be the function that returns the subset
of the set of physical servers P that are configured for
VM type vd (1 ≤ d ≤ n, vd ∈ V , VS(vd ) ⊆ P);

• C be the cost matrix where each element cij is the
operating cost of the physical server pi when the jth
VM slot of the server pi is occupied with a VM instance
(note that the actual operating cost of the physical
server pi is the sum of the cij values which corre-
spond to allocated VM slots on the server) (cij ∈ R

+,

1 ≤ i ≤ m, 1 ≤ j ≤ ui));
• B = {B1,B2, . . . ,Be} be the set of user submitted bids
such that each bid is defined as a pair Bk = (Rk , ok )
where Rk is the set of subbids and ok is the offered bid
price;

• Rk = {〈Sk1, qk1〉, 〈Sk2, qk2〉, . . .} be the set of subbids
where Skl ⊆ V is the set of substitutable VM types and
qkl ∈ Z

+ is the requested number of VMs from the set
Skl (1 ≤ k ≤ e, 1 ≤ l ≤ f , f = maxk,l |Skl |).

A bid Bk is called satisfiable if all of its subbids are
simultaneously satisfiable. A subbid 〈Skl, qkl〉, on the other
hand, is called satisfiable if qkl VMs can be allocated among
the VM types listed in the set of substitutable VM types Skl .
Thus, there is a logical AND relationship among the subbids
of a bid, and there is a logical OR relationship among the
VM types listed in the set of substitutable VM types.

The winner determination problem (WDP) of the
ECO-VMAP model is defined as finding the set B′ ∈ B

of mutually satisfiable bids, the corresponding allocation of
VMs, and the placement of these VMs to the physical servers
while satisfying the required quality of service such that
the difference between the sum of the bid prices of these
satisfiable bids and the cost of the physical servers for the
predetermined allocation period is maximized.

The WDP of the ECO-VMAP model can be formulated
using linear integer programming. For this purpose, the fol-
lowing decision variables are defined:

xk =

{

1, if bid Bk is satisfied
0, otherwise

y
ij
kl =







1, jth VM slot of the physical server pi is allocated
for the subbid l of Rk

0, otherwise

zij =







1, jth VM slot of the physical server pi is allocated
to a VM

0, otherwise

Then, the WDP can be formulated as follows:

max
∑

Bk∈B

okxk −
∑

pi∈P

ui
∑

j=1

cijzij (1)

s.t
∑

Bk∈B

∑

Skl∈Rk

y
ij
kl ≤ z

ij (pi ∈ P, 1 ≤ j ≤ ui) (2)

∑

vd∈Skl

∑

pi∈VS(vd )

ui
∑

j=1

y
ij
kl = qkl · xk

(Bk ∈ B, Skl ∈ Rk) (3)

zij ≥ zi(j+1) (pi ∈ P, 1 ≤ j ≤ (ui − 1)) (4)

xk , y
ij
kl, z

ij ∈ {0, 1} (∀i, j, k, l) (5)

In this formulation, (1) is the objective function that max-
imizes the difference between the sum of the prices of the
satisfied bids and the cost of operating the physical servers
on which the allocated VMs execute. Thus, the objective
function maximizes the expected profit of the cloud provider
based on the declared bid prices by the users. (2) ensures
that each VM slot of a physical server can be allocated to
a single subbid. (3) is the bid satisfaction constraint. For each
satisfied bid, all of its subbids should be satisfied, that is, for
each subbid of a satisfied bid, the requested number of VMs
from the set of substitutable VM types should be allocated
to the corresponding subbid. Finally, (4) defines the order
in which VMs are placed in a physical server. For instance,
a VM can be placed in the first slot of a currently idle server,
and another VM, then, can be placed in the second VM slot
of the physical server. This order is required to calculate the
cost of operating the physical servers correctly.
Note that each element cij of the cost matrix C defines the

reservation price of the jth slot of the physical server pi, that
is, it denotes the minimum price that the cloud provider is
willing to allocate the corresponding slot. This mechanism
also enables the usage of the non-linear energy function of
a physical server based on its utilization including the idle
energy cost. For instance, the cost matrix C may be defined
as:

cij =























π(vd )+ εiidle + εiload (
1

ui
), for j = 1

π (vd )+

(

εiload (
j

ui
)− εiload (

j− 1

ui
)

)

,

for 1 < j ≤ ui

where vd is the VM type that the physical server pi is con-
figured for (vd = SV (Pi)), π (vd ) denotes the minimum
profit that the cloud provider is willing to earn by allocating
one instance of vd to a bidder (this value can be zero for
non-commercial clouds), εiidle denotes the idle energy cost
of the physical server pi during the allocation period, and
εiload (x) is the energy cost the physical server pi when its
utilization level is x during the allocation period.
Finally, the WDP of the ECO-VMAP model is a gen-

eralization of the CAP problem of the combinatorial auc-
tion model [42] which is proven to be NP-hard. Therefore,
the WDP of the ECO-VMAP model is also NP-hard.
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TABLE 1. The features of the different-sized instances of the three VM types available from a major public cloud provider [70].

V. CONSOLIDATING DIFFERENT-SIZED VM INSTANCES

ON A SINGLE PHYSICAL MACHINE - AN ALTERNATIVE

FORMULATION FOR THE WDP OF THE

ECO-VMAP MODEL

As introduced in Section III, the ECO-VMAPmodel assumes
that each physical server is pre-configured for a VM type and
can only host the instances of the corresponding VM type.
For instance, consider the three of the VM types available
from a well-knownmajor public cloud provider that are listed
in Table 1.
The compute optimized VM type (CO) has 8 instance

sizes available, ranging from an instance with 2 virtual CPUs
and 4 GiB of memory to an instance with 96 virtual CPUs
and 192 GiB of memory. Similarly, the memory optimized
VM type (MO) has also 8 instance sizes available. For this
VM type, although the range of virtual CPUs is the same
as the CO, the amount of memory reserved for the instances
ranges from 16 to 768 GiB for memory-intensive workloads.
Note that as stated in [70], the performance of a virtual CPU
of the CO is higher than that of the MO. These two VM types
can use network-based storage whereas the instances of the
storage optimized VM type (SO) have local storage ranging
from 28 TB to 336 TB.

In order to introduce these VM types in the ECO-VMAP
model, each instance size of each VM type listed in Table 1
should be defined as a distinct VM type, that is, there
would be 8+8+6=20 different VM types defined in the
model (e.g., CO.xlarge, CO.2xlarge, and so on). Also, each
physical server should be configured for executing one
of these VM types. Thus, there should be at least one
physical server for each of these 20 VM types in the
cloud.

This assumption of the ECO-VMAP model prevents
different-sized VM instances to be mapped to a single phys-
ical server although technically it is possible. For instance,
an instance of CO.xlarge and an instance of CO.2xlarge
cannot be mapped to a single physical server capable of
running compute optimized VM types. This assumption of
the ECO-VMAP model is not considered as a serious lim-
itation, since the number of physical serves used by cloud
providers far exceeds the number of VM types even when
different-sized VM instance types are considered as separate
VM types. For instance, the major public cloud provider
mentioned above offers a total of 158 such VM types [70],
whereas it is estimated that the provider has more than
1 million physical servers [71].

However, for smaller cloud systems, or for the cloud sys-
tems where this limitation causes an inefficient mapping,
the ECO-VMAP model can be modified slightly so as to
remove this limitation. In the modified (will be referred to as
alternative) ECO-VMAPmodel, the bids should also include
size information along with each VM type requested. For
instance, if a bidder requests 3 VM instances of either CO or
MO having 8 virtual CPUs, along with another VM instance
of SO with 4×14 TB of local storage for a price of $100, she
would be submitting the following bid:

B1 = [{〈(CO(4),MO(4)), 3〉, 〈(SO(2)), 1〉}, $100]

where the superscript of the VM type name indicates the size
of the requested instance. This size value denotes the capacity
of the requested instance as amultiple of the smallest instance
available for that VM type. Thus, in this example,CO(4) refers
to the instance CO.4xlarge which has four times the CPU
and memory capacity of the smallest CO instance CO.xlarge.
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Similarly,MO(4) and SO(2) refer to the VM typesMO.4xlarge
and SO.2xlarge in this example.
In accordance with the modified bidding language, let qkld

denote the size of the VM instance vd requested in subbid l
of Rk . Furthermore, a new integer decision variable t ikld is
defined as the number of VM instances of type vd that are
allocated on the physical server pi for the subbid l of Rk .
Then, the WDP of the alternative ECO-VMAP model can

be formulated as follows:

max
∑

Bk∈B

okxk −
∑

pi∈P

ui
∑

j=1

cijzij (6)

s.t
∑

Bk∈B

∑

Skl∈Rk

y
ij
kl ≤ z

ij (pi ∈ P, 1 ≤ j ≤ ui) (7)

∑

vd∈Skl

∑

pi∈VS(vd )

t ikld = qkl · xk

(Bk ∈ B, Skl ∈ Rk) (8)
ui

∑

j=1

y
ij
kl = qkld · t

i
kld

(Bk ∈ B, Skl ∈ Rk , vd ∈ Skl, pi ∈ P) (9)

zij ≥ zi(j+1) (pi ∈ P, 1 ≤ j ≤ (ui − 1)) (10)

xk , y
ij
kl, z

ij ∈ {0, 1} (∀i, j, k, l) (11)

t ikld ∈ Z
+ ∪ {0} (∀i, j, k, l) (12)

The objective function in (6), the constraints (7) and (10)
are the same as the original formulation introduced in the
previous section. As in the original formulation, the constraint
in (8) functions as the bid satisfaction constraint, however,
using the newly introduced variable t ikld . It ensures that for
each satisfied bid, all of its subbids should be satisfied. It also
ensures that every satisfied subbid gets exactly the number
of VM instances requested in the corresponding subbid. For
each VM allocated to a subbid, qkld slots should be reserved
in one of the physical servers that are configured for the
VM type vd , and this is enforced by the newly introduced
constraint in (9). Note that in this formulation ui denotes the
maximum number of the smallest VM instance of type vd that
can be placed in the physical server pi which is configured for
the VM type vd .
This alternative formulation will allow the same type of

VM instances having different sizes to be mapped into a
single physical server while ensuring that no over-utilization
occurs in the physical server. Note that, although integer
values are used for the size of the VM instances, this does not
pose a restriction since any granularity can be obtained when
the smallest instance is defined accordingly. For instance,
a VM type using 3.7 virtual CPU can be defined if the smallest
instance size is defined to have 0.1 virtual CPU. Then the
size of the corresponding VM instance will be 37 which
indicates that it has 37 times the resources required for the
smallest VM instance with 0.1 virtual CPU. It is clear that
the VM instance having two different types (any two of CO,

MO and SO) should not bemapped to a single physical server,
which is also ensured by the model.

VI. SOLUTION METHODS

Since the WDP of the ECO-VMAP model can be formulated
using linear integer programming (see Section IV), the WDP
can be solved to the optimality by using mixed-integer pro-
gramming solvers. However, since this problem is NP-hard,
finding the optimal solution, or even a feasible solution,
may not be possible even for moderate problem instances.
Therefore, the following heuristic methods are proposed for
the WDP:

(i) Greedy Allocation and Placement Heuristic Method
(ii) Linear Relaxation-Based Heuristic Method
(iii) Network Flow-Based Heuristic Method
(iv) Partitioning-Based Heuristic Method

All the proposed heuristic methods process the bids in a
given order, therefore, the bids submitted by the users should
first be ordered before executing the heuristic methods. For
this purpose, a sorting heuristic value is defined for each bid,
and the bids are sorted in descending order based on these
heuristic values of the bids.

The following four sorting heuristic functions are defined
for determining the heuristic values of the bids:

Sorting Heuristic 1 The sorting heuristic value of a bid Bk
is the price of the bid:

sh1(Bk ) = ok

Sorting Heuristic 2 The sorting heuristic value of a bid Bk
is the mean profit per virtual core requested:

sh2(Bk ) =
ok − µc

µn

whereµc is themean energy cost for all possible placements
of VMs requested in the bid Bk to the available physical
servers, µn is the mean number of cores required for the
requested VMs in the bid Bk .
Sorting Heuristic 3 The sorting heuristic value of a bid Bk
is the maximum profit per virtual core requested:

sh3(Bk ) =
ok − ηc

ηn

where ηc is theminimum energy cost that is required to place
all the VMs requested in the bid Bk to the available physical
servers, and ηn is theminimum number of cores required for
the requested VMs in the bid Bk .
Sorting Heuristic 4 The sorting heuristic value of a bid
Bk is the value of the decision variable xk obtained after
solving the linear relaxation of the integer program given
in Section IV:

sh4(Bk ) = xk

After sorting the bids in descending order based on sorting
heuristic values, the actual heuristic methods can be executed.
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A. GREEDY ALLOCATION AND PLACEMENT HEURISTIC

METHOD

The Greedy Allocation and Placement Heuristic (GAPH)
method is proposed to find a good solution to the WDP of
the ECO-VMAP model in a short time. The pseudocode for
GAPH method can be seen in Algorithm 1.

In this method, the bids which are sorted in descending
order of sorting heuristic values are processed one by one.
When a bid Bk is processed, the method tries to allocate the
requested VMs such that when they are placed in the available
slots of the physical servers, the total cost is the minimum
among all possible placements. For this purpose, the GAPH
method executes the uniform cost search on the available slots
of the physical servers using a priority queue data structure
(minHeap) for selecting the minimum cost slots suitable for
the requested VMs. For more information about the uniform
cost search, see [72].
If all of the subbids of the bid Bk can be satisfied, i.e., all

the requested VMs can be allocated, then, the total cost of
the corresponding allocation is calculated. If the bid price ok
exceeds the total cost of the allocation for the bid, then the
slots are allocated for the bid Bk , the bid Bk is marked as
satisfied, and it is added to the winning bid set Bsol . If there
are not enough VM slots, or the cost of the allocation is
higher than the bid price ok , then the bid Bk is rejected, and
temporarily allocated slots for the bid Bk are deallocated. The
method works in a greedy manner such that when a bid is
satisfied, the corresponding allocation is fixed. The method
then continues with the next bid in the sorted bid set B. The
method terminates when all the bids in the sorted bid set B
are processed.

B. LINEAR RELAXATION-BASED HEURISTIC METHOD

The Linear Relaxation-Based Heuristic (LRBH) method pre-
sented in Algorithm 2 consists of two phases. In the first
phase, the method builds a winning bid set Bsol consisting of
mutually satisfiable bids, starting from scratch. It starts with
the first bid in the sorted bid set B, and adds the bids to the
solution set Bsol one at a time. When a bid is added to the set
Bsol , the method checks whether the required VMs in the set
Bsol can be allocated simultaneously. If so, the method keeps
the recently added bid in the set Bsol , and moves to the next
bid in the sorted bid set B. Otherwise, it removes the recently
added bid from the set Bsol , and again continues with the next
bid. To check whether the bids in the set Bsol are mutually
satisfiable or not, the following linear program is solved:

max
∑

Bk∈Bsol

ok −
∑

pi∈P

ui
∑

j=1

cijzij (13)

s.t.
∑

Bk∈Bsol

∑

Skl∈Rk

y
ij
kl ≤ z

ij (1 ≤ i ≤ m, 1 ≤ j ≤ ui) (14)

∑

vd∈Skl

∑

pi∈VS(vd )

ui
∑

j=1

y
ij
kl = qkl (Bk ∈ Bsol, Skl ∈ Rk)

(15)

Algorithm 1: Pseudocode for the Greedy Allocation and
Placement Heuristic Method
ECO-VMAP
Require: problem instance, sorting

heuristic function sh(x).
Ensure: Winning bid set Bsol including the allocation of

VMs and their placement to the slots of the physical
servers.

1: Sort the bids in the bid set B according to the sorting
heuristic function value sh(x) in descending order;

2: Set the winning bids set Bsol ← ∅;
3: Set the bid index k ← 1;
4: while k ≤ |B| do

5: Set the subbid index l ← 1;
6: while l ≤ |Rk | do

7: Initialize minHeap as a binary heap
data structure with the smallest key values at the
root;

8: for all VM Type v in Skl do
9: for all physical server pi which is

configured for the VM Type v (pi ∈ VS(v)) do
10: Insert the first available slot j of pi to

minHeap where the key value is the cij (the
cost of the corresponding slot);

11: end for

12: end for

13: while the number of allocated VMs for the
subbid 〈Skl, qkl〉 < qkl and minHeap is
not empty do

14: Extract the slots with the minimum cost from
minHeap and allocate to the subbid 〈Skl, qkl〉;

15: end while

16: if the number of allocated VMs for subbid
〈Skl, qkl〉 < qkl then

17: if l = 1 then
18: Deallocate the VMs for the bid Bk
19: Set the bid index k ← k + 1;
20: continue

21: end if

22: Backtrack to the previous subbid (l ← l − 1)
and change the allocation of VM slots to the
next available slot in the corresponding
minHeap data structure;

23: end if

24: Set the bid index l ← l + 1;
25: end while

26: if all the subbids in the bid Bk are satisfied and the
total cost of the allocated slots for the bid
Bk is lower than the bid price ok then

27: Add the bid Bk to the winning bid set Bsol
28: end if

29: Set the bid index k ← k + 1;
30: end while

31: return The winning bid set Bsol including the
allocation and placement information;
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zij ≥ zi(j+1) (pi ∈ P, 1 ≤ j ≤ (ui − 1)) (16)

0 ≤ yijkl, z
ij ≤ 1 (∀i, j, k, l) (17)

y
ij
kl, z

ij ∈ R (∀i, j, k, l) (18)

After all the bids are traversed, the maximal set of mutually
satisfiable bids Bsol are found, however, the allocation found
in this step may not be feasible because of relaxing the
integrality constraints. Therefore, in the second phase of the
LRBH method, the integral version of the linear program
defined above is solved only for the final winning bid set Bsol
to find the allocation and placement of VMs for this set. That
is, the linear integer program in (13)-(16), and additionally
with the following integrality constraint is solved:

y
ij
kl, z

ij ∈ {0, 1} (∀i, j, k, l) (19)

C. NETWORK FLOW-BASED HEURISTIC METHOD

The LRBHmethod presented in Algorithm 2 solves the linear
relaxation of the linear integer program defined in (1)-(5)
to find a maximal mutually satisfiable set of bids in the
first phase and also solves another linear integer program to
find an allocation VMs and their placements to the physical
servers in the second phase. Although solving the linear
relaxation in the first phase is relatively fast, the second phase
may require exponential time in the size of the winning bid
set Bsol .
To overcome this issue, in the Network Flow-Based

Heuristic (NFBH) method presented in Algorithm 3,
the requirement of filling the VM slots of physical servers
in order is relaxed. That is, the constraint in (4) is removed.
Since the VM slots can be filled in any order, the cost of each
slot of a physical server is also redefined as the mean cost
value of all the slots in that server. That is, the new cost value
cij of the jth VM slot of the physical server pi is defined as:

cij =

∑ui
j=1 c

ij

ui
(20)

Similar to the LRBH method, the NFBH method has also
two phases. In the first phase, it builds a winning bid set Bsol ,
starting with an empty set. Then, the method adds each bid in
the sorted bid set B to Bsol one at a time, and checks whether
the bids in the set Bsol are mutually satisfiable or not, as in
the LRBH method. However, as noted above, instead of the
linear program defined in (1)-(5), the following program is
solved:

max
∑

Bk∈Bsol

ok −
∑

pi∈P

ui
∑

j=1

cijzij (21)

s.t.
∑

Bk∈Bsol

∑

Skl∈Rk

y
ij
kl ≤ z

ij (1 ≤ i ≤ m, 1 ≤ j ≤ ui) (22)

∑

vd∈Skl

∑

pi∈VS(vd )

ui
∑

j=1

y
ij
kl = qkl (Bk ∈ Bsol, Skl ∈ Rk)

(23)
0 ≤ yijkl, z

ij ≤ 1 (∀i, j, k, l) (24)

y
ij
kl, z

ij ∈ R (∀i, j, k, l) (25)

Algorithm 2: Pseudocode for the Linear
Relaxation-Based Heuristic Method
ECO-VMAP
Require: problem instance, sorting heuristic function sh(x).
Ensure: The winning bid set Bsol including the allocation

of VMs and their placement to the slots of the physical
servers.

1: Sort the bids in the bid set B according to the sorting
heuristic function value sh(x) in descending order;

2: Set the winning bids Bsol ← ∅;
3: Set objVal ← 0;
4: Set the bid index k ← 1;
5: Set availableSlots← the total number slots in all

physical servers;
6: while k ≤ |B| do

{The First Phase: Find the mutually satisfiable set of
bids Bsol .}

7: if the number of requested VMs in Bk <
availableSlots then

8: Add Bk to Bsol ;
9: Solve the linear program defined in (13)-(18) for

the bid set bsol using the simplex algorithm;
10: Set newObjVal ← the objective value of the

relaxed linear integer program;
11: if the solution is feasible and objVal < newObjVal

then

12: Set objVal ← newObjVal;
13: Set availableSlots← availableSlots− the

number of allocated slots for Bk ;
14: else

15: Remove the bid Bk from the solution set Bsol ;
16: end if

17: end if

18: Set the bid index k ← k + 1;
19: end while

20: {The Second Phase: Find the allocation of VMs and
their placement for the winning bid set Bsol .}

21: Optimize the linear integer program defined in (13)-(16)
and (19);

22: return The winning bid set Bsol including the
allocation and placement information;

The main difference between this program and the linear
program used in the LRBH method is that this program
has a network structure (the constraint matrix is totally uni-
modular) and can be solved as a Minimum Cost Network
Flow Problem [73]. This kind of problem instances can be
solved faster than the general linear programs using the linear
program solvers that exploit the network structure or using the
specialized network flow algorithms such as Goldberg and
Tarjan’s algorithm [74].

Different from the LRBH method, in the NFBH method
when the mutually satisfiable winning bid set Bsol is deter-
mined, the corresponding allocation of VMs is also found.
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This difference comes from the fact that since the constraint
matrix is totally unimodular, the decision variables y and z
take integer values resulting in a feasible allocation of VMs.
However, since the new cost values cij do not reflect the
real cost, the placement of VMs to the physical servers may
further be improved to reduce the cost.
For this purpose, in the second phase of the method,

the allocated VMs are consolidated to reduce the costs. Since
an allocation and the corresponding placement is found after
the first phase, the total number of allocated slots in the
physical servers that execute a VM type v can also be found,
which is

sv =
∑

pi∈VS(v)

ui
∑

j=1

zij (26)

These allocated sv VMs are placed to the physical servers
in the set VS(v), starting from the one with the smallest mean
cost value, cij, and filling all its slots. Then, the next available
physical server with the smallest mean cost value is filledwith
VMs. This process continues until all the VMs are consol-
idated in the slots of physical servers. Note that the second
phase of the NFBH method ensures that for each VM type v,
there can be at most one physical server that is neither fully
utilized nor idle, and each remaining physical servers in the
set VS(v) is either fully utilized or idle, i.e., turned off.

D. PARTITIONING-BASED HEURISTIC METHOD

Since the WDP of the ECO-VMAP model is NP-hard, its
worst-case time complexity increases exponentially based on
the number of bids in the problem instance. Thus, it may not
be possible to solve even moderate size problem instances.
In the Partitioning-Based Heuristic (PBH) method pre-

sented in Algorithm 4, to reduce the time complexity, the bid
set B is divided into fixed-size partitions (i.e., subsets), and a
linear integer program is solved for each partition. The size
of the partitions parSize is an input parameter of the method.
As in the previous heuristic methods, initially, the bids are
sorted according to the sorting heuristic function in descend-
ing order. Secondly, all the bids in the set B are disabled. Dis-
abling a bid Bk means that the upper limits of all the decision
variables linked with the bid Bk , that is xk , y

ij
kl(∀l, i, j), are

set to 0. After that, the iteration phase begins. The bids in
the first partition, i.e., the first parSize bids in the sorted bid
set B, are enabled. Enabling a bid Bk is the opposite of the
disabling operation, that is the upper limits of all the decision
variables linked with the bid Bk , that is xk , y

ij
kl(∀l, i, j), are

set to 1. Note that disabling a bid fixes the values of the
corresponding decision variables to 0, whereas, enabling a
bid does not fix the corresponding decision variables to 1. The
reason is that the lower limits of the binary decision variables
are not changed in both operations which are set to 0.

After the bids are enabled in the current partition, the linear
integer program for the WDP of the ECO-VMAP model
defined in (1)-(5) is solved. The satisfied bids in the optimal
solution is added to thewinning bid setBsol . Also, for all these
satisfied bids, the corresponding allocation of VMs and their

Algorithm 3: Pseudocode for the Network Flow-Based
Heuristic Method
ECO-VMAP
Require: problem instance, sorting heuristic function sh(x).
Ensure: The winning bid set Bsol including the allocation

of VMs and their placement to the slots of the physical
servers.

1: Sort the bids in the bid set B according to the sorting
heuristic function value sh(x) in descending order;

2: Set the winning bids Bsol ← ∅;
3: Set objVal ← 0;
4: Set the bid index k ← 1;
5: Set availableSlots← the total number slots in all

physical servers;
6: while k ≤ |B| do

{The First Phase: Find the mutually satisfiable set of
bids Bsol and the allocation and placement of VMs.}

7: if the number of VMs requested in Bk <
availableSlots then

8: Add Bk to Bsol ;
9: Solve the network model defined in (21)-(24) for

the bid set bsol ;
10: Set newObjVal ← the objective value of the

network model;
11: if the solution is feasible and objVal < newObjVal

then

12: Set objVal ← newObjVal;
13: Set availableSlots← availableSlots− the

number of allocated slots for Bk ;
14: else

15: Remove the bid Bk from the solution set Bsol ;
16: end if

17: end if

18: Set the bid index k ← k + 1;
19: end while

20: {The Second Phase: Improve the placement of VMs by
consolidation.}

21: for all VM Type v in V do

22: Set sv←
∑

pi∈VS(v)

ui
∑

j=1
zij {zij values are calculated in

the first phase}
23: Set the set availableSrvv← VS(v);
24: Sort the set availableSrvv according to the mean cost

per slot in ascending order;
25: for all physical server pi ∈ availableSrvv do
26: if sv > ui then

27: Allocate all the ui slots on ther server pi;
28: Set sv← sv − ui
29: else

30: Allocate all the sv slots on ther server pi;
31: break

32: end if

33: end for

34: end for

35: return The winning bid set Bsol including the
allocation and placement information;
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placement are fixed, that is the values of the decision variables
linked with the satisfied bid Bk are fixed to their value in
the optimum solution. Fixing a decision variable means that
both upper and lower values of it are set to its current value.
Then, the remaining unsatisfied bids are disabled again. This
completes the processing of the first partition. The remaining
partitions are also processed in the same way iteratively allo-
cating available VM slots for the remaining subsets of bids.

Despite the worst-case running time complexity of the
WDP of the ECO-VMAP model being exponential, this
method runs in polynomial time when a constant partition
size is defined. Also, a time limit can be employed for pro-
cessing each partition if larger partition sizes are used. In this
study, a partition size of 25 is used.

Note that the heuristic methods that use mathematical
programming, i.e., LRBH, NFBH, and PBH, are explained
with respect to the original formulation of the WDP pro-
vided in Section IV, in order to use these heuristics with the
alternative formulation of the WDP introduced in Section V,
program in (6)-(12) should be considered instead of program
in (1)-(5).

VII. EXPERIMENTAL RESULTS

To evaluate the performance of the ECO-VMAP model and
the proposed solution methods, a test case generator suitable
for factorial testing has been developed to generate prob-
lem instances. The parameters used in the test suite are as
follows:

(i) The Number of Physical CPU Cores defines the
sum of the physical CPU cores of all the physical
servers in the cloud. This parameter takes 4 different
values between 2592 and 10368.

(ii) The Bid Density is the ratio of all virtual cores
requested inside all the bids to the number of physical
CPU cores. A bid density value less than 1 indicates
that the number of physical CPU cores is greater
than the requested virtual cores, that is the supply
exceeds the demand. A bid density value greater
than 1 indicates the opposite, the demand exceeds
the supply. This parameter takes 8 different values
between 0.25 and 5.

(iii) The Number of Data Centers indicates the number
of data centers in the cloud where the physical servers
are located. This parameter takes values of 1, 2,
and 3.

(iv) The Average Number of Subbids in a Bid is the
mean of the number of subbids in every bid gener-
ated. This parameter takes values of 1, 2, and 3.

(v) The Average Requested Number of VMs in a Sub-

bid Indicates the mean of the requested number of
VMs in every subbid generated. This parameter takes
7 different values between 2 and 8.

Note that the parameter (i) also indirectly defines
the number of physical servers and their slots available in the
cloud, and the parameters (i) and (ii) together determine the

Algorithm 4: Pseudocode for the Partitioning-Based
Heuristic Method
ECO-VMAP
Require: problem instance, sorting heuristic function sh(x),

partition size parSize.
Ensure: The winning bid set Bsol including the allocation

of VMs and their placement to the slots of the physical
servers.

1: Sort the bids in the bid set B according to the sorting
heuristic function value sh(x) in descending order;

2: Set the winning bids Bsol ← ∅;
3: Set numOfPartitions←

⌈

|B|
parSize

⌉

;
4: for all bid Bk in B do

5: Disable the bid Bk ;
6: end for

7: for partitionNo← 1 to numOfPartitions do
8: Set startIndex ← (partitionNo− 1) ∗ parSize;
9: Set endIndex ← startIndex + parSize− 1;

10: for k ← startIndex to endIndex do
11: Enable the bid Bk ;
12: end for

13: Solve the linear integer program defined in (1)-(5)
14: for k ← startIndex to endIndex do
15: if xk = 1 then

{If the bid Bk is satisfied}
16: Fix the values of the decision variables x, y, z

for the bid Bk ; {Fix the allocated VMs and the
corresponding slots for the bid Bk}

17: Add Bk to Bsol ;
18: else

19: Disable the bid Bk ;
20: end if

21: end for

22: end for

23: return The winning bid set Bsol including the
allocation and placement information;

.

number of bids generated. The remaining parameters (iii)-(v)
determine the complexity of the generated bids.

Using this generator, a comprehensive test suite consist-
ing of 4032 ECO-VMAP model instances was prepared for
the following experiments. To evaluate the performances
of the proposed heuristic methods, these instances were
solved using Gurobi Optimizer version 8 [75] on a Linux
workstation with two 8-cores 3.1 GHz Intel Xeon pro-
cessors and 128 GB memory. For each instance, a wall-
clock time limit of 1 hour was set. Note that large problem
instances were not included in the generated test suite to
be able to find the optimal solutions. Among the 4032 test
instances, 3985 instances could be solved to the optimal-
ity within the given time limit. The remaining 47 test
instances were not used in the experiments to avoid a possible
bias.
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FIGURE 4. Mean improvement in the objective value using the ECO-VMAP model over the FCFS-based simulation grouped into the bid density
values. Horizontal bars indicate the standard error of the corresponding sample.

A. ESTIMATING THE IMPROVEMENT TO BE OBTAINED

USING THE ECO-VMAP MODEL

The features and the benefits of the ECO-VMAP model were
introduced in the previous sections qualitatively. To estimate
the benefit of the ECO-VMAP model qualitatively in terms
of the objective function with respect to the widely used first-
come, first-served (FCFS) based system, a simulation exper-
iment was conducted. For each test instance, the simulation
method presented in Algorithm 5 was executed to simulate
the FCFS-based system.
The simulation method was executed 100 times for each

test instance, and the mean objective value was calculated.
These values are compared to the results of the ECO-VMAP
model. The results of this experiment which are grouped
into the bid density values can be seen in Figure 4. It is
seen that processing the requests of the users as they arrive
at the system, that is allocating the VMs requested by the
users and placing them to the least cost slots available at
that time, cannot provide an efficient allocation compared to
the ECO-VMAP model. The ECO-VMAP model provides
approximately 7% to 72% better allocations of VMs and their
placements in terms of the objective value with respect to
FCFS based systems depending on the bid density, i.e., the

Algorithm 5: Pseudocode for the Simulation Method for
the FCFS Based System
ECO-VMAP
Require: problem instance, the number of simulations to

be conducted numSimul.
Ensure: Mean objective value meanSimulObjVal found

after the simulation.
1: Set meanSimulObjVal ← 0;
2: for simulNo← 1 to numSimul do
3: Shuffle the bids in the bid set B; {To simulate the

random arrival order of bids.}
4: Set Bsol ← GAPH(B); {Try to allocate VMs for

each bid iteratively in the shuffled bid set B, and
place them to the slots of the available servers such
that the cost is the minimum using the GAPH
method.}

5: Set meanSimulObjVal ← meanSimulObjVal+ the
objective value of the solution set Bsol ;

6: end for

7: Set
meanSimulObjVal ← meanSimulObjVal/numSimul;

8: return The mean objective value meanSimulObjVal;
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TABLE 2. Mean and standard deviation of the success rates of the proposed heuristic methods using different sorting heuristics for each bid density value.

supply-demand ratio. The mean improvement observed in all
test cases is observed as approximately 42%.

B. PERFORMANCES OF THE PROPOSED HEURISTIC

METHODS

To measure the performances of the proposed heuristic meth-
ods, all the 3985 test instances whose optimal solutions
were found, further solved with the proposed four heuris-
tic methods. For each heuristic method, again the proposed
four sorting heuristic functions are used. Therefore, each test
instance is solved for a total of 16 times for each heuristic
method - sorting heuristic function pair. The objective values
found by the heuristic methods are compared to the optimal
objective values found by the MIP solver using the success
rate measure which is defined as the ratio of the objective
value found by the heuristic method to the optimal solution.
The means and standard deviations of the success rates of

the solutions found by the proposed heuristic methods are

presented in Table 2, and the box plot for the success rates
can be seen in Figure 5.

To analyze whether the differences in the mean suc-
cess rates of these 16 heuristic configurations are signif-
icant or not, the two-way analysis of variance (ANOVA)
test is conducted at an α = 0.05 significance level.
The success rate is used as the dependent variable, and
the heuristic method and the sorting heuristic function are
used as two independent variables. The results indicate that
there is a statistically significant interaction for the success
rate between the heuristic method and the sorting heuris-
tic function, F(9, 63744) = 33.481, p < 0.0005, partial
η2 = 0.005.
Because of the significant interaction effect, the simple

main effects are analyzed [76]. The pairwise comparison
results can be seen in Table 3 and Table 4. In the remaining
text, the term significant used for a mean difference means
that it is statistically significant at the α = 0.05 significance
level.
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FIGURE 5. Box plot for the success rates of the proposed heuristic methods using different sorting heuristics for all test instances. (x) indicates
the mean success rate of the corresponding heuristic method.

FIGURE 6. Mean running times of the MIP solver (optimal solutions) and the proposed heuristic methods versus the number of CPU
cores for all test instances.
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FIGURE 7. Mean running times of the MIP solver (optimal solutions) and the proposed heuristic methods versus the bid density value
for all test instances.

Being the simplest but the fastest greedy heuristic,
the GAPH method provides the lowest success rates among
all the heuristic methods with mean success values ranging
between 86.1% and 87.3% depending on the sorting heuristic
function used. The NFBH method provides solutions that
are significantly better than the GAPH method on average
for all sorting heuristics. The range for overall mean values
is between 94.0% and 97.4%. The PBH and LRBH meth-
ods are the best performing methods for the prepared test
suite. However, neither is dominant to the other one for all
sorting heuristics. The PBH method produces significantly
better solutions with mean success rates of 95.9%, 97.2%,
and 97.3% than the LRBH method which produces mean
success rates of 94.9%, 96.6%, and 96.6% for the Sorting
Heuristics 1, 2, and 3, respectively. The LRBHmethod, on the
other hand, produces the significantly best solutions among
all the heuristics when the Sorting Heuristic 4 is used with a
mean success rate of 99.1% and a standard deviation of 2.5%.
Table 2 also presents the mean success rates for each bid

density value used in the test suite. For Sorting Heuristics 1,
2, and 3, the mean success rates of all the heuristics tend
to decrease as the bid density increases. Note that the bid
density determines the number of bids in the test instances,
meaning that a test instance with a high bid density contains
more bids than a test instance with a lower bid density.
For the Sorting Heuristic 4, on the other hand, the mean
success rates of the LRBH and PBHmethods again decreases
as the bid density increases. However, the amount of the

decrease is considerably small, approximately only 0.8%
for the LRBH method and 1.7% for the PBH method. The
only different trend is observed in only one configuration of
the NFBH method using the Sorting Heuristic 4. The mean
success rate obtained by this configuration starts at 95.4%
when the bid density is 0.25 and increases to 98.5% when
the bid density is 5.

The significance of the effect of the sorting heuristic func-
tions depends on the heuristic method used. Referring to
Table 4, for the GAPH method, the Sorting Heuristics 2,
3, and 4 produces significantly better solutions than the
Sorting Heuristic 1 which considers only the price of a
bid, however, there is no significant difference among the
solution produced by these three sorting heuristic functions.
For the remaining heuristic methods, LRBH, NFBH, and
PBH, the Sorting Heuristic 2 and 3 produces significantly
better solutions than the Sorting Heuristic 1. However, there
is no significant difference observed in the mean success
rate of the solutions when Sorting Heuristic 2 (the aver-
age profit per bid) or 3 (the maximum profit per bid) is
used. Sorting Heuristic 4 (using the linear relaxation val-
ues) dominates all other sorting heuristic functions producing
the best mean success rates for the LRBH, NFBH, and
PBH methods.

The plots of the mean running times of the MIP solver
(for finding the optimal solutions) and the proposed heuristic
methods versus the number of CPU cores for each sort-
ing heuristic function are presented in Figure 6. The mean
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TABLE 3. Pairwise comparisons of the heuristic methods for each sorting
heuristic function provided by the simple main effect analysis of the
two-way ANOVA test. Mean Diff. (A-B) column presents the difference
between the mean success rates of the heuristic methods at columns A
and B using the Bonferroni correction. (*) indicates that the corresponding
mean difference is significant at the α = 0.05 significance level.

running time for the MIP solver is approximately 3 sec-
onds for the test instances with 2592 cores and goes all the
way up to approximately 380 seconds for the instances with
10368 cores. Note that the running time of the MIP solver is
independent of the sorting heuristic function used, therefore
the plot is the same for all sorting heuristic functions. It is
included in all the plots for easy comparison to the heuristic
methods.
Compared to the other sorting heuristic functions, the Sort-

ing Heuristic 4 causes all the heuristic methods to produce the
solutions faster. Recall that the Sorting Heuristic 4 uses the
value of the decision variable xk obtained after solving the
linear relaxation of the integer program of the WDP. There-
fore, each heuristic method using the Sorting Heuristic 4,
first solves a linear model which requires some CPU time.
However, it is seen that this step pays off, and it causes the
overall running time to be less for all heuristic methods.

Among the proposed heuristics, the LRBH method is the
slowest of them all. Solving a linear model for each bid
and the placement phase of this heuristic contributes to the
increased running times. For the largest test instances with
10384 cores, the mean running time of this heuristic using
Sorting Heuristic 4 is approximately 95 seconds. Solving a
network model instead of a general linear model, and a faster
placement method results in faster execution times for the

TABLE 4. Pairwise comparisons of the sorting heuristic functions for each
heuristic method provided by the simple main effect analysis of the
two-way ANOVA test. Mean Diff. (A-B) column presents the difference
between the mean success rates of the sorting heuristic functions at
columns A and B using the Bonferroni correction. (*) indicates that the
corresponding mean difference is significant at the α = 0.05 significance
level.

NFBH method. Instead of 95 seconds, each largest instance
requires approximately 63 seconds on average. In the LRBH
and NFBH methods, a general linear or network model is
solved for each bid in the test instance. However, in the PBH
method, the bid set is divided into fixed-size partitions, and a
fixed-size integermodel is solved for each partition. Although
each optimization step in the PBH method may require more
time than the optimization steps of the LRBH and the NFBH
methods, the number of optimization steps is smaller by a
factor of the partition size in the PBHmethod. Therefore, it is
observed that the PBHmethod runs faster than the LRBH and
the NFB methods with a mean running time of 34 seconds
per instance using the Sorting Heuristic 4. The pure greedy
method GAPH is the fastest method among all the proposed
heuristic methods. The mean running time for the largest test
cases is less than two seconds when the Sorting Heuristic 4 is
used because of the linear relaxation solution overhead, less
than 2 milliseconds when the other sorting heuristic functions
are used.

Note that although large instances are avoided in the test
suite in order to be able to find the optimal solutions, the gap
in the running times of the MIP solver and the proposed
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heuristics increase exponentially as the size of the problem
instances increases.
Bid density is another parameter that is related to the diffi-

culty of the problem instances. The plots of the mean running
times of the MIP solver and the proposed heuristic methods
versus the bid density for each sorting heuristic function are
presented in Figure 7. For the bid densities lower than 1,
the mean running times of the LRBH and the NFBHmethods
are on par with the mean running times of the MIP solver,
whereas the PBH and the GAPH methods are still faster than
the MIP solver even for these lower densities. As the bid
density increases, it is observed that the gap between the
mean running time of the MIP solver and that of the heuristic
methods increases exponentially.

VIII. CONCLUSION

In this study, we proposed an energy-aware combinatorial
auction-based model for the resource allocation problem in
clouds. The proposed ECO-VMAP model allows users to
declare their complex virtualmachine (VM) requirements in a
cloud using the provided bidding language. Users can bundle
their VM requests in a single bid by declaring complementari-
ties and substitutabilities among the requestedVMs. Based on
the collective information obtained from the bids of the users,
the model finds an optimum allocation of VMs to the users
while also finding an optimum placement of the allocated
VMs to the physical servers such that the energy usage is
minimized. Thus, the model aims to increase the expected
profit of the cloud provider while satisfying as many users
as possible and minimizing the energy cost of the physical
resources. The model also incorporates the non-linear energy
usage characteristics of the physical servers to calculate the
energy cost accurately. The ECO-VMAP model is expected
to contribute reducing the carbon footprint of the cloud infras-
tructures for providing sustainable cloud services.
The study includes the mathematical definition of the

ECO-VMAPmodel and a linear integer program for the opti-
mization problem of the model. However, since the optimiza-
tion problem is proven to be NP-hard, four heuristic methods
with different complexities were proposed. Each heuristic
method also uses a sorting heuristic function, and therefore,
four different sorting heuristic functions were also proposed
resulting in a total of 16 heuristic configurations. A test case
generator for generating ECO-VMAP model instances was
developed, and a comprehensive test suite containing approx-
imately 4000 test instances were prepared. Several experi-
ments were conducted to estimate the real-life performance
of the model and the proposed heuristics.
In the first experiment, the ECO-VMAP model was com-

pared to a first-come, first-served (FCFS) system. A simula-
tion conducted for the FCFS-based system that processes the
requests of the users as they arrive and places the allocated
VMs to the currently available physical servers such that
the energy cost is minimized. The simulation results were
then compared to the allocations found by the ECO-VMAP
model. The results indicate that the expected profit increase is

approximately 42% on average when the ECO-VMAPmodel
is used.

In the second experiment, the performances of the pro-
posed heuristic methods were measured and statistically
analyzed using the prepared test instances. The GAPH
method using the Sorting Heuristic 2 or 3, provides solutions
within 13% of the optimum objective value on average in
a fraction of a second even for the largest test cases which
makes it suitable for very large real-life problem instances
when the solutions are required in a short time frame. The best
results are obtained when the LRBH method is used with the
Sorting Heuristic 4. This method provides solutions within
only 1% of the optimal objective value on average, however,
for the expense of the increased running time. The PBH
method is considerably faster than the LRBH method while
providing slightly worse solutions than the LRBH method
which are within 1.5% of the optimal solutions on average.
The NFBHmethod, in contrast with the other methods, has an
interesting feature of providing the best results when the bid
density value is high which also makes this method suitable
when the number of virtual resources requested is much
greater than the available physical resources in the cloud.
Thus, depending on the problem instance size, the time limit
for obtaining a solution, and the bid density of the problem
instance, it is considered that each proposed heuristic method
has a utility. Although the standard deviations of the success
rates of the proposed heuristics are relatively low, especially
for the LRBH, NFBH, and PBH methods, depending on the
available computational resources all the proposed heuristics
can be executed simultaneously, and the best solution pro-
vided by them can be used to reduce the chance of obtaining
a low-quality solution.

By means of the features provided the ECO-VMAP model
and the proposed efficient heuristic methods, it is considered
that the ECO-VMAP model can be used for resource alloca-
tion even in large cloud environments while providing higher
expected profits for the cloud provider, satisfying VM alloca-
tions for the users, and providing reduced carbon footprints
for the environment.
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