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ABSTRACT The processes of retrieving useful information from a dataset are an important data mining

technique that is commonly applied, known as Data Clustering. Recently, nature-inspired algorithms have

been proposed and utilized for solving the optimization problems in general, and data clustering problem

in particular. Black Hole (BH) optimization algorithm has been underlined as a solution for data clustering

problems, in which it is a population-based metaheuristic that emulates the phenomenon of the black holes

in the universe. In this instance, every solution in motion within the search space represents an individual

star. The original BH has shown a superior performance when applied on a benchmark dataset, but it lacks

exploration capabilities in some datasets. Addressing the exploration issue, this paper introduces the levy

flight into BH algorithm to result in a novel data clustering method ‘‘Levy Flight Black Hole (LBH)’’, which

was then presented accordingly. In LBH, themovement of each star dependsmainly on the step size generated

by the Levy distribution. Therefore, the star explores an area far from the current black hole when the value

step size is big, and vice versa. The performance of LBH in terms of finding the best solutions, prevent

getting stuck in local optimum, and the convergence rate has been evaluated based on several unimodal

and multimodal numerical optimization problems. Additionally, LBH is then tested using six real datasets

available fromUCImachine learning laboratory. The experimental outcomes obtained indicated the designed

algorithm’s suitability for data clustering, displaying effectiveness and robustness.

INDEX TERMS Optimization, data clustering, black hole, levy flight, metaheuristic, computational intelli-

gence.

I. INTRODUCTION

Data clustering is a method that consists of placing similar

objects together, where like items are placed in one and differ-

ent items are grouped in different ones. It is an unsupervised

learning technique characterized by the grouping of objects

in unspecified predetermined clusters. The conceptualization

contrasts with classification, which is a form of supervised

learning that involves objects being allocated to predeter-

mined classes (clusters) [1]. Data clustering is widely used

in many areas including data mining, statistical data anal-

The associate editor coordinating the review of this article and approving
it for publication was Zhenliang Zhang.

ysis, machine learning, pattern recognition, image analysis,

information retrieval, and more. This is due to clustering

methods that can be categorized into various methods, such

as partitional, hierarchical, density-based, grid-based, and

model-based methods, accordingly [2].

Per the above methods, partitional clustering methods are

the type that is commonly used, in which the K-means algo-

rithm is an example of partitional and center-based cluster-

ing algorithms. Due to cluster centers being initialized, the

k-means clustering algorithm is limited to the local

optima [3]. Regardless, the past few decades have witnessed

the development of many nature-inspired evolutionary algo-

rithms in order to resolve engineering design optimization
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problems. They are known to emulate the behaviors of living

things within nature, rendering them to be also described as

Swarm Intelligence (SI) algorithms. SI algorithms typically

search for global optima while being associated with speedy

convergence [4].

Meanwhile, metaheuristic searching optimization is

recently heavily discussed on in literature over wide-ranging

engineering applications, such as power optimization con-

trol [5], robotic [6], communications and networking [7],

engineering [8]–[12], information security [13], [14], and

machine learning [15], [16] Even though the approaches of

the knowledge branch are characterizable by different con-

cepts and inspirations, one fundamental attribute underlines

their goal. All of the approaches make use of a selective

searching process that is inspired by heuristic knowledge in

the solution space to obtain a solution. The solution should

optimize a given objective function or a set of objective

functions in case of multi-optimization, provided that the

set of constraints is maintained. These algorithms are highly

attractive to researchers nowadays due to the fast enhance-

ment of hardware speed and improved feasibility in solving

many engineering problems. This is done by adhering to the

heuristic searching conceptualization, with a simple design

of objective function and constraints.

Various natural phenomena have led to the formulation of

natural-inspired searching optimization algorithms [17], [18]

such as hunting behavior of grey wolves [19]; krill herds [20];

black holes [21]; egg-laying behavior of cuckoos [22];

hunting behavior of bats [23]; food-searching behavior of

bees [24]; and improvisation process of jazz musicians [25].

Recently, a meta-heuristic optimization called a ‘‘black

hole’’ (BH) that mimics the black hole behavior of pulling in

surrounding stars has been invented by [21]. BH optimization

is particularly inspired by the nature or physics of BH, as well

as its interaction with the surrounding stars. With the assump-

tion that in a given iteration, a set of star is representative

of the total number of solutions and each star is subjected

to a pulling force towards the best solution representing BH.

Then, a new set of solutions in the next iteration is generated

by moving the stars toward the black hole, whereupon the star

being within the predetermined distance to BH will render it

swallowed and for alternative stars to be arbitrarily generated.

This allows the algorithm to initiate an exploration in the

searching space, rather than consuming the optimization time

with an area fully discovered with solutions. In case of its

implementation to solve a data clustering issue, it remains

relevant despite performance evaluation showing that it is

superior compared to other similar processes. Similarly, fur-

ther enhancement for the approach will allow the discov-

ery of powerful phenomenon in the solution space, while

also making space for effectual clustering processing. In this

perspective, the work of [21] can be developed from the

objective function which does not assure the best possible

accuracy, even when the cost is at the global optimum the

original black hole algorithm suffers from weaknesses in

exploration. Therefore, it requires too many reiterations to

attain an optimum resolution. In recent years, the black hole

algorithm and its modified versions have been used to solve

engineering and optimization problems [26]–[37].

In this study, enhancing BH global search and resolving

the issue of entrapment in the local minima have been under-

taking by combining BH with levy flight. A Levy flight can

be described as a type of arbitrary walk, namely general-

ized Brownian motion inclusive of non-Gaussian arbitrar-

ily distributed step sizes for the distance moved. Different

natural and man-made facts are explainable using Levy

flight, which include fluid dynamics, earthquake analysis,

fluorescent molecule diffusion, cooling behavior, noise, and

more [38], [39]. Pereyra and Hadj have also opted for it

in case of Ultrasound in Skin Tissue [40], while Al-teemy

utilized it in Ladar Scanning [41]. Its role is also momen-

tous in various computer science fields [42], with it being

employed by Terdik and Gyres in designing Internet Traffic

Models [41], Chen’s Delay and Disruption Tolerant Network,

Sutantyo et al.’s Multi-Robot Searching procedure. [42], and

Rhee’s human mobility utilization [43]. Meanwhile, Tasge-

tiren [44] and Yang and Deb [45] opted for Levy flight

distribution to generate a novel cuckoo in Cuckoo Search,

alongside Yang’s introduction of an updated model of Firefly

Algorithm-FA. The Levy-flight Firefly algorithm (LFA) [46]

incorporates Firefly to unite Levy-flight with the search strat-

egy so as to attain improved FA randomization. Lee and Yao’s

Evolution Algorithm also developed four dissimilar states of

parameters of Levy flight and 4 prospective solutions; the

state offering the best results would be used for mutation pro-

cedure. Additionally, it was also utilized as a diversification

tool in optimizing an ant colony.

In this paper, the long jumps have been undertaken via

Levy distribution in order to ensure effectual use of the

search space in comparison with BH. Previously investi-

gated works have aimed to improve BH, whereby the current

proposal calls for BH to perform random walks and global

search. Thus, a Levy flight-based method combined with BH

algorithm is proposed to resolve global optimization prob-

lems and data clustering problem. Levy flight, in particular,

improves the global search capacity for the BH algorithm,

preventing one to be stuck in local minima. Additionally,

the proposed method enhances the global search ability of

BH algorithm as per the new equation of star movements

underlined. As BH algorithm is incapable of attaining the

optimum results in a specific number of iterations, an efficient

Levy-flight selection is imperative to avoid being stuck in

local optimum as it results in improved global and local

search capability concomitantly.

The remaining sections for this work will be arranged

in the following manner: Section 2 will discuss some

of the previously proposed research on data clustering.

Then, the BH algorithm and proposed modified levy black

hole algorithm is presented in Sections 3 and 4, respec-

tively, whereas Section 5 outlines the experimental out-

comes obtained. Finally, Section 6 will conclude the work

succinctly.
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II. OVERVIEW

A. THE PROBLEM OF DATA CLUSTERING

Clustering can be described as an essential unsupervised clas-

sification approach characterized by the placement of a set of

patterns or vectors (e.g. observations, data items, or feature

vectors) into a multi-dimensional space in clusters or groups.

This is achieved by utilizing similarity metrics between data

objects, whereby the similarity and dissimilarity of objects in

the database are looked into using distancemeasurement [47].

The action is propelled by the idea of classifying a dataset

provided using a specific number of clusters via distance

minimization between objects of each cluster itself. Termed

as cluster analysis, it is defined as the rearrangement of a body

of patterns typically presented in two ways: 1) a vector of

measurements, or 2) a point in a multi-dimensional space.

This is done to obtain clusters that are characterized by the

attribute of similarity [48], [49].

Clusters are oftentimes utilized for various applications,

such as image processing, data statistical analysis, and med-

ical imaging analysis, as well as other research fields of the

science and engineering branch. Moreover, it is synonymous

with statistical data analysis and known as a primary task

for exploratory data mining in a multitude of fields, such as

machine learning, pattern recognition, image analysis, infor-

mation retrieval, and bioinformatics. Figure 1 displays the

difference between clusters that may be due to their shapes,

sizes, and densities.

However, noise present in the data may render cluster

detection challenging, in which the ideal cluster is generally

described as a compact and solitary set of points. Despite

human beings having known to be proficient in cluster seek-

ing in two and probably three dimensions, high-dimensional

data calls for automatic algorithms. This fact, coupled with

the unspecified number of clusters yet for data set provided,

has continuously generated thousands of clustering algo-

rithms in publication. In the context of pattern recognition,

the data analysis section is particularly correlated with pre-

dictive modeling, in which training data is provided and the

unknown test data’s behavior is predicted. Such task is termed

as learning.

An evaluation of the similarity of data objects requires the

use of distance measurement. The problem may be framed as

follows: given N records of data, each record is allocated to

one of K the clusters. Performing clustering has been carried

out using different criteria that serve as an objective func-

tion for the process of optimization. One of the commonest

attribute is minimizing the sum of squared Euclidean distance

between each record and the center of the corresponding

cluster as defined in [50]. This is displayed per equation (1)

below.

F (O � Z ) =
∑N

i=1

∑K

j=1
Wij

∥

∥Oi − Zj
∥

∥

2
, (1)

where N and K are the numbers of data records and the

numbers of clusters, respectively. While
∥

∥Oi − Zj
∥

∥ is the

Euclidean distance between a data record Oi and the cluster

FIGURE 1. The difference between clusters a) input data b) fit desired
Clustering.

center Zj which is calculated as follows:

Zj =
1

|Nj|

∑N

i=1
WijOi (2)

where Nj is the number of patterns in the ith cluster, Wij the

association weight of pattern Oi with cluster j. Wij is 1 when

Oi is allocated to cluster j, otherwise it is 0.

B. RELATED WORKS

The utilization of metaheuristic algorithms for the pur-

pose of clustering problems has been discussed in vari-

ous studies. This section is specifically driven to review

metaheuristic-based clustering algorithms that are restricted

to techniques that are linked to the proposed algorithm.

Xiao et al. [51] had first proposed the data clustering

approach using two means. The first is particle swarm

optimization (PSO), whereby optimal centroids are found

and utilized as a seed in the K-means algorithm. Mean-

while, the second approach entails the PSO usage in refining
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K-means formed clusters. Both have been tested and indi-

cated their extensive potential.

Next, the Ant Colony Optimization (ACO) method has

been discussed by Shelokar et al. [52]. It is characterized

by the use of distributed agents mimicking the manner in

which ants locate the shortest distance to a food source from

their nest and return. The resulting observation indicates that

it may be viable as an effectual heuristic for near-optimal

cluster representation.

Senthilnath et al. [53] comparatively studied three

nature-inspired algorithms, namely GA, PSO, and Cuckoo

Search (CS) on clustering problem. During the analysis CS

was used with levy flight and the heavy-tail property of levy

flight was exploited. The performance of these algorithms

was evaluated on three standard datasets and one real-time

multi-spectral satellite dataset while the results were analysed

using various analytical techniques. The authors concluded

that based on the given set of parameters, CS works better for

most of the dataset due to the important role played by levy

flight.

Singh and Sood [54] proposed a hybrid approach to

show the swarm behaviour of clusters. They used a Krill

herd algorithm to simulate the herding behaviour of each

krill. The clusters were discovered using a density-based

approach; it was also used to show the regions with suf-

ficiently high-density krill clusters. The minimum distance

from each krill to the food source and from high-density of

herds were considered as the objective function of the krill

movement. The movement of each krill is determined by the

random diffusion and foraging movement.

An approach based on the combination of Levy flight with

modified Bat algorithm to improve the clustering result has

been proposed [55]. The proposed approach was tested on

ten datasets and the experimental results showed that the

proposed algorithm clusters the data objects efficiently. It also

illustrates that it escapes from local optima and explores the

search space effectively.

A new quantum chaotic cuckoo search algorithm (QCCS)

was proposed by Boushaki et al. [56] for data clustering. The

superiority of CS over the conventional metaheuristics for

clustering problems has been confirmed by various studies.

However, all the cuckoos have a similar search pattern, and

this may result to the premature convergence of the algorithm

to local optima. Similarly, the convergence rate of the CS is

sensitive to the randomly generated initial centroids seeds.

Thus, the authors strived to extend the CS capabilities using

nonhomogeneous update based on the quantum theory in a

bid to tackle CS clustering problem in terms of the global

search ability. They also replaced the randomness at the ini-

tialization step with a chaotic map to increase the efficiency

of the search process and improve the convergence speed.

An effective strategy was further developed for a proper man-

agement of the boundaries. The results of the experiments on

six common real-life datasets show a significant superiority

of the developed QCCS over eight recently developed algo-

rithms, including, hybrid cuckoo search, genetic quantum

cuckoo search, differential evolution, hybrid K-means, stan-

dard cuckoo search, improved cuckoo search, quantum par-

ticle swarm optimization, hybrid K-means chaotic PSO,

differential evolution, and GA in terms of external and inter-

nal clustering quality.

A new version of Artificial Bee Colony (ABC) algorithm

called History-driven Artificial Bee Colony (Hd-ABC) was

proposed by Zabihi and Nasiri [57] by applying a memory

mechanism to improve the performance of ABC. The pro-

posed Hd-ABC uses a binary space partitioning (BSP) tree to

memorize useful information of evaluated solutions. By the

application of this memory mechanism, the fitness landscape

can be approximated before the actual fitness evaluation.

Fitness evaluation is a time and cost inefficient process in

clustering problem, but the use of a memory mechanism

has significantly reduced the number of fitness evaluations

and facilitated the optimization process via the estimation of

the solutions’ fitness value instead of estimating the actual

fitness values. The proposed data clustering algorithm was

applied on 9UCI datasets and 2 artificial datasets and both the

statistical and experimental outcomes showed the proposed

algorithm to perform better than the original ABC, its vari-

ants, and the other recent clustering algorithms.

III. METHODOLOGY

A. BLACK HOLE (BH) ALGORITHM

The design of the BH algorithm is rooted in the black hole

occurrence and in the fundamental idea of a region of space

hosting an extensive volume of mass concentrated within that

no nearby object is capable of escaping from its gravitational

pull. Upon falling into the phenomenon, one would be elimi-

nated from the universe, light included.

The algorithm consists of two components: 1) the star

movement, and 2) the star re-initialization crossing into

the D-dimensional hypersphere around the black hole (i.e.

termed as event horizon). It functions as follows: first, theN+

1 stars, xi ∈ RD, i = 1, . . . ,N + 1 (where N is population

size) are arbitrarily initialized in the search space. After their

fitness evaluation, the best value is referred to as the black

hole xBH . Black hole is static; there is no movement until a

better resolution is obtained by other stars. Thus, the number

of individuals looking for the optimum value equals to N .

Next, each generation has each star to move towards the black

hole per the equation below:

xi (t + 1) = xi (t) + rand × (xBH − xi (t))

× i = 1.2. · · ·N , (3)

where rand is a random number within an interval [0, 1].

The BH algorithm also indicates that a star that founds

itself too close the black hole beyond the event horizonwill be

eliminated. The radius of the event horizon (R) is described

as follows:

R =
fBH

∑N
i=1 fi

, (4)
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where fi and fBH are the fitness values of black hole and ith

star. N is the number of stars (candidate solutions).

In case of a distance that is less than R between a candidate

solution and the black hole (best candidate), the particular

candidate collapses and consequently, a new candidate is

generated and arbitrarily disseminated in the search space.

BH is commonly associated with a simple structure and ease

of implementation, as well as a parameter-free algorithm.

Its convergence to the global optimum occurs in all runs,

whereas other heuristic algorithms may encounter entrap-

ment in the local optimum solutions [21], [58].

Despite excellent outcomes obtained when BH is utilized

as a clustering technique, it is flawed by its weak balanc-

ing between exploration and exploitation capacities. A star

may alter its direction if one of them finds a better solu-

tion compared to the solution for the current black hole,

thereby transforming into a new black hole. Furthermore,

the conceptualization of the event horizon has been made

as the stars may display a relatively speedy convergence for

the search space to be occupied by the black hole, due to

the lack of exploration capabilities. However, it disallows the

intensification of exploration or accumulation of knowledge

regarding previously visited solution; it is simply a restart

method subjected to each star individually [59]. Therefore,

this study presents a modified BH algorithm in combination

with levy flight for efficient data clustering.

B. LEVY FLIGHT BLACK HOLE (LBH) ALGORITHM

The proposed work aims to cluster and group the data objects

in an efficient and effective manner. The method is founded

upon the Levy flight in combination with the black hole (BH)

algorithm for the purpose of global optimization and data

clustering problems. Levy flight, in particular, enhances the

global search capacity of the BH algorithm to prevent being

stuck in local minima. Thus, the method improves the global

search ability using a new equation for star movements.

As the algorithm is incapable of finding optimum in a certain

amount of iterations, Levy flight-based search is more effi-

cient as it improves the local and global search concomitantly.

Some examples of Levy flight compared with the Brown-

ian walk (random) have been displayed in Figure 2. After the

first movements around a point, sudden jumps are encoun-

tered; it generates the simultaneous local and global search.

Levy flight [60] can be defined as a type of arbitrary pro-

cesses that is characterized by a jump size that adheres to the

levy probability distribution function. Its name was derivative

of a French mathematician named Paul Pierre Levy.

As a random walk, the steps in the Levy Flight are defined

with respect to the step lengths. The step lengths have a

given distribution probability and are drawn from a Levy

distribution which is represented in Eq (5):

L (s) ∼ |s|−1−β , where β(0 < β ≤ 2) (5)

where β and s represents an index and the step length,

respectively.

FIGURE 2. The Levy flight and Brownian (random) walk.

This study utilized a Mantegna algorithm for a symmetric

Levy stable distribution to generate the sizes of the random

steps. The term ‘symmetric’ in this concept implies that the

step size will assume either a positive or negative value. The

step length s in the Mantegna’s algorithm can be calculated

thus:

s =
u

|v|1/β
(6)

where u and v are drawn from normal distributions; i.e.,

u ∼ N (0, σ 2
u ), v ∼ N (0, σ 2

u ) (7)

where

σu =
τ (1 + β) sin

πβ
2

τ [
(

1+β
2

)

β2
β−1
2

, σv = 1 (8)

The distribution for s follows the anticipated Levy distribu-

tion for |s| ≥ |s0|, where s0 represent the least step length and

τ (.) represent the Gamma function which is estimated thus:

τ (1 + β) =

∫ ∞

0

tβe−1dt (9)

The Levy distribution is used to generate the step sizes in the

proposed technique. This is aimed at exploiting the search

area. The step sizes are calculated thus:

step (t) = 0.01 × s (t) × rand(0, 1) (10)

where t represents an iteration counter, s(t) is estimated

as shown in Equation (6) using Levy distribution, while

rand (0, 1) is a random value ranging from [0, 1].

The step sizes in the Levy flights are too aggressive; this

implies that they can often generate new solutions which

are off the domain or on the boundary. Since the movement

equation represented in the BH algorithm is a stochastic

method search for new better positions within the search

space, therefore, 0.01 multiplier is used in Equation (10) to

reduce the step sizes when they get large. The positions of

the stars are updated in the LBH as follows:

xt (t + 1) = xt (t) + (step (t) × (xBH − xt (t))) (11)
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FIGURE 3. The pseudocode of LBH algorithm.

where xt is an individual star in iteration t while step (t) is the

actual step sizes generated using Equation (10). xBH denotes

the current best solution or the black hole.

Levy flight is characterized by an important parameter of

β, whereby each star is a solution and an arbitrary number

is produced as β between 0 and 2. Its different values may

result in dissimilar outcomes. Therefore, larger values of β

pose a higher likelihood to result in jumps to unexplored areas

(i.e. higher exploration) and avoidance of being trapped in

local optimums. However, smaller values will provoke the

new positions to be viewed as near the obtained solutions

(i.e. higher exploitation). The BH algorithm is particularly

well-perceived for its excellent local search ability [59], but

within the surround of the optimum point, it is characterized

by a low convergence rate. This is due to higher exploitation

rate compared to the exploration rate.

Hence, the suggested algorithm is designed in a manner

that it allows the BH algorithm’s local search ability, which

will improve the method’s efficiency in generating the opti-

mal resolution and accelerating the convergence rate.

The proposed algorithm is named as Levy Flight Black

Hole (LBH) algorithm and utilized to solve optimization and

data clustering problems effectively. The pseudocode of LBH

in Figure 3.

IV. EXPERIMENTS AND RESULTS

The assessments were carried out on a personal computer

(Core i7, 3.6 GHz, 16 GB of RAM, 64-bit Windows 10 Oper-

ating System) using MATLAB 2017a.

A. EVALUATION OF BENCHMARK TEST FUNCTIONS

As stated previously, the main contribution of this paper is

to enhance the exploration of BH algorithm via Levy Flight.

FIGURE 4. The 3d plot of sumsqaure (f1). a) The convergence analysis of
LBH and other algorithms. b) The 3D of f1.

In order to further verify that the proposed algorithm has a

better exploration than the standard BH, it has been eval-

uated on a set of unimodal and multimodal type of bench-

mark test functions in a multi-dimensional space as defined

in [61]–[63]. The functions with their main characteristics in

terms of Name, Dimensions (D), Upper and Lower Bound-

aries (UB, LB) and the value of the optimal solution (Opt) are

stated in Table 1.

The comparison stage is done by benchmarking against

nine well-knownmetaheuristics comprising of Big Bang–Big

Crunch [64], Artificial Bees Colony (ABC) [65], Particle

Swarm Optimization (PSO) [66], and Levy Firefly Algo-

rithm [46] (LFFA), Grey Wolf Optimizer (GWO) [19],

Gravitational search algorithm (GSA) [67], Bat algorithm

(BA) [23], cat swarm algorithm (CSA) [68], and Black hole

(BH) [21] respectively. The parameters settings for these

algorithms are presented in Table 2.

The experiments for LBH and the other algorithms

were executed in 30 different runs. The best, mean, error

rate, and standard deviation were recorded and presented
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TABLE 1. Benchmark test functions.

TABLE 2. Parameter setting.
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TABLE 3. The results of the standards algorithms and Levy black hole algorithm.

TABLE 4. Main characteristics of the test datasets.

accordingly in Table 3. Additionally, the convergence curve

of the searching has been generated for the first benchmark

function and compared with other algorithms including the

original BH algorithm. LBH has shown faster convergence

curves for the first 100 iterations than the other algorithms.

The convergence of BH by Levy flight (LBH) had enhanced

the exploration ability of the algorithm and guided the stars

towards better positions rate. Which means that the stars

avoid the possibility of trapping in local optima. It can be seen

that GWO and CSA algorithm have attained the second and

the third place respectively, while the original BH attained the

fourth place. Figure 4 shows the convergence and the 3D plot

of sumsqaure (f1).

B. EVALUATION BASED ON BENCHMARK DATASETS

The performance of the proposed algorithm for data clus-

tering was evaluated using six datasets, namely: Iris, Wine,

Glass, Cancer, Contraceptive Method Choice (CMC), and

Vowel. Their respective characteristics are shown in Table 4.

All data sets were sourced from the UCI machine learning

laboratory.

• Iris dataset

The dataset consisted of 150 arbitrary samples of flowers hav-

ing four features from the iris. They were differentiated into

3 groups of 50 instances, whereby each group represented a

form of iris plant (Setosa, Versicolor and Virginica).

• Wine dataset

The dataset elucidated the quality of wine using the physic-

ochemical properties, in which they were grown in the

identical region in Italy but sourced from three cultivars,

respectively. Each of the three types of wine was linked to

178 instances, with 13 numeric attributes representing the

quantities of 13 components elicited in them.

• CMC dataset

The dataset was generated by TjenSien Lim, which is a sub-

set of Indonesia’s 1987 National Contraceptive Prevalence

Survey. The sample size consisted of married women who

were either not pregnant or not in the know of their pregnancy

during the interview period. It featured the issue of predicting

the recent contraceptive method choice (i.e. no use, long-term

method, or short-term methods) according to a woman’s

demographic and socioeconomic attributes.

• Cancer dataset

The dataset was a representation of the Wisconsin breast

cancer database, consisting of 683 instances having 9 com-

ponents. They included: Clump Thickness, Cell Size
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TABLE 5. The result obtained by LBH and standard algorithms on different data sets.

Uniformity, Cell Shape Uniformity, Marginal Adhesion, Sin-

gle Epithelial Cell Size, Bare Nuclei, Bland Chromatin, Nor-

mal Nuclei, and Mitoses. Each of the instances was possibly

of one class, either benign or malignant.

• Glass dataset

The dataset consisted of 214 objects with nine features, which

were: refractive index, sodium, magnesium, aluminum, sil-

icon, potassium, calcium, barium, and iron. The data sam-

pling was done using six groups of glass, which were: float

processed building windows, non-float processed building

windows, float-processed vehicle windows, containers, table-

ware, and headlamps.

• Vowel dataset

The dataset was comprised of 871 Indian Telugu vowel

sounds, inclusive of three attributes that corresponded to

the first, second and third vowel frequencies, as well as six

overlapping classes.

The algorithm’s performances were assessed and subjected

to a comparison using two features:

• Sum of intra-cluster distances as an internal quality

measure: The distance between each data object and

the center of the corresponding cluster was calculated

and totaled up, per equation (1). Generally, a smaller

sum of intra-cluster distances was linked with a higher

clustering quality. The sum of intra-cluster distances was

also an assessment component for the fitness in this

study.

• Error Rate (ER) as an external quality measure: The

percentage of misplaced data objects as depicted in the

equation below:

ER =
Number of misplaced objects

total number of objects within dataset
100 (12)

The performance showed by the proposed algorithm

was compared against several heuristic methods previ-

ously explained in literature, such as K-means [48],

PSO [69],ABC [70], BAT [55], GSA [71], BB-BC [72],

CS [56], GWO [73] and BH [21].

In contrast, LBH was compared against newer hybrid and

modified meta-heuristics algorithms reported in the litera-

ture. They include: improved krill herd algorithm [74] hybrid

clustering method using artificial bee colony and Mantegna

levy distribution displayed in [75], a new quantum chaotic

cuckoo search algorithm [56], Hd-ABC history-driven artifi-

cial bee colony [57] (ICAKHM) is regarded as a novelmethod

which was designed based on a combination of K-harmonic

means algorithm and a modified version of the imperialist

competitive algorithm (ICA) presented in [76] and grey wolf

optimizer with levy flight steps presented in [73].

Table 5 and Table 6 displayed the sum of intra-cluster

distances and error rate using the standard meta-heuristics

clustering algorithm and the hybrids and modified meta-

heuristics algorithms alike to obtain a better comparison of

the LBH.

VOLUME 7, 2019 142093



H. A. Abdulwahab et al.: Enhanced Version of BH Algorithm via Levy Flight

TABLE 6. The sum of intra-cluster distances and error rate obtained by LBH and modified algorithms on different data sets.

In Table 5, a summary of intra-cluster distance and error

rate is presented. The values for the best, average, worst,

standard deviation and the error rate were calculated based on

the simulation of each independent algorithm after 30 inde-

pendent implementations. Best obtained values by algorithms

are marked as bold for each dataset. The experimental results

indicated that LBH better than BH and K-means. Further-

more, the suggested algorithm has the smallest standard devi-

ation compared to other algorithms, which mean the LBH

get to minimum value each time. Other algorithms is a little

worse than LBH.

In Iris dataset, LBH outperforms other algorithms of

intra-cluster distance 96.5403 value and standard deviation

0.00014 in comparison to other algorithms. In the case of

the Wine dataset, the proposed LBH algorithm obtained the

optimum value of 16,291.99 which is remarkably superior

compared to the other comparative algorithms. Similarly,

upon comparison with the CMC dataset, the proposed LBH

algorithm is also far better compared to the other algorithms,

with the worst solution achieved at 5532.58940. However,

it is still much better than the best solutions found by other

algorithms. In case of the Cancer dataset, the proposed LBH

algorithm’s performance surpassed the K-means, PSO and

GSA algorithms, but the BB–BC algorithm outcomes were

superior compared to the proposed LBH in terms of standard

deviation.

For the Glass dataset, the suggested LBH algorithm

obtained an average of 210.97180, whereas other algorithms

failed to attain the solution at all. Meanwhile, the Vowel

dataset was provided the best average solutions and standard

deviation by the suggested LBH algorithm compared to the

other algorithms. Therefore, the LBH offered better solution

quality and smaller standard deviation in comparison with

the other algorithms. LBH is capable of locating the optimal

solutions as seen in a majority of the cases, while other

algorithms may be trapped in local optima.

As per in Table 6, the proposed LBH obtained the best per-

formance according to the average intra-cluster distances and

error rate when subjected to a comparison with the remain-

ing comparative algorithms. It also displayed better perfor-

mance on all six datasets as opposed to the other comparative

algorithms, in which a notable balance between exploitation

and exploration enhanced the proposed LBH algorithms’

performance.
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TABLE 7. The results of the statistical analysis tests.

On the Iris dataset, the standard deviation for the suggested

LBH algorithm is 0.00014, which is significantly less than the

other comparative algorithms. In contrast, the best solution

is 96.5403 and the Worst is 96.5873, which is far supe-

rior compared to other algorithms. Furthermore, the Wine

dataset indicated that the proposed LBH algorithm obtained

the optimum value of 16,291.99, which surpassed the other

algorithms.

The CMC dataset also yielded a proposed LBH algorithm

that was far better compared to other algorithms, in which the

worst solution attained is 5532.88940. This remained to be

far superior to the best solutions obtained by the other algo-

rithms. For the Cancer dataset, the proposed LBH best solu-

tions are 2961.95000 and the average solution is 2963.90000,

while the standard deviation is 0.00723. This was supe-

rior compared to ABCL, QCCS, HD-ABC, ICAKHM and

EGWO.

Lastly, the Glass dataset obtained the best 199.86000

that was reached by the ICAKHM algorithm. Meanwhile,

the Vowel dataset indicated that the suggested LBH algorithm

provided the best average solutions 149,466.52. It passed

sufficiently by yielding the best outcomes on almost all of

the datasets and when compared to the other comparative

algorithms. Thus, it proved that the suggested (LBH) was

exceedingly effectual to resolve complex optimization prob-

lems, simply by the addition of new operators.

In addition to the previous presented comparison, the algo-

rithms have been compared statistically based on Friedman

test as well as the Iman–Davenport to determine whether

there are significant differences in the results of the algo-

rithms. Table 7 below shows the ranking of the algorithms

based on them.

V. CONCLUSION

In this paper, Levy flight was combined with Black Hole

algorithm to improve the clustering result. The suggested

approachwas subjected to testing on six datasets, whereby the

experimental outcomes indicated that the proposed algorithm

clustered the data objects efficiently. It also illustrated its

escape from the local optima and exploration into the search

space effectively. In the future, this workmay be implemented

to other applications, such as text document clustering for the

purpose of clustering the set of documents effectively.
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