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ABSTRACT The train Ethernet Consist Network (ECN) undertakes the task of transmitting critical train

control instructions. With the increasing interactions between the train network and the outside environment,

masses of network intrusions are threatening the data security of railway vehicles. The intrusion detection

system has been proved to be an efficient method to detect network attacks. In this paper, a novel ensemble

intrusion detection method is proposed to defense network attacks against the train ECN, in particular

IP Scan, Port Scan, Denial of Service (DoS) andMan in theMiddle (MITM). Thirty-four features of different

protocol contents are extracted from the raw data generated from our ECN testbed to form a specific dataset.

A data imaging method and a temporal sequence building method are designed to optimize the dataset.

Six base classifiers are built based on several typical convolutional neural networks and recurrent neural

networks: LeNet-5, AlexNet, VGGNet, SimpleRNN, LSTM and GRU. A dynamic weight matrix voting

method is proposed to integrate all the base classifiers. The proposed method is evaluated based on our

dataset. The experiment results show that our method has an outstanding ability to aggregate advantages of

all the base classifiers and achieves a superior detection performance with the accuracy of 0.975.

INDEX TERMS Train Ethernet consist network, industrial cyber security, intrusion detection system,

ensemble method.

LIST OF ABBREVIATION

Abbreviations for certain essential concepts in this article are

listed as follows.

TCMS Train Control and Management System

ETB Ethernet Train Backbone

ECN Ethernet Consist Network

IDS Intrusion Detection System

CS Consist Switch

ED End Device

DoS Denial of Service

MITM Man in the Middle

CNN Convolutional Neural Network

RNN Recurrent Neural Network

BC Base Classifier
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approving it for publication was Nikhil Padhi .

I. INTRODUCTION

As the main pillar of transportation, railway is an impor-

tant way to ensure people’s daily travel in most countries.

For the need of data transmissions and automation func-

tions, Train Communication Network (TCN) is deployed on

railway vehicles, known as the Train Control and Manage-

ment System (TCMS). The traditional network architecture

of TCMS encompasses two busses: Wire Train Bus (WTB)

and Multifunction Vehicle Bus (MVB) [1]. However, due

to the constraints of communication rate and expansion

capacity, the architecture of WTB&MVB cannot satisfy

the actual needs of the railway industry [2]. In response

to these requirements, train Ethernet is introduced as the

new main network architecture for TCMS. In 2014, IEC

published IEC61375-2-5 (Ethernet Train Backbone, ETB)

standard [3] and IEC61375-3-4 (Ethernet Consist Network,

ECN) standard [4] to replace WTB and MVB. ECN can

be used to create vehicle buses and also as train-wide

VOLUME 9, 2021
This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ 59527

https://orcid.org/0000-0001-9847-149X
https://orcid.org/0000-0002-0230-5321
https://orcid.org/0000-0002-1665-7897
https://orcid.org/0000-0002-8444-3751
https://orcid.org/0000-0002-9864-9857


C. Yue et al.: Ensemble Intrusion Detection Method for Train Ethernet Consist Network Based on CNN and RNN

communication network in the case of fixed consist

(no dynamic train configuration).

As we know, using Ethernet technology in industrial sce-

narios is a double-edged sword [5]. On the bright side,

it brings a faster data transfer rate and a more open infor-

mation interaction to TCMS; but on the dark side, it makes

TCMS more vulnerable to malicious cyber-attacks. Lots of

intelligent devices are connected to each other through ECN

in modern trains, which means that all the information gen-

erated by on-board devices, including critical control instruc-

tions, needs to be transmitted by ECN. The hacking of trains

could cause serious risks to people’s lives. For instance, when

the driver issues a braking instruction, the control data will

be generated by the master controller and transmitted to the

braking control unit through ECN, however, if an intruder

hijacks this control command through the man in the mid-

dle attack in this process, and modifies its corresponding

control content, it will make the trains unable to slow down

in time, which may lead to serious consequences and even

loss of lives. Security has never been a major consideration

in the design of Ethernet. The entire architecture reflects

the objective of a cheap and easily deployable local area

network. Security problems in traditional computer network

are brought into TCMS with the application of the Ether-

net technology in trains. Nowadays, as a key component of

TCMS, ECN is facing a large number of cyber security threats

which had already caused great losses in other Ethernet-

applied scenarios.

Due to the reasons exposed above, it is necessary to take

effective measures to deal with the potential cyber security

problems that may occur in ECN. The Intrusion Detection

System (IDS) was firstly proposed by Denning in 1987 [6],

since then, with various improvement and optimization meth-

ods be applied to it, IDS has proven to be an efficient

technology to counter with cyber-attacks. According to the

placement of the IDS module in the network, IDS can

be distinguished into two classes: host-based and network-

based [7]. A host-based IDS monitors and analyzes system

configurations and application activities for devices running

on the network. The advantage of a host-based IDS is that

it examines historical data to catch savvy intruders that use

non-conventional methods which might be hard to detect in

real-time. But there are obvious drawbacks of it, that is, it con-

sumes processing time, storage, memory and other resources

on the hosts. A network-based IDS monitors and analyzes

network packets for malicious behavior. It can monitor a

large network with less consumption, meanwhile, it has a

fine-grained recognition ability.

Deep learning methods for intrusion detection have been

studied by many researchers in recent years [8]–[13]. The

large volume of network data has made intrusion detection

problems amenable to deep learning methods. In this paper,

we propose a novel ensemble intrusion detection method

for ECN based on two kinds of efficient deep learning

methods: Convolutional Neural Network (CNN) and Recur-

rent Neural Network (RNN). Specifically, we build three

CNNmodels with different structures: LeNet-5, AlexNet and

VGGNet; and three RNN models with different structure:

SimpleRNN, Long Short-Term Memory Network (LSTM)

and Gated Recurrent Unit (GRU). Then an ensemble method

was designed to integrate these six models to converge their

advantages. The proposed method is able to extract both

attribute correlations and temporal patterns of network pack-

ets captured in ECN, and flag attack packets with a high

accuracy.

We note that, to our knowledge, we are the first to deal

with intrusion detection issues on train ECN. As a matter of

fact, at present, there is barely applied system to ensure cyber

security of train ECN. Our research, to some extent, could be

considered as the basic reference for other researchers’ future

work. The specific contributions of this article are as follows:

(1) Potential attacks against ECN are analyzed and a new

dataset is generated from our testbed considering four kinds

of network attacks.

(2) A data imaging method to transform our dataset into

image form suitable for CNNmodels is proposed. A temporal

sequence building method to transform our dataset into time

sequences suitable for RNN models is proposed.

(3) A novel ensemble IDS method is proposed. It uses the

proposed dynamic weight matrix voting method to aggregate

six base classifiers.

(4) Experiments are conducted on our dataset. Including

experiments on each base classifier and experiments on our

whole ensemble method. The comparisons in terms of multi

metrics are given. The results indicate that our method has a

superior performance on ECN intrusion detection issues.

The remainder of this article is organized as follows.

Section II introduces the related works. Section III describes

the necessary background about our research objects for the

convenience of understanding our work. Section IV describes

the proposed method in detail. In Section V, several exper-

iments are carried out to validate the proposed method.

Finally, section VI presents the conclusions of this paper.

II. RELATED WORK

Because the large-scale application of Ethernet in trains just

rises up in recent years, there is no effective ECN oriented

intrusion detection method at present. However, researchers

have accumulated a lot of research experiences in many

other network scenarios. Aburomman and Reaz [14] com-

pares several SVM methods aiming to identify multiclass

SVM models best suited to the intrusion detection task.

They developed a new approach called the weighted one-

against-rest SVM based on the model selection method.

Yang et al. [15] exploited a conditional deep belief

network-based IDS to perform the wireless network intrusion

detection in real time. Their experiment results show that their

method has a high detection speed and accuracywith the aver-

age detection time 1.14 ms and the detection accuracy 0.974.

Convolutional neural network is mainly used in vari-

ous tasks of image and video analysis (such as image

classification, face recognition, object recognition, image
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segmentation, etc.), and its accuracy is generally far beyond

that of other neural networkmodels. In recent years, CNN has

also been widely used in intrusion detection. Xiao et al. [16]

proposed a CNN based IDS. They used CNN to automati-

cally extract features of the dimensionality reduction data.

KDD99 dataset is used to evaluate the performance of their

model. The experiment results show that the accuracy, false

positive rate and timeliness of their model are higher than

those of some traditional algorithms. Nie et al. [17] designed

a data-driven IDS by analyzing the link load behaviors of

the Road Side Unit in the Internet of Vehicles against vari-

ous network attacks. Their method consists of a traditional

CNN and a fundamental error term in order to raise the

convergence of the BP algorithm. Garg et al. [18] proposed

a hybrid IDS anomaly detection model that leverages grey

wolf optimization and CNN. They used improved grey wolf

optimization for feature selection in the first phase and used

improved CNN for anomaly detection in the second phase.

Then they validated their method on KDD99 dataset and the

results show that the method is superior compare to the other

SOTA models.

Recurrent neural network is mainly used in various tasks

of connected handwriting recognition and speech recogni-

tion. RNN has been proved to have an excellent ability of

dealing with time sequence data. Network messages have

obvious time correlation, so RNN has also been widely used

in intrusion detection. Gao et al. [19] proposed an omni IDS

for supervisory control and data acquisition networks. They

combined LSTM and FNN through an ensemble approach

and validated their method both on temporally uncorrelated

attack data and temporally correlated attack data. Results

show that the method has a high F1 score of 99.68±0.1%.

Yin et al. [20] proposed a RNN based IDS. They stud-

ied the performance of their model in binary classification

and multiclass classification, separately. NSL-KDD dataset

was used to validate their model and the results show that

the model is suitable for intrusion detection and performs

better than several traditional machine learning methods.

Sheikhan et al. [21] proposed a misuse IDS based on a

three-layer RNN with categorized features as inputs and

attack types as outputs. Their method offers better detection

rate and cost per example comparing to similar intrusion

detectors, and on the other hand, the false alarm rate of

their method is not degraded significantly comparing to some

recent machine learning methods.

There is no method can solve all the problems. A good

way to raise the classification ability of a system is to com-

bine different methods together. Researcher use ensemble

learning methods to combine variant intelligent methods,

in order to avoid the disadvantages of individual method.

This ideology is also very popular in intrusion detection.

Chawla et al. [22] proposed a computational efficient

anomaly-based IDS based on RNN. They combined stacked

CNNs with GRUs to improve intrusion detection ability of

the system. Priya et al. [23] proposed a two-phase attack

detection model to enhance the reliability of an IIoT network.

In the first phase, they used an ensemble technique to inte-

grate SVM and Naive Bayes and then used Random Forest

and Artificial Neural Network to predict class labels. In the

second phase, they chose the highest accuracy among two

algorithms as the final result. Zhou et al. [24] designed a novel

ensemble IDS based on the modified adaptive boosting with

area under the curve algorithm. Their model achieved supe-

rior performance across multiple classes in both 802.11 wire-

less intrusion detection and traditional enterprise intrusion

detection.

III. BACKGROUND

In this section, the necessary background was provided to

better understand the contributions described in this article.

The basic topology of ECN was firstly described based on

which we built a testbed. The testbed is described in detail in

section V. Then, according to the network topology character-

istics and protocol vulnerability of ECN, the potential attacks

against ECN are analyzed.

A. BASIC TOPOLOGY OF ECN

The logical view of ECN is shown in Fig. 1. The ECN is based

on switched Ethernet and it consists of Consist Switches

(CS), connectors, cables, and optional repeaters. ECN inter-

connects End Devices (ED) located in one consist. An ECN

should be connected to the ETB via one Ethernet Train

Backbone Node (ETBN) when it is connected to an ETB.

Data frames between EDs, and between EDs and ETBN, are

transmitted through ECN.

FIGURE 1. Logical view of ECN.

Any physical topology can be deployed according to

the requirements from applications. Linear, ring, and lad-

der topologies are typical topologies as described in

IEC 61375-1 [1]. Among them, ring topology is frequently

applied in many operating trains such as CR300AF in

China. Thus, we carry out research of intrusion detec-

tion issues based on typical ring topology that shown

in Fig. 2.

In order to obtain the actual intrusion network data on

the train ECN, based on the typical ring topology mentioned

above, we built an ECN testbed. The details of the testbed are

described in section V.
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FIGURE 2. Typical ring topology of ECN.

B. POTENTIAL ATTACKS AGAINST ECN

Network information security’s primary focus is the compre-

hensive protection of the confidentiality, integrity and avail-

ability of data, otherwise known as the CIA triad. Security

professionals often evaluate threats and vulnerabilities based

on the potential impact on these three core security objectives.

We separately analyze the potential network attacks against

ECN according to confidentiality, integrity and availability.

It is impossible to find out all the possible attacks because

attacking methods are always changing. We attempt to find

out attacks that are mostly likely to appear in ECN. The

analysis results are shown in Fig. 3.

FIGURE 3. Potential attacks against ECN.

Attacks breaching confidentiality: ECN is a special-

designed industrial network system for the railway use. The

information of ECN except some general agreements is not

commonly available. For example, different train network

system vendors often formulate specific network structures

and node address naming rules within the optional range

described in the IEC standard. When attackers trying to

intrude a system, they firstly need to obtain background

knowledge of the system. An attacker can get unauthorized

access to the ECN in various ways to obtain the knowledge

they need. IP scan attacks can obtain the IP addresses of

devices in the network [25]. An attacker sends ICMP (Internet

Control Message Protocol) requests to multiple destination

addresses in ECN. If a target device replies to these requests,

the reply message reveals the IP address of the device to the

attacker. Port scan can find out which ports on a network

are open [26]. An attacker can run a port scanner on ECN

to monitor which ports of a device in ECN are online.

Attacks breaching integrity: Integrity is a particularly

important component of ECN. Network data transmitted in

ECNmostly contain critical control instructions, such as open

or close instructions of train doors, propulsion instructions

of the traction unit, break instructions of the break unit and

so on. Breaching the integrity of above data causes serious

consequences. An attacker can breach the integrity of ECN

by injecting false network packets or tempering positive

messages to negative messages. Specifically, an attacker can

use MITM (Man in the Middle) attacks to achieve this [27].

The MITM attack is a general term that when an attacker

position himself in a middle place of device A and device B to

eavesdrop or to impersonate one of A&B, making it appears

as if a normal exchange of network messages is underway.

Imagine when the driver sends an acceleration command,

an attacker uses a MITM attack to tamper it to deceleration

command and sends it to the traction unit. This may probably

make accidents happen. MITM attacks have a valid syntax

code as same as the normal messages, hence, spatial-domain

based IDS will not be able to identify it from the message

format. However, the MITM attack inevitably disrupt the

original messages’ temporal correlations, which means that

RNN is suitable to solve this problem.

Attacks breaching availability: ECN uses the real-time

Ethernet technology to ensure the real-time performance of

train control messages, which means that ECN cannot toler-

ate a long-time delay of control messages. DoS (Denial of

Service) attacks can breach the availability of a system [28].

An attacker can use DoS attacks to slow down the data

transmission in ECN or even shut down the whole network.

DoS attacks accomplish this by flooding the target with enor-

mous useless messages. ECN is a mission-critical network

system with high availability requirements. A DoS attack

happens in civil networks may not be a big deal for most

of users. Because the DoS attack usually just makes victims

cannot enjoy their entertainment time, meanwhile, it just

causes the victim a time loss or money loss to solve this

problem. But if a DoS attack happens in ECN, where the most

transmitting data are control data rather than entertainment

information, it may cause train operation accidents, and could

even cause casualties.

IV. PROPOSED METHOD

In this section, an ensemble IDSmethodwas proposed, where

variant CNNmodels and RNNmodels are combined together

to get a high generalization ability and a high accuracy. The

byte relationship of network packet data has variable density,

which is a reflection of spatial features. Meanwhile, some of
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FIGURE 4. Framework of the proposed method.

the network intrusions like DoS and MITM have significant

temporal patterns. That is, a certain instance has correlation

to instances at the previous time, which is a reflection of

time-domain features. As we know that CNN has significant

ability to deal with spatial features and RNN has significant

ability to deal with time-domain features. That is why we

chose to combine CNN and RNN together.

The framework of our proposed method is shown in Fig. 4,

where BC stands for Base Classifier. We first conduct a

data cleansing and a data transformation to raise the basic

quality of our dataset. For the rational use of CNN and RNN,

we design a data imaging method to change the input data of

CNN into the grayscale image format, and propose a temporal

sequence building method to change the input data of RNN

into the temporal sequence format. We then build six base

classifiers based on three CNN models and three RNN mod-

els, i.e., LeNet-5, AlexNet, VGGNet, SimpleRNN, LSTM

and GRU. Finally, a dynamic weight matrix voting method

was designed to integrate six base classifiers. The voting

method is able to assign different weights dynamically to

each class per base classifier according to their classification

abilities. The proposed IDS model gives the final intrusion

classification based on the weighted voting results.

A. DATA PREPROCESSING

In our testbed described in Section V, we have conducted real

cyber-attacks against the ECN to gather realistic dataset con-

taining normal packets and four kinds of attack packets. For

description convenience, we name our dataset as ECN-IDS

dataset.

The ECN-IDS dataset contains 310537 ECN network

packet instances. All instances are labeled into five cate-

gories, i.e., normal, IP Scan, Port Scan, DoS, andMITM. The

percentage of each kind of instances is shown as Fig. 5.

Each of the instances has 34 features as shown in Table 1.

All these features are extracted in the raw packets directly.

These features can be divided into two categories. The first

category consists of common Ethernet features such as source

IP address, protocol type and so on. The second category

consists of features of Train Real Time Data Protocol (TRDP)

defined in IEC61375-2-3 [29]. This protocol is an open net-

work protocol for upper layer communication over IP-based

FIGURE 5. Data distribution of the ENC-IDS dataset.

networks in railway vehicles. It enables real-time transmis-

sion between Ethernet devices in trains. This means that

features 24-32 are unique to train networks.

Before using the ECN-IDS dataset to train and assessment

our IDS model, we firstly need to conduct data preprocessing

to ensure the data can be utilized accurately and effectively.

1) DATA CLEANSING AND DATA TRANSFORMATION

It is worth noting that not all the instances have values in each

feature. For example, the feature ‘ComID’ only appears in

TRDP packets and the feature ‘Flag_ICMP’ only appears in

ICMP packets. This means that missing values (null values)

exist in the dataset. This class of missing belongs to Missing

not at Random (MNAR), so we use zero imputation to cleanse

our dataset [30].

The data type of features in our dataset including numerical

data and nominal data. Nominal data cannot be directly rec-

ognized by deep learning model, so, we use one-hot encoding

to convert nominal features into numerical features.

Differences in the scales across input values may increase

the difficulty of the problem being modeled. We then use

z-score normalization to normalize each feature of all the

instances in our dataset. That is:

xnorm = x − µ
/

σ (1)

where xnorm stands for normalized data, x stands for unnor-

malized data, µ stands for the mean value of the feature, σ

stands for the standard deviation of the feature.
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TABLE 1. Features of our ECN-IDS dataset.

2) DATA IMAGING FOR CNN

Each instance of our dataset is a one-dimensional list with

190 elements after the one-hot encoding and the z-score

normalization. In order to make full use of the advantage of

two-dimensional CNN in processing image data, we design a

data imaging method to transfer our dataset to image format.

We first extend every instance with a zero list of length 6

which makes all instances have 196 dimensions. Then we

transfer them to grayscale images with shape of 14∗14. Five

image data from five different labels are shown as examples

in Fig. 6. As we can see that these five classes of data have

differences in images, to a certain extent, this means that they

are theoretically classifiable for CNN.

3) BUILD DATA TEMPORAL SEQUENCE FOR RNN

Inputs to RNN are sequences of instances. When putting a

sequence x1:t = (x1, x2, · · · , xt ) to RNN model, the model

will output the classification of xt . If we directly slice

the instances at one-dimensional space to build sequences,

the classification information of x1, x2, · · · , xt−1 will loss.

We propose a temporal sequence building method as shown

in Fig. 7 to solve this problem.

We use a changeable number (the length of the input

sequence) of instances as a slidingwindow. This number seqL

becomes a hyper-parameter of our model. After the one-hot

encoding and the z-score normalization of ECI-IDS dataset,

we use the window to slide upon the dataset with step length l

to change the dataset to a two-dimensional form. The new

form of the dataset has a total length l ′total :

l ′total = ltotal − seqL (2)

where ltotal is the number of instances in ECN-IDS dataset.

In the process of sliding, the label of each window is the

same as the label of the last instance within the window.

This method enables our dataset can be directly input to

FIGURE 6. Five example images from five classes.

FIGURE 7. Temporal sequence building process.

RNN models. Compared with the traditional slicing method,

only the label information of seqL− 1 instances at the begin-

ning will loss, which means the loss of information will be

greatly reduced. At the same time, these losses can be easily

remedied by our ensemble IDS model.
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B. BASE CLASSIFIER: CONVOLUTIONAL NEURAL

NETWORK

CNN is a class of deep feedforward neural network with the

characteristics of sparse connectivity and weight sharing. The

typical structure of CNN consists of input layer, convolutional

layer, pooling layer, fully connected layer and output layer.

The inputs of CNN are usually three-channel images with

format of H ×W ×C , where H andW is height and width of

one channel of the image, and C is the number of channels.

C = 3 when the input is colored image and C = 1 when the

input is grey scale image.

A convolutional layer can extract features of a local region

from inputs and feature maps. A feature map is the fea-

tures extracted from an image through filters called convo-

lution kernels. Different convolution kernels are equivalent

to different feature extractors. The size of a feature map is

M (height)×N (width). Because CNN is mainly used in image

processing and the image has a two-dimensional structure,

in order to make full use of the local information of the image,

the neuron is usually organized into a three-dimensional neu-

ral layer. Its size is M × N × D, i.e., it consists of D feature

maps. In general, the architecture of a convolutional layer is

as follows:

(1) Input feature maps: Three-dimensional tensor

x ∈ R
M×N×D, where each slice matrix Xd ∈ R

M×N is one

input feature map, and 1 ≤ d ≤ D;

(2) Output feature maps: Three-dimensional tensor

y ∈ R
M ′×N ′×P, where each slice matrix Y p ∈ R

M ′×N ′
is

one output feature map, and 1 ≤ p ≤ P;

(3) Convolution kernel: Four-dimensional tensor

w ∈ R
U×V×P×D, where each slice matrix W p,d ∈ R

U×V

is a two-dimensional convolution kernel, and 1 ≤ p ≤ P,

1 ≤ d ≤ D.

In order to calculate the output featuremap Y p, convolution

kernelsW p,1,W p,2, · · ·,W p,D are used to convolute the input

feature map X1,X2, · · ·,XD. Then the convolution results are

added together. A scalar bias b is added to get a net input Zp,

again through a nonlinear activation function to get the output

feature map Y p:

Zp = W p ⊗ X + bp =
∑D

d=1
W p,d ⊗ Xd + bp (3)

Y p = f (Zp) (4)

where W p ∈ R
U×V×D is the three-dimensional convolution

kernel, and f (·) is the nonlinear activation function.

The pooling layer is also called subsampling layer, which

is used to summarize the outputs of neighboring groups of

neurons in the same convolution kernel map. It conducts

feature selection and reduces the number of features, so as

to reduce the number of parameters. There are two kinds of

popular pooling functions:

(1) Max pooling: For a region Rdm,n, the maximum activity

value of all neurons in the region is selected as the represen-

tation of the region. It can be described as follows:

ydm,n = maxi∈Rdm,n
xi (5)

where xi is the activity value of each neuron in the

region.

(2) Mean pooling: It is the mean activity value of all

neurons in the region:

ydm,n == (1/Rdm,n)
∑

i∈Rdm,n

xi (6)

Fully connected layer and output layer together constitute

the classifier. Based on the extracted features from layers

ahead, classifier computes the probability distribution of all

the labels by softmax function. It is calculated as follows:

P(y = c |x ) = softmaxc(y) =
exp(yc)
∑k−1

j=0 yj
(7)

where 0 ≤ c ≤ k − 1 and k means that there are k different

labels. Then, in order to optimize the CNN model, using

cross-entropy loss function as the criterion to conduct the

back propagation process based on gradient descent method.

In the development process of CNN, several efficient

structures were proposed. LeNet-5 [31] is a very success-

ful neural network model, although it is one of the earliest

CNN models. LeNet-5 uses convolution, parameter sharing,

pooling and other operations to obtain features, and then it

uses fully connected neural network for classification. The

network structure of LeNet-5 is shown in Fig. 8. It has

7 layers (besides the input layer) including one input layers,

three convolutional layers (C1, C3, C5), two pooling layers

(S2, S4), one fully connected layer (F6) and one output layer.

FIGURE 8. Network structure of LeNet-5.

AlexNet [32] is the first modern deep convolutional net-

work model. It uses many modern deep convolutional net-

work technologies for the first time, such as using GPU for

parallel training, using Rectified Linear Unit (ReLU) as the

nonlinear activation function, using Dropout to prevent over-

fitting and using data enhancement to improve accuracy of

the model. Its network structure is shown in Fig. 9, including

5 convolutional layers, 3polling layers and 3 fully connected

layers.

VGGNet [33] explores the relationship between the depth

of neural network and its performance. By repeatedly stack-

ing 3 × 3 small convolution cores and 2 × 2 maximum pool-

ing layers, the convolution neural network with 11-19 layers

is successfully constructed. VGGNet has a simple structure

as shown in Fig.10. All convolution layers use the same size

of the small convolution kernel, so that the cost of the whole

network parameters is very small, at the same time, the multi-

layer network structure can also ensure to learnmore features.
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FIGURE 9. Network structure of AlexNet.

FIGURE 10. Network structure of VGGNet.

C. BASE CLASSIFIER: RECURRENT NEURAL NETWORK

RNN is a class of convolutional network with the capability

of short-term memory. It is good at processing temporal

sequence data. In RNN, the neurons can not only accept

the information of other neurons, but also accept their own

information to form a loop structure.

RNN can process temporal sequence data of any length by

using the neuron with self-feedback. Given an input sequence

x1:T = (x1, x2, · · · , xt , · · · , xT ), the activity value of the

hidden layer ht is given by:

ht = f (ht−1, xt ) (8)

where h0 = 0 and f (·) is a nonlinear function.

Simple Recurrent Neural Network (SimpleRNN) is a basic

RNN with one hidden layer. Consider the vector xt ∈ R
M as

the input of network at time t and the vector ht ∈ R
D as the

hidden layer state, then ht is not only related to the current xt ,

but also related to the hidden layer state ht−1 at the previous

time. The update formula at time t is given by:

zt = Uht−1 +Wxt + b (9)

ht = f (zt ) (10)

where zt is the net input of the hidden layer,U ∈ R
D×D is the

state-to-state weight matrix, W ∈ R
D×M is the state-to-input

weight matrix, b ∈ R
D is the bias vector and f (·) is the non-

linear activation function (is usually Tanh). Fig. 11 illustrates

the structure of SimpleRNN.

LSTM [34] is a variant of RNN. It can effectively solve

the problem of gradient explosion or gradient disappearance

of SimpleRNN. LSTM introduces the gating mechanism to

control the path of information transmission. There are three

gates that have been used in LSTM:

(1) Forget gate ft : It controls how much information needs

to be forgotten by the internal state ct−1 at the previous

moment.

(2) Input gate it : It controls how much information needs

to be saved by the candidate state c̃t at the current time.

(3) Output gate ot : It controls howmuch information needs

to be transmitted to the external state by the internal state ct
at the current time.

FIGURE 11. Structure of SimpleRNN.

The calculationmethods of these three gates are as follows:

it = σ (Wixt + Uiht−1 + bi) (11)

ft = σ (Wf xt + Uf ht−1 + bf ) (12)

ot = σ (Woxt + Uoht−1 + bo) (13)

where σ (·) is Logistic function, xt is the current input and

ht−1 is the external state at the previous time. The structure

of LSTM is shown in Fig.12.

FIGURE 12. Structure of LSTM.

GRU [35] is another popular gated RNN. Differ from

LSTM, GRU does not introduce additional memory units.

Fig. 13 illustrates the structure of GRU. It introduces an

update gate zt to control how much historical information

needs to be saved at the current state, and how much new

information needs to be received from the candidate state.

GRU also introduces a reset gate rt to control whether the

calculation of the candidate state h̃t depends on the state ht
at the previous moment. The update gate and reset gate are

calculated as follows:

zt = σ (Wzxt + Uzht−1 + bz) (14)

rt = σ (Wrxt + Urht−1 + br ) (15)

FIGURE 13. Structure of GRU.
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The calculation method of how the state of GRU is updated

is as follows:

h̃t = tanh(Whxt + Uh(rt ⊙ ht−1) + bh) (16)

ht = zt ⊙ ht−1 + (1 − zt ) ⊙ h̃t (17)

D. DYNAMIC WEIGHT MATRIX VOTING METHOD

Voting theory has been proven to be a particularly efficient

combination method for multi-output problems [36]–[38].

We design a dynamic weight matrix voting method to con-

verge the advantages of the six models mentioned above.

Each of our six base classifiers output the probability

of 5 class at the output layer. This means that after the

training, we get a probability matrix of each class per base

classifier:

pij =

















p11 p12 p13 p14 p15
p21 p22 p23 p24 p25
p31 p32 p33 p34 p35
p41 p42 p43 p44 p45
p51 p52 p53 p54 p55
p61 p62 p63 p64 p65

















(18)

where pij stands for probability, i ∈ {1, 2, · · · , 6} stands for

the number of the base classifiers, j ∈ {1, 2, · · · , 5} stands

for the number of the label classes.

We give each element within the probability matrix a

dynamic weight ωij. Hence, we get a dynamic weight matrix:

ωij =

















ω11 ω12 ω13 ω14 ω15

ω21 ω22 ω23 ω24 ω25

ω31 ω32 ω33 ω34 ω35

ω41 ω42 ω43 ω44 ω45

ω51 ω52 ω53 ω54 ω55

ω61 ω62 ω63 ω64 ω65

















(19)

The dynamic weight ωij is calculated as follows:

ω′
ij =

{

ln(Rij
/

1 − Rij
) Rij > 0.5

0 Rij ≤ 0.5
(20)

ωij =
ω′
ij

∑6
i=1

∑5
j=1 ω′

ij

(21)

where Rij is the correct classification ratio of each class per

base classifier.

Each time we train the models, the weight matrix can be

calculated dynamically by formulas above. The final output

label class of our ensemble IDS model is voted by:

class = argmax
j

∑6

i=1
ωijpij (22)

where class ∈ {1, 2, 3, 4, 5} and these 5 numbers stands for

five class labels.

V. EXPERIMENTS AND RESULTS

In this section, our ECN testbed was first described in

detail. Then the evaluation metrics suitable to evaluate

machine learning intrusion detection models are introduced.

Different experiments were conducted based on all the base

classifiers and our whole ensemble IDS model. The details

and the results of the experiments are given.

A. ECN TESTBED

Because of commercial factors and privacy restrictions, rail-

way operators almost never release their network data. It is

hard to obtain real-world train datasets. To avoid this situation

hindering our research on ECN intrusion detection, we build

a physical ECN testbed as shown in Fig. 14.

FIGURE 14. ECN testbed.

The real photo cannot clearly show the equipment distribu-

tion and cable connection of our testbed. Hence, we illustrate

them in logistic topology of ECN in Fig. 15. Every node and

cable in these two figures have one-to-one correspondence.

Our testbed is based on the ECN ring topology in accor-

dance with a certain type of train which has been applied

for public usage (Due to the confidentiality requirements,

the specific train name is not given in this article). Our testbed

consists of three kinds of equipment: three layer-3 switches

simulate the consist switches in ECN; nine Linux develop-

ment boards, one self-made train ethernet Control and Moni-

toring Server (CMS) and two PC form all the end devices; one

PC simulates the attacker; one PC acquires data based on the

Wireshark software and the Switched Port Analyzer (SPAN)

technology.

Referencing the actual train terminal communication ser-

vices, we configure the corresponding normal train commu-

nication flows in end devices. We write penetration software

using python to inject four kinds of network attacks described

in Section III, i.e., IP Scan, Port Scan, DoS and MITM.

Using the SPAN technology and the Wireshark software,

network data was captured, including normal packets and

attack packets.
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FIGURE 15. Logistic topology of ECN testbed.

B. EVALUATION METRICS

There are several metrics often used by researchers to evalu-

ate the performance of machine learning models in intrusion

detection issues [39] [40]. The description of them is as

follows.

(1) Confusion matrix: The confusion matrix is a tabulation

often used to describe the performance of a classification

model. For binary classification, as shown in Table 2, each

row of the matrix represents the instances in an actual class

and each column represents the instances in a predicted class.

TABLE 2. Confusion matrix for binary classification.

In the confusion matrix, true positive (TP) means attack

data correctly predicted, false positive (FP) means attack data

incorrectly predicted, false negative (FN) means normal data

incorrectly predicted, true negative (TN) means normal

data correctly predicted.

For multi-class classification, each combination of two

classes generates a confusion matrix, which means that

turning a multi-class classification issue into several one-

to-others binary classification issues. The final result of

multi-class classification can be calculated by averaging all

the binary matrixes.

(2) Accuracy: The accuracy Acc is the most commonly

used evaluation metric. It is the proportion of correctly pre-

dicted instances out of the total instances, that is:

Acc =
TP+ TN

TP+ FP+ TN + FN
(23)

(3) Precision: The precision P is the proportion of correctly

predicted attacks out of instances classified as attacks, that is:

P =
TP

TP+ FP
(24)

(4) Recall: The recall R is the proportion of correctly

predicted attacks out of all the actual attack instances, that

is:

R =
TP

TP+ FN
(25)

(5) F-score: The F-score F is a comprehensive measure of

precision and recall, that is:

F =
(1 + β2) · P · R

(β2 · P) + R
(26)

where β measures the relative importance of precision and

recall.

(6) Macro average and micro average: Metrics mentioned

above were used for binary classification. A multi-class clas-

sification issue can be treated as the combination of several

binary classification issues. Macro and micro average are

two different means to evaluate average performance of a

multi-class classification issue. Macro average pays more

attention to the influence of classes with small sample capac-

ity, and micro average pays more attention to the influence of

classes with large sample capacity. For IDS, attacks usually

have small sample capacity, so we choose the macro average

as the metric to evaluate the multi-class classification perfor-

mance. The macro average is calculated as follows:



























macroP =
1

n

∑n

i=1
Pi

macroR =
1

n

∑n

i=1
Ri

macroF =
(1 + β2) · macroP · macroR

(β2 · macroP) + macroR

(27)

where n is the number of data classes (5 in the paper).

C. DETAILS OF THE EXPERIMENTS

The experiments were carried out on a PC equipped

with 64-bit Intel(R)Core(M) i7-9700K CPU@3.60GHz,

16 GB RAM, Nvidia GeForce RTX 2060 Super (8GB) GPU,

Windows 10 operating system, Keras 2.4.3 framework.

The total number of the instances in the ECN-IDS dataset

is 310537. We used two steps to conduct sample allocation.

The first step, the holdout methodwas used to split out dataset

into two sets: 80% for step two and 20% for testing. Stratified

mode was used to preserve the original class proportion. The

second step, in order to obtain a reliable and stable model,

we used 5-fold cross validation to split the 80% dataset into

5 mutually exclusive subsets with the same size. Each time

we use 4 subsets as the training set and the rest subset as the

validation set.

There are some hyperparameters need to be set before

training. The learning rate is set to 0.002. The number of

iteration epochs is set to 20. The batch size is set to 64.

The weights and biases are initialized randomly based on

Gaussian distribution. The sequence length seqL is set to 30.
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TABLE 3. Results for base classifiers and the ensemble model on different intrusion classes.

D. RESULTS AND ANALYSIS

In order to demonstrate the ability of our ensemble IDSmodel

to promote the performance of base classifiers, we first list

the full set of results in Table 3 for all the base classifiers and

the ensemble model on different intrusion classes, separately.

Then, we list macro average results of the whole model on

multi-class classification to show the final detection capabil-

ity, as shown in Table 4.

The value of β in F-score measures the relative importance

between recall and precision. The recall has a bigger influ-

ence when β > 1. The main purpose of IDS is to detect all

the network attacks as far as possible. Recall mainly reflects

the ability of IDS model to recognize attack instances. So,

we set β = 1.2 in the F-score.

The results in Table 3 -a and Table 3 -b indicate that CNN

models and RNN models all have good performance for IP

Scan and Port Scan and our ensemble IDS outperforms most

base classifiers. This can be explained that IP Scan and Port

Scan have effective static features and do not have obvious

temporal correlation.

The results in Table 3 -c and Table 3 -d indicate that RNN

models have evident better performance than CNN models

and the ensemble IDS also outperforms most base classifiers.

This can be explained that DoS and MITM have temporal

correlation, which is suitable for RNNmodels. It is worth not-

ing that CNN models have poor performance on MITM. The

reason for this is that MITM have almost the same features

of normal packets. It also can be seen from the data images

listed in Section IV. Temporal correlation between a MITM

packet and previous packets is one of the few exploitable

weaknesses of MITM.

The results in Table 4 indicate that our proposed

ensemble IDS model achieves a high precision value

of 0.968, a high recall value of 0.975 and a high F-score

(β = 1.2) of 0.972. It outperforms all the other base

classifiers.

For a better intuitive display, we illustrate all the results

based on precision, recall, F-score in Fig. 16, Fig.17

and Fig. 18.

FIGURE 16. Precision comparison.

FIGURE 17. Recall comparison.

As shown in figures above, our ensemble IDS model

has the ability to aggregate advantages from different
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FIGURE 18. F-score(β = 1.2) comparison.

FIGURE 19. Accuracy comparison.

TABLE 4. Final results of the ensemble IDS model (macro average).

base classifiers. Through our proposed method, the weak-

nesses of base classifiers on different attack classes are

avoided. For example, although CNN models perform poor

on MITM class, our ensemble IDS model still achieve a good

performance in the final.

A good IDS model should detect both attack packets and

normal packets accurately. The accuracy metric reflects the

ability of a model to classify both positive and negative

instances. We illustrate the accuracy of all the base classifiers

and our ensemble IDS model in Fig. 19.

As shown in Fig. 19, CNN models achieve ordinary per-

formances which could be caused by its poor performance

on temporal correlation data. RNN models achieve better

accuracy performances than CNN models. Our proposed

ensemble IDS model achieves the best accuracy performance

with the value of 0.975.

VI. CONCLUSION

The modern railway vehicle network is under the increasing

threat of serious network intrusions. In this paper, a novel

ensemble IDS method based on convolutional neural net-

works and recurrent neural networks for train Ethernet con-

sist network has been proposed and discussed. In order to

aggregate the abilities of CNN and RNN, we built three

different CNNmodels and three different RNNmodels as the

base classifiers. A dynamic weight matrix voting method was

proposed to integrate all the base classifiers. We introduced

the ECN testbed built by ourself and discussed the potential

attacks against the ECN network. Four classes of attacks have

been considered, that is: IP Scan, Port Scan, DoS and MITM.

A data imaging method and a temporal sequence building

method were designed to transform our dataset in appropriate

forms for CNN models and RNN models, separately. The

experiment results indicate that our proposed method effec-

tively aggregate advantages of base classifiers. The proposed

method yield a superior result in terms of precision, recall,

F-score (β = 1.2) and accuracy.

The four classes of attacks discussed in the paper represent

the main threats to ECN. However, the network attack means

emerge frequently and develop rapidly. There are bound to

be more network attacks that may threaten ECN. The out-

standing results obtained in this paper encourage us to prove

the effectiveness of the proposed method on other classes of

attacks in the future. Our proposed method mainly pursues

high detection ability without much discussion on the com-

putational speed. In the future, we will continue to focus our

research on how to optimize the computational speed as much

as possible on the basis of ensuring an outstanding detection

ability.
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