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Abstract

Unlike most other software quality attributes, testability cannot be evaluated solely based

on the characteristics of the source code. The effectiveness of the test suite and the budget

assigned to the test highly impact the testability of the code under test. The size of a

test suite determines the test effort and cost, while the coverage measure indicates the test

effectiveness. Therefore, testability can be measured based on the coverage and number of

test cases provided by a test suite, considering the test budget. This paper offers a new

equation to estimate testability regarding the size and coverage of a given test suite. The

equation has been used to label 23,000 classes belonging to 110 Java projects with their

testability measure. The labeled classes were vectorized using 262 metrics. The labeled

vectors were fed into a family of supervised machine learning algorithms, regression, to predict

testability in terms of the source code metrics. Regression models predicted testability with

an R2 of 0.68 and a mean squared error of 0.03, suitable in practice. Fifteen software metrics

highly affecting testability prediction were identified using a feature importance analysis

technique on the learned model. The proposed models have improved mean absolute error

by 38% due to utilizing new criteria, metrics, and data compared with the relevant study on

predicting branch coverage as a test criterion. As an application of testability prediction, it is

demonstrated that automated refactoring of 42 smelly Java classes targeted at improving the

15 influential software metrics could elevate their testability by an average of 86.87%.

Keywords: Software testability, software metrics, automated refactoring, static and dynamic

analysis, machine learning.
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1. Introduction

Software testing is an undecidable problem [1, 2], while testability is a decidable property

of software. If testing were decidable, there would be no reason for testability. So far, software

testability has been primarily measured in terms of source code metrics [3–5]. Cyclomatic

complexity (CC) for a method [6], weighted methods per class (WMC) [7], lack of cohesion of

a method (LCOM) [6], tight class cohesion (TCC) [8], and loose class cohesion (LCC) [8] are

examples of source code metrics mostly applied to measure testability. Controllability and

observability are the other known metrics used to measure testability [9, 10]. All of These

metrics are computed statically without considering test effectiveness and effort. However,

according to the standards [11, 12], the two significant factors affecting the testability are the

test effectiveness and efficiency, which cannot be computed without considering the runtime

behavior.

ISO/IEC 25010:2011 standard [12] defines testability as the” degree of effectiveness and

efficiency with which test criteria can be established for a system, product or component and

tests can be performed to determine whether those criteria have been met.” Based on this

definition, test efficiency and effectiveness are assumed to be contingent upon testability and

vice versa. Recently, there have been some considerations for test effectiveness and efficiency

as the two main ingredients to measure testability. For instance, a recent attempt by Terragni

et al. assumes a direct relation between testability and test effort when formulating testability

[13].

Several complexity metrics have been used to estimate testability solely from a test effort

point of view [6, 8, 14–17]. These metrics can take any value that does not precisely indicate

the testability measure. Moreover, recent studies show a moderate correlation between

software metrics and testability [16, 17]. The moderate correlation implies that metrics do not

entirely measure testability [18], and there are factors involved in developing test cases that

software metrics cannot capture. Indeed, the correlation is measured between the metrics and
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testability regarding the test effort. This paper shows that the correlation could be strong

enough, provided that besides the test effort, the test effectiveness was considered.

This paper offers a mathematical model to precisely compute testability in terms of the

tests’ effectiveness and efficiency. The effectiveness is subject to the test coverage, while the

efficiency depends on the inverse of the effort made to establish the test criteria: the higher

testability, the less effort required to test effectively. The mathematical model computes

testability using the runtime information collected by an automated test data generator,

EvoSuite [19], for Java classes. The test effectiveness and effort used by the mathematical

model may be affected by tester skills and budgets, which are unknown for manual tests.

However, testability is an inherent attribute of software. Therefore, it is preferred to generate

test data automatically. In this way, fair testing conditions are provided for all the classes

under test to avoid any external factor that may affect testability. Otherwise, human factors

such as the tester skills should be added to the suggested testability model.

The two significant downsides of the mathematical model are the possibility of lengthy

execution times and the reliance on the executable code. Therefore, once and for all, the

mathematical model was used to calculate the testability of 23,000 Java classes. The classes

were then vectorized using 264 software metrics. The vectors were then labeled with their

corresponding testability computed by the mathematical model. The labeled vectors were

used as samples to train an ensemble of meta-estimators built upon three base regressors to

predict class testability without running the program under test. The learned model predicts

testability statically in terms of source code metrics.

The authors have already introduced a model to predict test effectiveness in terms of a

new metric called Coverageability [20]. Coverageability indicates the extent to which a given

source code may be covered with test data generated automatically. Coverageability, indeed,

can be considered as a measure of test effectiveness. Test efficiency is another factor affecting

testability. Test efficiency opposes its effectiveness. Therefore, a compromise should be struck

between the effectiveness and efficiency of the test to ensure reasonable testability. The

proposed approach in this paper considers both the test effectiveness and efficiency factors to

compute testability.

Practically, as the number of statistical features increases, the system’s accuracy improves
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[20]. The accuracy of the proposed model was improved when using statistical (minimum,

maximum, sum, mean, and standard deviation) values of the metrics. This way, the number

of metrics used to train the model increased to 262. A feature importance analysis technique

[21] was applied, computing the impact of each metric on testability prediction to support

the interpretability [22] of the learned model. All the source code metrics were then ranked

and sorted according to the model sensitivity to each metric. Finally, a set of refactoring

operations that highly change influential metrics was selected and applied to improve the

class testability.

The effect of refactoring on source code metrics and, subsequently, the impact of the

source code metrics on the testability of the unit under test has enabled estimation of the

impact of refactorings on the testability. The proposed model has made it possible to develop

testable code by measuring testability before and after refactoring. Frequent refactoring

followed by testability measurement leads to efficient and effective tests, reducing testing costs.

Moreover, as testability improves, some quality attributes, including reusability, functionality,

extensibility, and modularity. In summary, the significant contributions of this research to

the software testability literature are as follows:

1. To establish a mathematical model that relates test efficiency and effectiveness with

software testability.

2. To predict testability value using source code metrics without any need to run the

program.

3. To designate the most influential source code metrics affecting testability prediction.

4. To provide the opportunity to measure and improve testability while developing code.

The experimental results on 110 software projects show that the proposed model could

learn and predict the testability of 23,000 Java classes with an R2 of 0.68 and a mean squared

error of 0.03. Moreover, the experiments with automatically refactoring 42 Java classes

demonstrate relatively significant improvement in source code metrics, as a result of which, on

average, testability was enhanced by 86.87%. In addition, other quality attributes, including

reusability, functionality, extendability, and modularity, were improved.
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The remaining parts of this paper are organized as follows: Section 2 discusses the

background and related works. Section 3 describes a new testability definition and proposes a

methodology for measuring the source code testability. Experimental evaluation results are

given in Section 4. Section 5 discusses threats to validity. The conclusion and feature work

are discussed in Section 6.

2. Related work

There are several definitions for software testability, none of which specify how to measure

testability, which has led researchers to develop different approaches [9]. The recent survey

by Garousi et al. [9] has listed more than 30 definitions for software testability. The IEEE,

ISO, and IEC standards propose seven of these definitions. According to their survey, the

most common definitions are as follows:

1. IEEE standard 610.12-1990 [23]: ”the degree to which a system or component facilitates

the establishment of test criteria and the performance of tests to determine whether

those criteria have been met; the degree to which a requirement is stated in terms that

permit the establishment of test criteria and performance of tests to determine whether

those criteria have been met.”

2. ISO standard 9126-1: 2001 [24]: ”attributes of software that bear on the effort needed

to validate the software product.”

3. ISO/IEC standard 25010:2011 [12]: ”degree of effectiveness and efficiency with which

test criteria can be established for a system, product or component and tests can be

performed to determine whether those criteria have been met.”

The most recent definition proposed by ISO/IEC standard 25010:2011 [12] is considered

in this paper to establish a novel testability prediction model. Many approaches provide

mathematical models for calculating testability [3, 15, 25, 26]. Their results can not be

generalized because they investigate at most eight software projects [13]. They also use

manually generated test cases which could be a reason for the low number of projects.
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Bruntink and van Deursen [14, 15] have investigated the correlation between C&K metrics

and test effort in terms of line of code per class (dLOCC) and the number of test cases

(dNOTC). However, they have not considered the test budget and test effectiveness factors in

computing the correlation. Moreover, they have only used five Java projects to evaluate their

results. Badri et al. [16] concluded a moderate correlation between cohesion metrics and test

effort using only two software systems. The moderate correlation implies that these metrics

do not entirely measure the test effort. Toure et al. [25] introduced a more complex metric

called Quality Assurance Indicator (Qi) based on the concept of control call graph (CCG).

However, they have not considered any runtime information, including test adequacy criteria,

in their measurement. Badri et al. [26] used linear regression analysis, and five machine

learning algorithms have been used to develop explanatory models. However, they did not

consider the metric impacts on test adequacy criteria.

Controllability and observability concepts have been explored broadly for measuring

software testability [9, 10]. There are different definitions for observability and controllability

properties in software systems. In general, observability determines how easy it is to observe

the behavior of a program (part of the program) in terms of its outputs, effects on the

environment, and other hardware and software components [27]. It emphasizes the ease of

observing program outputs. For instance, passing argument by reference reduces the program

observability since the inputs may change by the body of the called method. Controllability

is the degree to which the state of the component under test as required for testing can be

controlled. It focuses on the ease of producing a specified output from the specified input [28].

For instance, the polymorphic method reduces the controllability since different paths in the

program are executed based on the type of input that inference implicitly.

Observability and controllability concepts are mainly used to assess the testability of

hardware components. The adaption of these concepts to software systems has been performed

by many authors [9]. However, there are very limited practical implementations and empirical

studies on measuring software testability based on the observability and controllability metrics.

COTT [29] is a framework to help the software tester observe the internal behavior and

control the difficult-to-achieve states of the software under test (SUT). It needs the SUT to

be instrumented and executed for collecting the controllability and observability information,
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exhausting for large source codes.

Runtime testability is defined as the maximum code coverage achieved when running tests

[30]. Code coverage [2] achieved by a test suite provides a sound indication of test effectiveness

and quality [13]. Salahirad et al. [31] have shown that branch coverage is the most influential

criterion for using in the fitness functions of search-based test data generation tools. They

have concluded that it is more difficult to automatically generate tests for less visible class

methods, e.g., the private method. Testability, therefore, has severe impacts on the result of

automated testing. The observation was that the relationship between testability and code

coverage had not been studied when applying automated testing. Ma et al. [32] studied

the impact of code visibility metrics on code coverage in manual and automated testing.

Code visibility refers to the accessibility of entities from other entities in the program. In

object-oriented programming, access modifiers such as private, protected, and public provides

code visibility and information hiding facilities. Results demonstrate that developer-written

tests are insensitive to code visibility; however, automatically generated tests yield relatively

lower code coverage on less visible code. Automated testing obstacles and issues could be

explored by establishing a relationship between source code metrics and testability.

The early works to estimate code coverage are proposed by Daniel and Boshernitsan [33].

They created a decision tree classifier for Java projects to predict the coverage level of the

method under test before testing with an automatic test data generation tool. However,

their trained classifier could estimate the coverage level in two classes of high and low only.

Therefore, their proposed model is not suitable for discriminating programs based on their

testability values.

Ferrer et al. [34] have introduced a new complexity measure, branch coverage expectation

(BCE), to estimate the number of test cases required to achieve full branch coverage. To this

aim, they have transformed the program control graph (CFG) into the first-order Markov

chain [35]. They hard-coded the probability of transitions between basic blocks represented as

states in the Markov Chain and used the average stationary probability of all basic blocks to

compute BCE. They concluded that traditional metrics do not estimate the coverage obtained

with test-data generation tools compared to BCE for the corresponding code snippet. However,

computing the stationary distribution for all basic blocks in large programs is time-consuming
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and may result in space state explosion. In addition, having no sound justification for the

probabilities assigned to the transitions in the Markov Chain threatens the accuracy of the

results.

The code coverage level is practically measured in terms of statement or branch coverage

as continuous variables. Regression learning is preferred most when the target variables are

continuous. Grano et al. [36] have created and compared four regression models, including

Huber regression [37], support vector regression [38], multilayer perceptron [39], and random

forest regression [21], to predict the branch coverage level of the class under test based

on 79 source code metrics. Despite using various source code metrics, data samples, and

configuration parameters to tune the models, they have reported a relatively low prediction

performance. The empirical analysis of the interrelationship between branch coverage and

source code metrics indicates that branch coverage is poorly correlated with source code

metrics, which leads to low performance when machine learning is used for prediction. This

observation is supported by the fact that test efforts directly impact the branch coverage in

addition to the source code attributes, measured in terms of the metrics.

In recent work, Terragni et al. [13] normalized test effort metrics (number of test cases,

number of assertions, and lines of test codes) with test adequacy metrics (line coverage, branch

coverage, and mutation score) and showed that this normalization boosts the correlation

between test effort and test adequacy metrics. Their approach can only estimate test effort

based on only one metric at a time. More importantly, like other related works, they use

existing human-written tests as benchmarks. Indeed, as an inherent feature, human factors

should not affect testability.

So far, machine learning approaches have been applied to different aspects of software

testing and debugging [40], including test data generation [41], fault prediction [42–44], and

fault localization [45, 46]. Mesquita et al. [44] have used the extreme learning machine (ELM)

algorithm to classify source code modules as faulty and nonfaulty with a reject option using

17 source code metrics. If the faulty and nonfaulty classes are almost equally probable, the

classifier rejects the sample instead of choosing a label. The source code metrics introduced

in this article are 262, which provide a relatively good feature space for any machine learning

technique applied to source code analysis. For sure, by increasing the 17 metrics to 262, the
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accuracy of the fault prediction models will also improve.

Shi et al. [43] have proposed a new source code representation method, PathPair2Vec, based

on path pairs in abstract syntax trees. Their approach converts the source code of a method

to a fixed-length-vector which is then used as a feature vector for the code defect prediction

task. PathPair2Vec [43] outperforms code2vec [47] and code2seq [48] approaches which are

similar code embedding methods. However, the automatic code embedding approaches are

computationally intensive and require many code samples to train properly. In contrast, this

paper proposes a lightweight approach to improve feature space by systematically adding new

source code metrics.

Xiao et al. [49] have incorporated test efforts in software fault detection and correction

process. The authors have modeled the software testing process by a tri-process combining

testing effort, fault detection process (FDP), and fault correction process (FCP) in Consecutive

testing periods. Different neural network architectures have been used to predict the next

triplet of the testing effort, FDP, and FCP, based on a sequence of previous ones. The

testing effort in their experiments is expressed as the CPU hours or the total number of weeks

consumed in the manual testing and correction process. However, this type of effort is highly

influenced by tester skills. This paper uses automatic test data generation to keep the tester’s

skill and other factors affecting test results, such as the time budget fixed for all projects.

Dutta et al. [46] have presented a hybrid approach, Combi-FL, for effective fault localiza-

tion by combining neural network, spectrum-based, and mutation-based fault localization

techniques. Four out of eight techniques used in Combi-FL are based on neural networks,

which emphasize the effectiveness of learning-based methods.

The methodology proposed in the next section leverages supervised learning techniques

to build a testability prediction model based on the standard definition of testability [12].

It applies a well-known test data generation tool, EvoSuite [50], to 110 Java open-source

projects [51] to generate test suites and collect the code coverage levels by the generated tests.

EvoSuite is selected because it is a state-of-the-art tool [19], attempting to maximize many

test adequacy criteria by employing evolutionary algorithms compared to the pure random

test data generators [52].
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3. Methodology

The proposed testability measurement methodology follows the system and software quality

models standard, ISO/IEC25010: 2011 [12], emphasizing two aspects of test efficiency and

test effectiveness required to establish and satisfy given test criteria. Section 3.1 offers a

mathematical model considering these two aspects to compute testability. The mathematical

model is used to label samples used for building the machine learning model, described in

Section 3.2.

3.1. Testability formal definition

For a given class, X, testability, T (X), is defined as the product of its test effectiveness,

TQ (X), and test efficiency, TP (X):

T (X) = TQ (X)× TP (X) (1)

The test effectiveness, TQ (X), of the class, X, is computed as the average of different

coverage criteria, Criteria, considered for a given test suite:

TQ (X) =
1

|Criteria|
∑

c∈Criteria

clevel(X) (2)

where clevel(X) denotes the covered level of the given criterion, c. The test efficiency, TP (X),

is considered as the reciprocal of test effort, TE (X):

TP (X) =
1

TE (X)
(3)

The main factor used to measure test effort in software testing literature is the test suite

size [13]. The empirical observations in this article show that as the number of tests increases,

the growth rate of the code coverage decreases. Suppose there are ten paths in a given source

code. The objective of a test data generator is to generate influential test data not overlapping

with the existing one. Therefore, when generating the first test data, the probability of

generating test data that covers a path that is already covered by the existing test data is

zero. When generating the second test data, the probability will be 0.1, and when generating
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the ninth test data, the probability will be 0.9. Therefore, as the number of influential test

data affecting the coverage increases, the probability of generating redundant test data not

affecting the coverage increases.

On the other hand, generating more influential tests with the same time budget results

in higher testability. An influential test is a test that strictly increases the code coverage.

Therefore, for the class, X, test effort, TE (X), can be measured as follows:

TE (X) = (1 + ω)d
|τ(X,c)|
NOM(X)e−1 (4)

where τ (X, c) is the minimized test suite containing influential tests normalized by the number

of methods, NOM(X), in the class, X and ω is the average time it takes to generate an

influential test:

ω =
t− 1

|τ (X, c)|
(5)

Finally, Equation 1 can be rewritten as follows:

T (X) =
1

|Criteria|
∑

c∈Criteria

clevel(X)

× 1

(1 + ω)d
|τ(X,c)|
NOM(X)e−1

(6)

The testability, T̄ (M), of a component, M , including n classes, can be computed as the

average testability of its classes:

T̄ (M) =
1

n

n∑
i=1

Ti(X) (7)

The mathematical model has been used to label the samples, representing class components,

with their testability measures at run time. The following section describes how to use the

labeled samples to learn a testability prediction model.
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3.2. Testability prediction

The proposed testability prediction model aims to estimate the value computed by Equation

6 based on the source code metrics. This way, there will be no need to generate test data and

run the class under test. The learning algorithm finds the parameters of a real-valued function

f that maps the vector of the source code metrics, ~v, of a given class, X, to its testability

value, T (X), i.e., f : ~v ∈ Rn → T ∈ R, with minimum possible error. Figure 1 illustrates the

testability prediction process, which consists of two learning and inference phases. A detailed

description of each phase is as follows:

1. Data collection. Java classes from various software systems are collected to be used

as benchmarks for testability prediction.

2. Target value computation. Each class in the benchmark is tested to obtain dynamic

metrics used by testability mathematical model. The target value for the regression

models is then computed using the testability mathematical model (Equation 6).

3. Feature vector construction. Each class in the prepared dataset is converted to a

feature vector, ~v, in which each feature indicates a source code metric.

4. Model training. An ensemble of multilayer perceptron [39], random-forest [21], and

histogram-based gradient boosting regressors [53, 54] is trained on the dataset. The

training samples consist of a vector of source code metrics labeled by the testability

of a class within the dataset. Each of the base regressors is trained using a five-fold

cross-validation method.

5. Model inference. The learned model is used to predict the testability of a given class

based on the static metrics.

A detailed description of the abovementioned steps is given in the following sections. The

learning process begins with computing source code and runtime metrics used as independent

and dependent variables.
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Figure 1: Testability prediction process.

3.3. Metrics computation

Two sets of dynamic and static metrics, respectively evaluated at runtime and compile-time,

are used to construct the testability prediction model. The dynamic metrics are computed

while running the program under test to generate test data. Section 3.3.1 describes the

dynamic metrics as coverage metrics and the approach used to compute them. In contrast

to dynamic metrics, static metrics are computed without any need to execute the program

under test. The static metrics are the subject of Section 3.3.2.

3.3.1. Dynamic metrics

The runtime metrics include branch coverage, statement coverage, and the size of the minimized

test suite provided by EvoSuite [50]. These runtime metrics were used as the parameters in

Equation 6 to evaluate each class’s testability in the prepared dataset.

EvoSuite is an evolutionary test data generator tool that uses the whole test suite generation

technique [55]. A candidate solution (chromosome) in the whole test suite generation technique

is a test suite consisting of a variable number of test cases. A population of candidate solutions

is evolved during the evolutionary search using operators imitating natural evolution such

as crossover and mutation. Individuals are selected for reproduction based on their fitness,

i.e., an estimation of how close they are to the optimal solution. The evolutionary process

terminates once the test budget is exhausted or a hundred percent coverage is achieved. The

resulting test suite is finally minimized to include only influential test cases affecting the test

suite’s coverage.
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EvoSuite generates JUnit test classes for each class in a given Java project. It saves the

test suite size and its coverage information for all the classes of the Java project in a CSV

file. The authors have shown that their whole test suite generation approach outperforms the

other test data generation approaches [19, 51, 55].

EvoSuite [50] uses a stochastic approach. Each time it generates tests for a class, those

tests may differ in number, length, construction, and attained coverage. Therefore, EvoSuite

was run multiple times on each project to generate test suites with different random seeds,

and then the results were averaged.

3.3.2. Static metrics

The compile-time metrics include 262 metrics computed using the compiler front-end anal-

ysis. These metrics are used to convert a Java class into a feature vector. The vectorized

representation of the source code is improved as the number of metrics increases. Initially, 40

well-known source code metrics listed in Table 1 were selected. The ’CS’ abbreviation refers

to class-level metrics, and the ’PK’ abbreviation refers to package-level metrics. Afterward,

these features were extended by applying a systematic metric generation technique to seven

metrics evaluated for the methods of a class (CS) and classes within each package (PK).

Techniques applied to enhance the feature space are described in Section 3.3.3.

In addition, this paper defines and computes a new set of metrics, called lexical metrics,

to represent the lexical properties, such as the number of identifiers, operators, and imports

used in a source code file. Lexical metrics are listed in Table 2. A Java source file may contain

several classes as well as a class may be enclosed by another class (nested classes). The

proposed lexical metrics capture the size and complexity of the Java source file containing

the class under test. Since these metrics are computed for each Java file separately, we refer

to these metrics as file-level lexical metrics.

Most of the metrics listed in Table 1 have already been proposed in the literature, including

Chidamber and Kemerer (C&K) metrics [7], HS metrics [56], MOOD metrics [57], QMOOD

metrics [58], MTMOOD metrics [3] and Custom metrics introduced in [59]. However, only

a few of these metrics are utilized to measure the testability of the software [60]. Each

source code metric seemingly affecting the testability is mentioned in Tables 1 and 2. In
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addition, all the metrics, such as the number of blank lines, number of comment lines, and

comment-to-code ratio that could not affect the testability, were not added to the features

vector.

3.3.3. Systematic metrics

This paper offers a systematic approach to enhancing the feature space by deriving sub-metrics

from method-level metrics. By selecting seven method-level metrics, bolded in Table 1, 200

sub-metrics could be derived. Sub-metric is a new concept introduced in this paper. A

sub-metric is a metric derived from an existing software metric. For instance, cyclomatic

complexity is a known metric defined and computed for the program’s methods. Average,

sum, min, max, and standard deviation are the five operators applied to the cyclomatic

complexities of a class method to compute different cyclomatic complexity sub-metrics for the

class. In addition, as shown in Figure 2, there are four different computations for cyclomatic

complexity [61] to each of which these operators are applied. These operators are applied

once with and another time without considering the accessor and mutator methods [59]. In

total, by applying this set of operators, 40 effective sub-metrics have been generated for cyclic

complexity. According to Figure 2, sub-metrics derived from cyclomatic complexity are as

follows:

• Sub-metric #1: CC Sum All Methods

• Sub-metric #2: CC Sum NAMM

• Sub-metric #3: CC Mean All Methods

• Submetrics #4: CC Mean NAMM

• . . .

• Submetric #39: CCEssential SD All Methods

• Submetric #40: CCEssential SD NAMM

These operators were applied to six other method-level metrics. The same process has

been applied to derive package-level metrics from class-level. A class’s interactions with the

other classes, or in other words, the context of a class, affects its functionality. That is why

statistical operators were applied at the package level to all the classes in the enclosing package.

The metrics computed for a package were attached to the feature vectors of all its including
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Table 1: Source code metrics.

Subject Metric Full name CS PK Sum

Size

LOC
NOST
NOSM
NOSA
NOIM
NOIA
NOM
NOMNAMM
NOCON
NOP
NOCS
NOFL

Line of code
Number of (NO.) statements
NO. static methods
NO. static attributes
NO. instance methods
NO. instance attributes
NO. methods
NO. not accessor or mutator methods
NO. constructors
NO. parameters
NO. classes
NO. files

36
36
1
1
1
1
1
1
1
10
0
0

15
15
1
1
1
1
1
1
1
0
1
1

128

Complexity

CC
NESTING
PATH
KNOTS

Cyclomatic complexity
Nesting block level
NO. unique paths
NO. overlapping jumps

40
4
10
10

20
4
0
0

88

Cohesion
and

Coupling

NOMCALL
DAC
ATFD
LOCM
CBO
RFC
FANIN
FANOUT
DEPENDS
DEPENDSBY
CFNAMM

NO. method calls
Data abstraction coupling
Access to foreign data
Lack of cohesion in methods
Coupling between objects
Response set for a class
NO. incoming invocations
NO. outgoing invocations
All dependencies of class
Entities depended on class
Called foreign not accessors or mutators

1
1
1
1
1
1
1
1
1
1
1

0
0
0
0
0
0
0
0
0
0
0

11

Visibility

NODM
NOPM
NOPRM
NOPLM
NOAMM

NO. default methods
NO. private methods
NO. protected methods
NO. public methods
NO. accessor methods

1
1
1
1
1

1
1
1
1
1

10

Inheritance

DIT
NOC
NOP
NIM
NMO
NOII
NOI
NOAC

Depth of inheritance tree
NO. children
NO. parents
NO. inherited methods
NO. methods overridden
NO. implemented interfaces
NO. interfaces
NO. abstract classes

1
1
1
1
1
1
0
0

0
0
0
0
0
0
1
1

8

Sum 40 175 70 245
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Table 2: Lexical metrics computed for each source code file.

Metric Full name
NOTK Number of (NO.) tokens
NOTKU NO. unique tokens
NOID NO. identifiers
NOIDU NO. unique identifiers
NOKW NO. keywords
NOKWU NO. unique keywords
NOASS NO. assignments
NOOP NO. operators without assignments
NOOPU NO. unique operators
NOSC NO. semicolons
NODOT NO. dots
NOREPR NO. return and print statements
NOCJST NO. conditional jumps
NOCUJST NO. unconditional jumps
NOEXST NO. exceptions
NONEW NO. new objects instantiation
NOSUPER NO. super calls

classes. In summary, sub-metrics for a class can be derived from the method-level metrics

using four different viewpoints, shown in Figure 3. The number of sub-metrics corresponding

to each primary metric is shown in Table 1.

One can observe that some systematically constructed metrics have already been defined

and used in literature, e.g., WMC [7]. Duplicate metrics were eliminated from the final set.

Constructing sub-metrics makes it possible to study the impact of each high-level metric in

more detail. For example, one can answer questions such as whether or not a class with a

high complexity variance is testable.

A similar operation can be performed to create additional package-level metrics from

class-level metrics. In total, 57 metrics were computed, and seven were extended sys-

tematically, resulting in 262 different metrics. The complete list of metrics and samples

used in the experiments is available on the testability prediction dataset published at

https://doi.org/10.5281/zenodo.4650228 .

3.4. Dataset preparation

This section describes dataset schema and preprocessing operations before data is fed to

machine learning models. The format of data used in the dataset is described in Section
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# 40
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Figure 2: Sub-metrics derived from cyclomatic complexity.
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Method type

Figure 3: Sub-metric construction map for a given class.

3.4.1. Before using the collected data for learning, the data should be cleaned and normalized.

Section 3.4.2 describes the dataset preprocessing as a known machine learning stage.

3.4.1. Data representation

The prepared testability prediction dataset is in a tabular format. Each row represents a

class instance, and each column represents a metric as an attribute of that class. The last

column is a numerical variable that expresses the testability value of the class under test,

computed by Equation 6. Figure 4 illustrates the structure of the source code and runtime

metrics in the testability prediction dataset. The context vector consists of the package-level

metrics, repeated for all classes in a package. These metrics are specified in the 5th column
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of Table 1. Adding package-level metrics to the feature vector of each class in the package

facilitates exploiting the interactions among the features while classifying the class elements.

The labeled vectors should be preprocessed before they can be fed to the learning algorithms.

m...1 m...1

Package-level metrics File-level lexical metrics

Features

Class-level metrics

m+n...m+1 m+n...m+1

Context vector

m+n+p...m+n+1 m+n+p...m+n+1 T(x)

Target

Runtime metrics

Figure 4: Structure of each sample in the testability prediction dataset.

3.4.2. Data preprocessing

Data must be cleaned before building any machine learning model to ensure all the samples’

pertinency and authenticity and avoid incorrect training. The data preprocessing steps are

illustrated in Figure 5. The dataset is prepared to be used for building prediction models in

three steps:

First, data classes (classes that only contain data fields, mutators, and accessor methods)

and simple classes (classes with a LOC less than 5) are removed. The reason is that data and

simple classes are inherently testable and do not impose a high test effort.

Second, data samples for which one or more metrics are very high or very low are identified

and removed as outliers by applying the local outlier factor (LOF) algorithm [62]. These

samples negatively affect parameter tuning during the learning process.

Third, metrics are standardized by scaling their values into the same range [63]. Most learn-

ing algorithms, such as artificial neural networks, are susceptible to the range of independent

variables and simply biased towards the most significant values.

It is important to note that steps two and three are performed after partitioning data into

train and test sets. This way, the methodological mistake related to leaking information from

train to test data is avoided.

After the preprocessing stage, the dataset gets ready to learn the testability prediction

model described in Section 3.5.
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Figure 5: Preprocessing steps.

3.5. Prediction models

Since the testability, T (X), of a class, X, is continuous in the interval [0, 1], regression

techniques are applied to construct a machine learning model for predicting testability. The

learning algorithms, described in Section 3.5.1, constitute an ensembled meta-estimator.

The testability measures provided by the learned meta-estimator model may require further

modifications, described in Section 3.5.2.

3.5.1. Learning algorithms

This paper examines six regression models from different families of learning algorithms to

find the best model for testability prediction. Firstly, a linear regression model [64] is trained

and evaluated. Five off-the-shelf regressors are also built to capture any possible non-linear

relationships between source code metrics and testability. The non-linear regressors are:

support vector machine regressor (SVMR) [38], decision tree regressor (DTR) [63], random

forest regressor (RFR) [21], histogram-based gradient boosting regressor (HGBR) [53, 54],

and multi-layer perceptron regressor (MLPR) [39]. This paper uses the histogram-based

gradient boosting algorithm instead of näıve gradient boosting. A significant problem of näıve

gradient boosting is that it is slow to train the model, particularly when using the model on

large datasets containing ten thousand samples with hundreds of continuous features. The

histogram-based gradient boosting algorithm discretizes the continuous input variables to

a few hundred unique values or bins (typically 256 bins), which tremendously reduces the

number of splitting points to consider and increases the learning speed.

Finally, a voting regressor (VoR) [63] is used to compute the weighted average of predictions

made by the regressors as the ultimate testability measure. A voting regressor is an ensemble

meta-estimator that fits several base regressors, each on the whole dataset. Then it averages

the individual predictions of the base regressors to form a final prediction [63].
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Before training the regressors, the relevant hyper-parameters should be configured. A

grid search strategy with cross-validation [65] finds the optimal hyperparameters for each

model during the training process. In this way, the most appropriate configuration for the

hyperparameters is made.

3.5.2. Estimation algorithm

Testability estimation algorithm, shown in Algorithm 1. It receives a class under test and its

enclosing project along with a testability learned model, its hyperparameters, and the learning

dataset. The algorithm computes and returns the testability of the class under test in a given

project as output. By default, a simple or data class’s testability equals 1. Otherwise, the

model is asked to estimate the testability by calling the predict method of the learned model.

The proposed regression model is assumed to compute the class testability in the interval

of [0, 1]. However, if the input (independent variables) falls far from the learned distribution,

the model may compute the testability as a value out of the specified interval. In such rare

cases, the algorithm changes the computed testability value to 0 or 1 depending on whether

it is less than zero or greater than one.
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Algorithm 1 EstimateTestability
Input: 1. ClassUncerTest (CUT): The class whose testability is going to be predicted,

2. TestabilityPredictionModel (TPM): The learned testability prediction model,

3. Dataset (DS): The labeled dataset used to train the testability prediction model,

4. Hyprparameters (θ): The set of parameters used to configure the regression model,

5. ProjectUnderTest (PUT): Project including the class under test.

Output: Testability

1 metricsNames ← TPM (DS, θ).getMetricsUsed ();

2 classMetricsVector ← computeMetrics (CUT, metricsNames, PUT);

3 isSimpleClass ← classMetricsVector[”CSLOC”] < 5;

4 isDataClass ← classMetricsVector[”CSNOMNAMM”] == 0 ∧ (classMetricsVector[”CSNOIA”]

+ classMetricsVector[”CSNOSA”]) > 0;

/* Check whether ClassUnderTest is a simple or data class */

5 if isSimpleClass ∨ isDataClass then

6 Testability ← 1;

7 else

8 normalizedMetricsVector ← [ ];

9 foreach metric in classMetricsVector do

/* Normalize metrics with respect to train set */

10 metric ← normlizeMetric(DS, metric.name, metric.value);

11 normalizedMetricsVector.add(metric);

12 end

13 Testability ← TPM (DS, θ).predict (normalizedMetricsVector);

14 if Testability < 0 then

15 Testability ← 0;

16 else if Testability > 1 then

17 Testability ← 1;

18 end

19 end

20 return Testability;

The computational complexity of Algorithm 1 depends on two main steps in lines 2 and

13, which are responsible for calculating source code metrics and predicting testability. Line 2

computes the source code metrics to convert a class in the project under test into a feature

vector. The calculation of each source code metric needs a depth-first traversal of the program

parse tree. The order of the depth-first traversal is O(n), where n is the number of nodes of

the parse tree [66]. Constructing a feature vector with length d in this way is of order O(d ·n).
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The algorithm’s time complexity to build the parse tree is O(k), where k is the number of

tokens in the project under test [67]. Therefore, the order of the function to compute a

features vector is O(k + d · n). The number of nodes, n, of the program’s parse tree is more

than the number of tokens, k. As a result, the final order is O(d · n) , which is equal to O(n)

as the length of the feature vector is fixed.

Line 13 predicts testability based on the vector of source code metrics using the proposed

testability prediction model. The ensemble meta-estimator model is based on the RFR, HGBR,

and MLPR models. The prediction of a given sample with PFR and HGBR models is of the

order O(t · log d), where t is the number of trees and d is the number of features assuming

that the trees are free to grow to the maximum height, O(log d) [68]. The computational

complexity of predicting a sample with the MLPR model depends on the size of the features

vector, the number of hidden layers, and the size of each layer. Both the space and time

complexity of a multi-layer perceptron network is O(H · (K + d)), where d is the input

dimension, H is the number of hidden units, and K is the number of outputs [69]. In the

trained model, the size of the features vector, the number of hidden layers, and the size of

each layer are fixed values. Moreover, the only output of the regressor model is testability.

Therefore, the computational complexity of the proposed MLPR model’s feed-forward pass

used in prediction time is linear in terms of the input dimension, d. Overall, the computational

complexity of the proposed testability prediction algorithm for a given class is of the order

O (d · n + 2 · t · log d+H · (1 + d)). Since the parameters d, t, and H are fixed numbers, the

complexity of the testability prediction algorithm concerning the program’s parse tree size, n,

is O(n) in the worst case. It concludes that the computational complexity of the proposed

algorithm is linear in terms of the input program size.

3.6. Implemented tool

The proposed testability prediction approach has been implemented in Python 3 and can be

used as a standalone tool. Both the implemented tool and the evaluation dataset are

available at a public GitHub repository, https://github.com/m-zakeri/ADAFEST. Com-

plete documentation of the source code and the dataset are also available on https://m-

zakeri.github.io/ADAFEST.
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Code coverage information for each Java class was extracted from EvoSuite reports using

a python script. Source code metrics for each class were extracted using SciTools Understand

API [61]. The Understand software kit provides a command-line tool, und, that analyzes

project files and creates a database containing code entities and their relationships. It offers

an API to query the database and compute the source code metrics. The proposed tool first

extracts the required metrics for a given class with Understand API and then calls the machine

learning module. Data preprocessing and machine learning algorithms were implemented

using the Scikit-learn [63], an open-source python data analysis framework.

4. Experiments and evaluations

In this section, the experiments with the proposed methodology and thier results are reported

to answer the following research questions:

• RQ1 What is the best machine learning model to predict testability?

• RQ2 Does the newly introduced sub-metrics, lexical metrics, and package-level metrics

improve the testability prediction model accuracy by enhancing the feature space?

• RQ3 Which source code metrics affect the testability of a class more than others?

• RQ4 Is it possible to improve software testability by improving influential source code

metrics via automatic refactoring?

• RQ5 Does refactoring for testability improve other quality attributes?

4.1. Experimentation setup

All experiments were performed on Windows 10 (x64) machine with a 2.6 GHz Intel® Core™ i7

6700HQ CPU and 16 GB RAM. The static metrics extraction and preprocessing of the primary

dataset on this machine took about 25 hours. The SF110 corpus [51], containing 23,886

classes from 110 different Java projects, was used as the benchmark to create train and

test sets for the machine learning models. EvoSuite [50] was run five times on each project

with different random seeds and averaged the results to minimize the randomness effects

caused by evolutionary test data generation. A general timeout of six minutes per class was
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Table 3: Datasets used in the experiments.

Dataset Applied preprocessing # Metrics

DS1
Simple and data classes elimination,
outliers elimination, and metric standardization

262

DS2 DS1 + Feature selection 20
DS3 DS1 + Context vector elimination 194
DS4 DS1 + Context vector & lexical metrics elimination 177
DS5 DS1 + Systematically generated metrics elimination 71

given to each execution to ensure that the experiments with Java classes in SF110 finished

within a predictable time. The experimental results showed that when repeating the test data

generation five times, the mean standard deviation of the coverage provided by the generated

test data reduces to 0.024, which is acceptable.

Seven regression models, described in Section 3.5.1, were trained and compared to find the

best machine learning algorithm for predicting testability. In addition to the original dataset

(DS1), different subsets of source code metrics were used to construct four datasets (DS2 to

DS5). The aim is to experiment with the impact of context vector (package-level) metrics,

lexical metrics, and systematically generated metrics on the effectiveness of predictive models.

Table 3 represents the datasets and their schema. The DS1 dataset was initially taken

from the SF110 [51] benchmark. SF110 contains 110 Java projects with more than 23,800

classes, which is big enough for the learning tasks. The preprocessing steps applied to DS1

led to the elimination of 4,100 classes, and the final dataset includes 19,750 samples. DS2 to

DS5 datasets were built by removing specific columns, shown in Table 3, from DS1. Each

model was trained and evaluated on all datasets in Table 3. Datasets were randomly split to

train and test sets before applying the model selection process. Models were trained on 70%

of the data (14,000 Java classes) and tested on the remaining 30% (5,750 samples).

4.2. Prediction models evaluation

Concerning RQ1, the effectiveness of each learned model was measured with standard metrics

used for evaluating the performance of regression models, including mean absolute error

(MAE), mean square error (MSE), root mean square error (RMSE), median absolute error

(MdAE), and R2 score. Table 4 shows the evaluation metrics for all models learned using

DS1. The last row shows the result of the VoR model, which is an ensemble of RFR, HGBR,
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Table 4: Performance of different testability prediction models on DS1.

Model MAE MSE RMSE MdAE R2-score
Linear 0.14745 0.03748 0.19361 0.11405 0.56899
SVMR 0.15865 0.04423 0.21032 0.11696 0.47144
DTR 0.14620 0.04090 0.20223 0.10485 0.52974
RFR 0.12343 0.03013 0.17358 0.08703 0.65354
HGBR 0.11912 0.02842 0.16859 0.08182 0.67319
MLPR 0.13676 0.03416 0.18482 0.09868 0.60723
VoR 0.11921 0.02801 0.16738 0.08231 0.67787

and MLPR models. These three models were selected because of their relatively higher R2

scores in the model selection process. In Table 4, the best value obtained for each evaluation

metric is bolded. According to the evaluation results given in this table, it concluded that:

• The ensemble meta-regressor, VoR, performs better than the individual model in terms

of MSE, RMSE, and R2 score, revealing that combining different models may result in

more accurate predictions.

• Overall, non-linear models denote relatively better performance which confirms non-

linear relationships between source code metrics and testability.

Table 5 shows the hyperparameters of each regression model and their best values found

for DS1 in the model selection process. RMSE has been used as a metric for scoring and

ranking the model’s performance along with five cross-fold validation during model selection.

For VoR, the only available option is weights used to weight the occurrences of predicted

values before averaging. The weight array elements in Table 5 correspond to the Linear,

SVMR, DTR, HGBR, RFR, and MLPR models, respectively. It is observed that the RFR,

HGBR, and MLPR models contribute to the VoR meta estimator.

The ensembled model and its base models were applied 100 times to predict the testability of

randomly selected subsets of the SF110 dataset [51], and the difference between the evaluation

metrics of the learned regressors was computed. Afterward, the statistical test, independent

t-test, was used to determine whether the ensemble meta-estimator, VoR, performed better

than base regressors. Table 6 shows the p-value of the independent t-test on MSE and R2-score

of the VoR model and three base regressors. The p-value less than 0.05 for MSE and R2-score
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Table 5: Models configurable parameters and results of hyperparameter tuning.

Model
Hyper-parameter name
in Scikit-learn

Searching values (python statement) Best value

Linear

loss
penalty
learning rate
max iter

[’squared loss’, ’huber’]
[’l2’, ’l1’, ’elasticnet’]
[’invscaling’, ’optimal’, ’constant’, ’adaptive’]
range(50, 1000, 50)

’huber’
’l2’
’invscaling’
50

SVMR
kernel
nu

[’linear’, ’rbf’, ’poly’, ’sigmoid’]
[0.25, 0.5, 0.75, 1.0]

’rbf’
0.5

DTR
criterion
max depth
min samples split

[’mse’, ’mae’]
range(3, 50, 5)
range(2, 30, 2)

’mse’
8
28

RFR

n estimators
criterion
max depth
min samples split

range(50, 200, 50)
[’mse’, ’mae’]
range(3, 50, 5)
range(2, 30, 2)

150
’mse’
28
2

HGBR

loss
max depth
min samples leaf
max iter

[’least squares’, ’least absolute deviation’]
range(3, 50, 5)
range(5, 50, 10)
range(100, 500, 100)

’least squares’
18
15
500

MLP

hidden layer sizes
activation
learning-rate
epoch

[(256, 100), (512, 256, 100)]
[’logistic’, ’tanh’, ’relu’]
[’constant’, ’adaptive’]
range(100, 500, 50)

(512, 256, 100)
’tanh’
’constant’
100

VoR weights
[None, [0, 0, 0, 1/3, 1/3, 1/3],
[0, 0, 0, 3/6, 2/6, 1/6], [0, 0, 0, 2/6, 3/6, 1/6]]

[0, 0, 0, 2/6, 3/6, 1/6]

metrics in all tests indicates that the VoR model predictions are significantly more accurate

than three base regressors, i.e., RFR, HGBR, and MLPR.

Some researchers consider coverage metrics such as branch coverage as a basis for predicting

test effectiveness [36, 70].

The proposed testability prediction (TP) model was compared with the line coverage

(LCP), branch coverage (BCP), and branch coverage prediction models by Grano et al. [36].

As shown in Figure 6, the proposed testability prediction model significantly outperformed

these three models. In Figure 6, the ’+’ and ’−’ symbols on the left column of each plot from

Table 6: Results of statistical test on different regressors’ performance.

Base regressor
Independent t-test p-value
MSE R2-score

VoR v.s. RFR 2.5311× 10−24 1.4048× 10−22

VoR v.s. HGBR 1.6997× 10−2 5.5463× 10−3

VoR v.s. MLPR 2.3327× 10−93 1.2459× 10−85
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Figure 6: Performance of different testability prediction approaches.

top to bottom denote the statistical significance between the TP model and the other three

models [36]. The ’+’ symbol indicates that the TP model outperforms its corresponding model

regarding the metric shown by the plot. Similarly, the ’−’ symbol indicates no statistical

difference between the two models concerning the compared metrics shown on the plot. As

shown in Figure 6, the prediction error, including MAE, MSE, RMSE, and MdAE, as well as

the accuracy, R2 score, of the proposed model (TP) is more statistically significant than the

other models in almost all (11 out of 15) statistical independent t-tests. The prediction error

of the trained model increases when using statement or line coverage prediction (LCP), branch

coverage prediction (BCP), and specific BCP [36] instead of testability. The underlying reason

is that the test effectiveness needs to be normalized with effort. Two classes with the same

coverage measure may need different test efforts.

RQ1: What is the best machine learning model to predict testability?

Answer to RQ1: The experimental results in Table 4 show that the best model is an

ensemble of three regressor models, random forest, histogram gradient boosting, and

multilayer perceptron. The ensemble model predicts testability with an R2-score of 0.68

and a mean squared error of 0.03. The prediction model is accurate enough to determine

testability in practice. The proposed ensemble model has improved mean absolute error

by 0.08 (38%) and R2-score by 0.21 (43%) due to utilizing new coverage criteria, source

code metrics, and learning dataset compared to the relevant machine learning models

[36] for predicting branch coverage.
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Table 7: Changes in the VoR performance discarding different code metrics.

Dataset MAE MSE RMSE MdAE R2-score

DS2
+0.03687
(4.2822× 10−16)

+0.01329
(3.1742× 10−15)

+0.03586
(2.0290× 10−14)

+0.04210
(1.7748× 10−14)

−0.15280
(4.5344× 10−13)

DS3
+0.00215
(4.8853× 10−02)

+0.00126
(1.6745× 10−02)

+0.00373
(1.7160× 10−02)

+0.00110
(3.6002× 10−01)

−0.01453
(6.2538× 10−02)

DS4
+0.18829
(5.1738× 10−07)

+0.20685
(3.2255× 10−05)

+0.31725
(2.8377× 10−05)

+0.11268
(6.8180× 10−07)

−0.32186
(4.0390× 10−05)

DS5
+0.00127
(4.7907× 10−03)

+0.00042
(2.7829× 10−02)

+0.00123
(2.7210× 10−02)

+0.00373
(1.4899× 10−02)

−0.00476
(2.9298× 10−02)

Average 0.0571 0.0001 0.0003 0.0009 0.0012

4.3. Sub-metrics evaluation

The VoR model was trained on DS2 to DS5 datasets, and then the performance metrics

were computed for new models. Table 7 shows the difference between evaluation metrics of

the VoR model on DS1 and the other datasets. The last row of the table denotes the mean

change in each performance metric. The numbers inside parentheses show the p-value of the

independent t-test for each metric when testing the prediction models 100 times.

It is observed that the prediction error of the VoR model increases when switching from

DS1 to other datasets. On the other hand, the R2 score of models decreases. According to

resultant p-values, the differences are significant, with a confidence level of α = 0.95 (p-value

< 0.05). The only exception is for the R2 score of DS3, in which the difference with DS1 is not

statistically significant. It concludes that all the newly introduced metrics, including source

lexical metrics, sub-metrics, and package-level metrics, improve source code vectorization and

the testability learning process. It is also observed that the impact of lexical metrics is more

than other introduced metrics since the performance of the VoR model is highly decreased

when using DS4 for training the model. Besides, automatic feature selection (DS2) can still

select the most informative source code metrics while reducing the model complexity.

RQ2: Does the newly introduced sub-metrics, lexical metrics, and package-level metrics

improve the testability prediction model accuracy by enhancing the feature space?

Answer to RQ2: Class containers (context vector), lexical metrics, and systematically

constructed metrics improve the prediction performance of the machine learning models

measuring testability. These metrics improve the model mean absolute error by an

average of 0.0571 (47.94%).
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4.4. Influential testability metrics

To answer RQ3, the importance of each metric for the best model, VoR, was computed on

the best dataset, DS1. The permutation importance technique [21] was used since the VoR

model, unlike tree-based models, lacks any built-in feature importance functionality. In this

technique, the values of a single feature are shuffled, and the learned model is asked to make

predictions using the same test set with the shuffled feature. Comparing these predictions

and the actual target values determines the extent to which the learned model is affected by

shuffling. The performance deterioration denotes the importance of the shuffled feature, which

is a source code metric in the testability prediction test set. The permutation importance

process was repeated 100 times to alleviate the effects caused by the stochastic nature of this

technique. Figure 7 shows the box-plot of changes to the model’s R2 score after repeated

permutation for the top 15 influential source code metrics. The following results are observed:

• The average lines of execution codes of the class under test (CSLOCE AVG) is the most

influential metric affecting class testability. Removing this metric reduces the R2 score

of the prediction model by 8%.

• Important metrics are scattered among all quality subjects, including size, complexity,

coupling, visibility, and inheritance. It means that source code testability is affected by

all various software quality aspects.

• Nine of the 15 selected essential metrics in Figure 7 are the newly proposed metrics in

this paper, including lexical metrics, sub-metrics, and package-level metrics. It confirms

that vectorization of the source code with newly defined metrics improves the prediction

of testability with machine learning models.

The type of correlation (positive or negative) between each influential metric and testability

is essential to determine in which direction testability can be improved. The Pearson correlation

analysis was used to find the relationship between testability and influential source code

metrics. Figure 8 shows the correlation between the testability value and the top 15 influential

metrics. A normalized metric value is used to improve the visualization of source code metrics

and regression lines. The Pearson correlation coefficient, along with the associated p-value, is
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Figure 7: Top 15 influential source code metrics in predicting testability.

shown on each plot in Figure 8. A positive correlation indicates that increasing the value of

an influential metric increases the testability, while a negative correlation means the opposite.

The p-value indicates whether the calculated correlation is statistically significant or not. A

p-value greater than 0.01 implies that the correlation is not statistically significant.

Significant negative correlations are observed for nine out of 15 metrics, and positive

correlations are observed for five out of 15 metrics. Moreover, the correlation for one metric,

the number of static methods (CSNOSM), is not significant. Indeed, most source code metrics,

as already expected, negatively impact testability. However, the class instance methods

(CSNOIM), public methods (CSNOPLM), print and return statements (CSNOREPR), con-

structors (CSNOCON), and static methods in its enclosing package (PKNOSM) increase the

class testability.

Investigation of the CSNOIM metric reveals that classes with many small methods are more

testable than classes with few methods in which the methods are typically long. The analysis

of other metrics positively correlates with testability, including CSNOPLM, CSNOREPR,

and CSNOCON, indicating that these metrics primarily measure the visibility of the class.

For instance, the outputs of methods with return statements are more observable and testable
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than the method which implicitly modified many class fields. Related works have shown the

positive impact of visibility and observability measures on testability [27, 32]. Therefore, the

findings in this research sightly support the results of previous research.

Another interesting observation is that the static methods in the enclosing package of a

class (PKNOSM) increase the class testability while static methods inside that class tend to

decrease its testability. It concludes that defining static methods in a class is not desirable for

testability. However, once they are defined, using them in other classes increases testability.

The main reason is that calling static methods requires no object instantiation and constructor

invocation, which reduces the coupling between objects.

Overall, classes with few lines of code, few jump statements, and many visible methods are

more testable than other classes. These results provide informative clues about the automatic

modification of source code to enhance testability. Some empirical evidence on the possibility

of testability improvement by automated refactoring is demonstrated in the next section.
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Figure 8: Correlation between testability and important predictors.
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Table 8: Refactoring operations that potentially improve testability.

Source code metrics Refactoring
LOC, NOST, NOIDU, NODOT, NONEW Extract class, move method, remove dead code
NOIM, NOCON Extract method, move method
NOCJS Simplify conditional logic, extract method
DEPENDS Move method, extract class
NOPLM Increase method visibility
NOSM Make method non-static
NOREPR Extract method, remove dead code
NIM Extract superclass, pull-up method

RQ3: Which source code metrics affect the testability of a class more than others?

Answer to RQ3: Feature importance analysis automatically determines the critical

source code metrics affecting testability without any human interventions. This set of

metrics includes lines of code, conditional jump statements, class dependencies, and the

number of identifiers defined in the class.

4.5. Testability improvement

The impact of automated refactoring on source code testability has remained an open question

[71–73]. Testability prediction provides a means to systematically investigate this question

by determining the source code metrics that should be focused on when refactoring. Table

8 presents a set of refactorings, directly improving those source code metrics that affect

testability.

The least testable classes of the two well-known Java projects, Weka [74] and Scijava-

common [75], with at least one automated refactoring opportunity, are chosen to be used in

this experiment. These projects contain more than 1,000 classes with many scientific and

statistical operations, which make their testing difficult and time-consuming. The testability

of the classes was measured before and after applying each automated refactoring by existing

refactoring tools. Three existing refactoring tools, JDeodorant [76], MultiRefactor [77], and

IntelliJ IDEA [78], were used to identify and apply refactorings listed in Table 8. Each

tool supports some refactoring operations. The ’extract class’, ’extract method’, and ’move

method’ refactorings were performed by JDeodorant [76]. MultiRefactor [78] was used to

identify and apply the ’make method non-static’, ’increase method visibility’, ’pull-up method’,

and ’extract superclass’ refactoring operations. The ’remove dead codes’ and ’simplifying
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Table 9: Impact of automated refactoring on testability.

Project
Selected
classes

Refactorings
Testability Test time

(minutes)
Prediction time
(minutes)Before After

Weka 31 476 0.1439 0.2696 2856 5.0456
Scijava-common 11 53 0.2782 0.5187 318 0.1643

conditional logic’ refactorings were applied by IntelliJ IDEA [78].

Table 9 shows the number of refactorings, testability values, total test time, and total

prediction time for selected classes in the Weka and Scijava-common projects. An average

testability improvement of 0.1257 (a relative improvement of 87.35%) in the Weka smelly

classes and 0.2405 (a relative improvement of 86.44%) in the Scijava-common smelly classes

are observed. In Table 9, the column titled ’Test time’ lists the time taken to run EvoSuite to

test each class after refactoring and computing testability with Equation 6. Prediction time

includes the static analysis to compute source code metrics and the execution of Algorithm 1.

It is observed that the test time of Weka classes has been improved by 2850.95 minutes (a

relative improvement of 99.82%). In the same way, the test time of Scijava-common classes

has been improved by 317.84 minutes (a relative improvement of 99.94%) which consider a

significant enhancement.

Figure 9 shows the coverage criteria, test suite size, and test effectiveness for the Weka and

Scijava-common classes before and after refactoring. Coverage criteria have been computed

by running EvoSuite [50] on each class five times and averaging the results. Test effectiveness

has been computed by Equation 2. It is observed that all the coverage measures have been

improved, and the size of the test suite also have increased while the test budget has been kept

fixed. Indeed, after refactoring, the number of influential tests grows, leading to increased test

effectiveness and testability. The test effectiveness of the Weka and Scijava-common classes

has been improved by an average of 0.1585 (92.23%) and 0.3228 (98.76%), respectively.

The t-test statistical hypothesis test with a 99% confidence level (α = 0.01) was employed

to indicate whether the differences in the mean of different test criteria before and after

refactoring are statistically significant or not. The null hypothesis (H0) was that the mean

of the coverage provided by any test suite does not vary before and after refactoring. The

alternative hypothesis (H1) was that the mean coverage increases after refactoring. The

p-value of the t-test corresponds to the probability of rejecting the null hypothesis (H0) while
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Table 10: Results of t-test (p-values) on refactored classes for test criteria, before and after refactoring.

Project
Independent t-test p-value
Line coverage Branch coverage Mutation coverage Test effectiveness

Weka 1.3640× 10−4 4.8578× 10−5 1.7451× 10−4 3.3348× 10−5

Scijava-common 3.1345× 10−3 9.7284× 10−4 5.7722× 10−3 1.9778× 10−3

All 3.4405× 10−5 1.4134× 10−5 6.6132× 10−5 1.3586× 10−5
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Figure 9: Distribution of important testability metrics.

it is true (type I error). A p-value less than or equal to α (≤ 0.01) means that the H1 is

accepted and H0 is rejected. However, a p-value strictly greater than α (> 0.01) implies the

opposite.

Table 10 shows the p-value of the t-test on refactored classes for each criterion. It is

observed that the null hypothesis is rejected in all tests p-values strictly lower than 0.01. It

indicates that the test adequacy criteria and effectiveness increase significantly after applying

relevant refactoring to classes with low testability.

Figure 10 shows the impact of refactoring on the source code metrics affecting testability.

By comparing Figure 8 and Figure 10, it is observed that the applied refactorings change

source code metrics such that the testability prediction model could predict a higher testability

value for the refactored class.
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Figure 10: Changes in the source code metrics (before and after refactoring).

RQ4: Is it possible to improve software testability by improving influential source code

metrics via automatic refactoring?

Answer to RQ4: Refactorings focused on source code metrics that affect testability

prediction improved the testability of 42 Java low testable classes by an average of

0.1831 (86.87%). Testability improvement significantly enhances test adequacy criteria,

including statement, branch, and mutation coverage of the class under test. It should be

noted that predicting testability rather than actually testing the code before and after

refactoring saved the time caused due to extra testing by about 99.89%. .

4.6. Evaluating other quality attributes

Testability is only one property of the code. Being able to read, understand, and maintain

the code easily are also very important. The impact of refactoring for testability enhancement

on the other quality factors is investigated to answer RQ5. To this aim, in addition to

testability, four other quality attributes, including reusability, functionality, extensibility,

36



Table 11: Definitions and computation equations of quality attributes.

Quality attribute Definition Computation equation

Reusability
Reflects the presence of object-oriented design
characteristics that allow a design to be reapplied
to a new problem without significant effort.

−0.25 × class coupling + 0.25 × cohesion among methods
in class + 0.5 × number of public methods in a class +
0.5 × design size in classes

Functionality
The responsibilities assigned to the classes of a
design, which are made available by the classes
through their public interfaces.

0.12 × cohesion among methods in class + 0.22 × number
of polymorphic methods in a class + 0.22 × number of
public methods in a class + 0.22 × design size in classes
+ 0.22 × number of hierarchies

Extendibility
Refers to the presence and usage of properties in
an existing design that incorporates new
requirements in the design.

0.5 × average number of ancestors −0.5 × class coupling
+ 0.5 × number of inherited methods in a class + 0.5 ×
number of polymorphic methods in a class

Modularity

Degree to which a system or computer program is
composed of discrete components such that a
change to one component has minimal impact
on other components.

Q = 1
m

∑
ij

(
Aij −

kini ×koutj

m

)
δ(ci, cj)

and modularity for the Weka [74] and Scijava-common [75] classes, were measured before

refactoring for testability enhancement. The first three attributes are measured using the

relations offered in [58]. Modularity was computed using an approach based on the concept

of modularity in complex networks [79, 80].

Table 11 shows the definitions and computation equations of these quality attributes. The

reusability, functionality, and extensibility attributes are computed using QMOOD design

quality metrics [58]. Modularity, Q, is computed considering the module dependency graph

(MDG) [81]. MDG includes all of the modules in the system and the set of dependencies

that exist between the modules. In the modularity equation, A is the adjacency matrix of

the MDG; m is the number of components (e.g., packages in Java programs); kini is the input

degree of node i (e.g., a class in Java programs) in the MDG; koutj is the output degree of

node j in the MDG; ci and cj are the modules that nodes i and j belong to; and δ is the

Kronecker delta function that takes 1 when ci equals cj, and 0, otherwise.

Figure 11 shows the improvement of the aforementioned quality attributes after refactoring

classes of Weka and Scijava-common projects. It is observed that all quality attributes are

improved after the refactorings. Figure 11 indicates an average of 6.76, 5.96, 0.02, and 0.001

improvements in the reusability, functionality, extendability, and modularity quality attributes

of the Weka and SciJava-Common software systems.

It is worth mentioning that testability improvement, together with other quality attributes,

is not already mentioned by the other researchers [82, 83]. All the experiments were performed

with automatic test data generation methods. At this point, improving other quality attributes
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Figure 11: Improvement of different quality attributes along with testability.

besides testability assures that even manual testing could also be more straightforward after

refactoring.

RQ5: Does refactoring for testability improve other quality attributes?

Answer to RQ5: Automated refactoring for testability improves other quality attributes,

including reusability, functionality, extendability, and modularity, which is useful for

manual testing.

5. Threats to validity

Threats to construct validity are on how the testability model is defined. In this paper, the

standard testability definition was used to build a new software testability measurement

model, which emphasizes test quality and effort metrics. Test adequacy criteria,i.e., statement,

branch, and mutation coverage, were computed with a fixed test budget for all the projects to

accomplish a fair measurement. However, other test quality and effort metrics can contribute

to the testability measurement model, Equation 6, to achieve more realistic results. Test

adequacy criteria, and on top of that, coverage criteria are general concepts not restricted to

any programming language. Therefore, the proposed mathematical model can be used for

any programming language. However, the source code metrics used to vectorize or represent

source code components may vary depending on whether the programming language is

object-oriented, domain-specific, functional, or logical. The metrics introduced in this paper,

including lexical metrics and sub-metrics, are independent of the programming languages’

type and syntax.

The most important threats to internal validity are the random nature of both evolutionary

and machine learning algorithms used to compute and learn testability. For the sake of the
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reliability of the coverage provided by EvoSuite tests, the test suite generation process was

repeated five times for each project. The EvoSuite tool with default settings and different

random seeds was used to generate five test suites. Thereafter, the results obtained for each

criterion were averaged. A low variance of results was observed on average for all projects,

which minimizes the possibility of randomness in the results. However, there is still an

opportunity to test with different hyperparameters. The grid search strategy, along with the

five-fold cross-validation, was used to ensure the reliability of the training process, prevent

overfitting, and produce the best possible machine learning model for testability prediction.

In addition, the training of each model was performed with different random seeds, and the

prediction results were averaged to minimize the randomness of the results.

The main threat to external validity regards the testability prediction models’ application

to the programs in other programming languages rather than Java. The SF110 corpus

[51] containing 110 Java projects was used to ensure a generalization of all software types.

The proposed model can be used to predict the testability of programs written in other

programming languages. Nevertheless, there is a need to evaluate this approach on different

programming languages to ensure the goodness of metrics and models.

6. Conclusion

Testability is effectively proportional to the number of test data required to achieve a certain

degree of code coverage. The fewer the test data needed to achieve the desired code coverage,

the more testable the code. Experimental results in this paper demonstrate an average of

95.5% improvement in coverage achieved by the test data generated in 252 minutes after

improving the testability of 42 Java classes by an average of 86.87%. In addition to improving

test effectiveness, testability prediction helps testers avoid ineffective and unnecessary tests.

By predicting the amount of testability instead of generating and measuring the test suite

coverage after each refactoring, the time required for test-based development and modification

can be significantly reduced. The empirical studies in this article demonstrate a 99.89%

improvement in the time required to improve the testability of Weka and Scijava-common

software systems from 0.12 and 0.27 to 0.27 and 0.52, respectively.

Testability prediction could be applied at any stage of software development, even before
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the code under test is ready to execute. The proposed model in this paper achieves an R2-score

of 0.68, which improves the performance of existing testability prediction models by 43%.

The plausible improvement in the performance is due to the increased number of source code

metrics and the data samples used to learn the proposed model.

This paper designates 15 software metrics highly affecting testability. The metrics can

be identified automatically by applying features importance analysis. Improvements of

these metrics, by automated refactoring, may significantly improve test adequacy criteria,

specifically statement coverage, branch coverage, and mutation score for the units under test.

It is shown in this paper that testability improvement also improves other software quality

attributes, including reusability, functionality, extendability, and modularity. Experimental

results in this paper indicate an average of 6.76, 5.96, 0.02, and 0.001 improvements in the

reusability, functionality, extendability, and modularity quality attributes of the Weka and

Scijava-common software systems.

In future work, the authors aim to introduce a new software development methodology,

testability-driven development (TsDD), to substitute test-driven development (TDD) in agile

methodologies. Testing by itself could be a lengthy and costly process, specifically if the code

under test solves a scientific formula or controls a cyber-physical system. TDD aggravates

the cost by encouraging testing as a tool for the incremental development of software. TsDD

suggests postponing the test to when the testability is optimized due to frequent refactoring and

measuring. Testability prediction could also be used as an objective function in search-based

processes to look for the sequence of refactorings maximizing testability.
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