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#### Abstract

This paper illustrates how epidemiologic principles can be used to investigate relationships between genetic susceptibility and other risk factors for disease. Five plausible models are described for relationships between genetic and environmental effects, and an example of a simple mendelian disorder that fits each model is given. Each model leads to a different set of predictions about disease risk in individuals with the genetic susceptibility alone, the risk factor alone, both, or neither. The risk predictions for the different models are described, and research designs for testing them are discussed.
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## INTRODUCTION

Genetic models for complex diseases usually subsume environmental effects under the concepts of "reduced penetrance" (genetically susceptible individuals who are unaffected) and "sporadics" (genetically nonsusceptible individuals who are affected). These concepts imply etiologic relationships that are seldom made explicit. This paper illustrates how epidemiologic methods can be used to investigate relationships between genetic susceptibility and other risk factors. Five plausible models are described for relationships between genetic and environmental effects, and an example of a simple mendelian disorder that fits each model is given. Then, predictions about disease risk in families are given for each model, and research designs for testing the models are discussed.

## MODELS

The diseases under investigation are assumed to have multiple genetic and nongenetic causes. For simplicity, only the causes involving a single discrete, measurable risk factor and genetic susceptibility are discussed. The risk factor itself may have multiple causes, some of which may involve genetic factors other than the susceptibility genes under study. For illustration, consider the relationship between breast cancer, age at first full-term pregnancy, and genetic susceptibility. Late age at first pregnancy ( $>30$ years) is known to be associated with increased breast cancer risk [Kelsey, 1979] and may have either nongenetic or genetic origins (e.g., genetic syndromes involving infertility). Several investigators have demonstrated that susceptibility to breast cancer is increased in some families by an autosomal dominant gene

[^0][Newman et al., 1988; Williams and Anderson, 1984; Go et al., 1983], but the genetic form of the disease appears to affect only a minority of patients (approximately 4\%) [Newman et al., 1988]. Some women, even in high-risk families, appear to inherit susceptibility from their mothers and transmit it to their daughters without ever becoming affected themselves. This "reduced penetrance" suggests that expression of the dominant susceptibility allele is influenced by environmental factors. What, specifically is the relationship between late first pregnancy and genetic susceptibility? Does the susceptibility gene cause endocrine changes similar to those resulting from delayed pregnancy? Alternatively, does the susceptibility gene operate through a mechanism separate from the effects of delayed pregnancy? If so, does late pregnancy have an effect on gene expression, such as exacerbating it or being required for it?

The five models to be discussed are illustrated in Figure 1. These illustrations are not path diagrams, but are similar to diagrams used for biochemical pathways. An arrow from one factor (gene, risk factor, or disease) to another indicates that the first factor has a causal influence on the second. An arrow from a factor to an arrow indicates that the factor influences the relationship between the two other factors. When two arrows merge (as in Fig. 1D), it indicates that two factors must both be present to influence disease risk. The five included models are not intended to be exhaustive. Other relationships between risk factors and genetic susceptibility are possible, and may be testable by using the approach described.

In Model A, the genetic susceptibility does not cause disease directly, but acts by increasing the level of expression of the risk factor. In this case, the genetic basis of disease is equivalent to the genetic basis of the risk factor, but the risk factor may have other, nongenetic causes. An example of this model is the relationship between the recessive gene for phenylketonuria (PKU), blood levels of phenylalanine, and mental retardation. Individuals who are homozygous for the PKU gene lack the enzyme necessary to convert phenylalanine to tyrosine, resulting in a buildup of blood levels of phenylalanine [Tourian and Sidbury, 1983]. These high blood levels, if uncorrected, cause mental retardation. The indirect nature of the effect of the homozygous PKU genotype is illustrated by the prevention of mental retardation if blood phenylalanine is maintained at a low level through dietary intervention. Further, intrauterine exposure to high blood levels of phenylalanine has been shown to cause mental retardation in individuals who lack the high-risk genotype-heterozygous offspring of homozygous PKU mothers [Mabry et al., 1966].

In Model B, the risk factor has a direct effect on disease susceptibility, and the genetic susceptibility exacerbates this effect. The genetic susceptibility has no effect in the absence of the risk factor, but the risk factor can act by itself to cause disease. An example of this mechanism is the relationship between xeroderma pigmentosum, ultraviolet radiation, and skin cancer. Individuals with xeroderma pigmentosum have a genetic defect in an enzyme required for repair of DNA damage induced by ultraviolet radiation [Cleaver and Bootsma, 1975] and are therefore unusually susceptible to sun-induced skin cancer.

Model C is the converse of the second. Here the genetic susceptibility has a direct effect, and the risk factor exacerbates this effect. The risk factor has no effect in the absence of the genetic susceptibility, but the genetic susceptibility can raise risk by itself. Porphyria variegata [Kappas et al., 1983] is an autosomal dominant genetic disease that fits this model. Affected individuals have skin problems of varying severity, including unusual sensitivity and tendency to blister easily. Upon exposure to barbiturates, however, they experience acute attacks that may lead to paralysis and/or death. Neither the skin problems nor the effects of barbiturates occur in individuals without the gene.

In Model D, neither the genetic susceptibility nor the risk factor can influence disease risk by itself, but risk is increased when both are present. An example of this model is the relationship
between the Mediterranean form of glucose-6-phosphate dehydrogenase (G6PD) deficiency, fava bean consumption, and hemolytic anemia [Beutler, 1983]. G6PD-deficient individuals who consume fava beans develop severe hemolytic anemia, but the disease does not develop either in individuals without G6PD deficiency who eat fava beans or in G6PD-deficient individuals who avoid eating fava beans.

In Model E, either the genetic susceptibility or the risk factor can influence disease risk by itself, and the combined effect of the two may be different from the effect of each acting alone. An example of this model is the relationship between alpha-1-antitrypsin deficiency, smoking, and emphysema [Gadek and Crystal, 1983]. The disease occurs with elevated frequency in both smokers and individuals with alpha-1-antitrypsin deficiency, but smokers who also have the enzyme deficiency have even more dramatically elevated risk.

## RISK PREDICTIONS

Each of these five models leads to different predictions about disease risk in the four groups defined by presence or absence of the risk factor and predisposing genotype. Table I shows the pattern of relative risk for each model, using as the reference group individuals who have neither the genetic predisposition nor the risk factor (relative risk denoted by " 1 " in the Table).

In Model A, the effect of the risk factor is the same regardless of whether it is caused by genetic susceptibility or by another factor (such as intrauterine exposure to phenylalanine in the PKU example). If the predisposing genotype has incomplete penetrance, or if its effect can be prevented (such as with dietary intervention in PKU), then some individuals with the genetic susceptibility will lack the risk factor, and will not have increased risk. Thus, four predictions can be made from this model:

1. The risk factor has an effect regardless of whether or not the genetic susceptibility is present.
2. The relative risk for the risk factor is the same in the presence and absence of the genetic susceptibility.
3. There is no effect of the genetic susceptibility within either the group with the risk factor or the group without the risk factor.
4. The risk factor is more prevalent among those with the genetic susceptibility than among those without it.

In Model B, individuals who have only the risk factor have increased risk, but risk is even higher for those with both the risk factor and the genetic susceptibility (denoted by ++ in the Table). Because there is no direct effect of the genetic susceptibility, individuals who have only the predisposing genotype (and who lack the risk factor) do not have increased risk. From this model, the following predictions can be made:

1. The risk factor has an effect regardless of the presence or absence of the genetic susceptibility.
2. The relative risk for the risk factor is larger in the presence than in the absence of the genetic susceptibility.
3. There is no effect of the genetic susceptibility in the absence of the risk factor.
4. There is an effect of the genetic susceptibility in the presence of the risk factor.

In Model C, individuals who lack the genetic predisposition do not have increased risk regardless of whether or not they have the risk factor, but individuals with the genetic
predisposition have higher risk in the presence than in the absence of the risk factor. The predictions from this model are:

1. There is no effect of the risk factor in the absence of the genetic susceptibility.
2. There is an effect of the risk factor in the presence of the genetic susceptibility.
3. There is an effect of the genetic predisposition both in the presence and the absence of the risk factor.
4. The relative risk for the genetic predisposition is larger in the presence than in the absence of the risk factor.

In Model D, risk is increased only in individuals with both the predisposing genotype and the risk factor. Thus the following predictions can be made:

1. There is no effect of the risk factor in the absence of the genetic susceptibility.
2. There is an effect of the risk factor in the presence of the genetic susceptibility.
3. There is no effect of the genetic predisposition in the absence of the risk factor.
4. There is an effect of the genetic predisposition in the presence of the risk factor.

In Model E, risk is increased both in individuals with the risk factor who lack the genetic predisposition and in individuals with the genetic predisposition who lack the risk factor. In Table I, risks in these two groups are depicted as equal (denoted by + ), but they may differ depending upon their relative effects. Risks in individuals with both the genetic susceptibility and the risk factor may be higher, lower, or the same as in those with only one factor (denoted by ? in the Table). This model would predict:

1. There is an effect of the risk factor in the absence of the genetic susceptibility.
2. There is an effect of the genetic susceptibility in the absence of the risk factor.
3. The effect of the risk factor in the presence of the genetic susceptibility depends upon the relationship (synergistic, antagonistic, etc.) between the risk factor and the genetic susceptibility.
4. The effect of the genetic susceptibility in the presence of the risk factor depends upon the relationship between the risk factor and the genetic susceptibility.

## RESEARCH DESIGNS

To discriminate among these five models, subjects must be classified by both the presence or absence of the predisposing genotype and the presence or absence of the risk factor.
Classification according to the presence of the high-risk genotype presents problems, because in most cases the relevant genetic susceptibility cannot be measured. Classification according to risk factor status is usually less problematic. Nondifferential misclassification of either genotype or risk factor will blur the distinctions among the models shown in Table I.
Distinctions among the models can also be blurred by contributions of other loci or risk factors, especially if their effects vary across the subgroups shown in Table I.

The following designs can be used for testing the models.

## Studies Employing Genetic Markers

This "ideal" design for testing the models can be applied only to diseases for which linkage to a genetic marker has been demonstrated (e.g., X-linked manic depression [Baron et al., 1987], familial polyposis coli [Leppert et al., 1987], and multiple endocrine neoplasia type 2A
[Simpson et al., 1987]). In this case, even though the susceptibility gene itself has not been isolated or characterized, information from the linked marker can be used to classify individuals according to their probabilities of carrying the disease gene. In the absence of linkage disequilibrium, this approach can be used only if genetic marker data are available for families since different alleles at the marker locus will segregate with the disease gene in different families. Each individual within a family can be assigned a probability that he or she has the susceptibility genotype, and a threshold value can be used to dichotomize the probabilities. This procedure can be used in a group of families as long as the genotype assignment is made within families and genetic homogeneity can be assumed. Then, subjects can be classified also by presence or absence of environmental risk factors, and disease risks can be compared in the resulting four groups. The power of this approach depends on the informativeness of the linked marker, the tightness of linkage to the disease locus, and the availability of family members for testing. Under optimal conditions, it can provide very accurate information about genotypes at the susceptibility locus.

For diseases in which linkage disequilibrium - or population association with a genetic marker —has been demonstrated (e.g., insulin-dependent diabetes and HLA [Svejgaard et al., 1980]), genotype assignments can be made without family linkage data. In this case it can be assumed that individuals with the associated marker are more likely, and those without the marker less likely, to carry the susceptibility allele. Naturally, for this approach the degree of misclassification of disease genotypes depends upon the strength of association with the marker.

When genetic marker data are not available, family history data can be used as a rough indicator of genetic susceptibility, on the assumption that individuals with a positive family history are more likely to have the genetic predisposition than are those without. Presence or absence of a positive family history is influenced by a variety of factors, including family size, the relatives' age distribution, and the genetic distance of included relatives to the proband [Susser and Susser, 1989], leading to great potential misclassification of disease genotypes. As a result of this nondifferential misclassification, the relative risk for the genetic susceptibility will be underestimated, or biased toward the null hypothesis. More serious problems arise in family history studies when there is differential misclassification. In case-control studies this can result from a difference between cases and controls in the accuracy of family history information (such as a greater awareness of affected relatives for cases). In cohort studies, it can result from an association between family history and the rate of disease detection (such as more intensive screening in the presence of a positive family history).

## Cohort Studies

In a cohort study, in which subjects are ascertained on the basis of presence or absence of a risk factor, subjects can be stratified also by presence or absence of a positive family history, and disease incidence can be studied in the resulting four groups. This approach requires a very large sample size to achieve adequate statistical power, since the proportion of individuals with a positive family history is usually small.

## Case-Control Studies

Two different approaches can be used in this type of study. First, cases and controls can be classified by both family history and a risk factor, and odds ratios can be calculated for family history alone, the risk factor alone, and both family history and the risk factor, in each case compared with absence of both family history and the risk factor. Second, the case-control sampling scheme can be converted to a cohort type of analysis [Susser and Susser, 1989], with the at-risk cohorts defined as relatives of cases (positive family history) and relatives of controls (negative family history). Then, each group of relatives can be stratified by presence
or absence of the risk factor, and once again disease occurrence can be studied in the resulting four groups. Information on risk factors in relatives is seldom available, because it is difficult to obtain from interviews with the cases and controls. Thus, interviews with the relatives themselves may be required for valid collection of the relatives' histories of such factors as smoking and diet.

A special case of genotype misclassification occurs in the case-control sampling scheme where relatives of the cases and controls comprise the study population. Some relationships between risk factor and genetic susceptibility predict associations between the probability of the highrisk genotype and the risk factor status of cases and controls. For example, it can be shown that in Models B and D the probability of the high-risk genotype is higher for cases than for controls only among individuals with the risk factor. Cases and controls without the risk factor have equal probabilities of carrying the high-risk genotype. Consequently, with this design the predictions in Table I should be tested within strata defined by the risk factor status of the cases and controls [Ottman et al., 1990].

## EXAMPLES

In a case-control design, Brinton et al. [1982] examined the odds of breast cancer by family history and age at first pregnancy (<20 years vs. $30+$ years). The results were most consistent with the Model E-the odds ratios, compared with a negative family history and early first pregnancy, were: 2.7 for late first pregnancy alone, 2.4 for positive family history alone, and 5.0 for late first pregnancy and positive family history.

In a classical study of lung cancer, smoking, and family history, Tokuhata and Lilienfeld [1963] examined lung cancer mortality in the relatives of cases and controls. Smoking status of living and deceased relatives was ascertained by mailing postcards to the relatives or their next of kin. The relative risks, compared with nonsmoking relatives of controls, were 5.3 for smoking relatives of controls, 4.0 for nonsmoking relatives of cases, and 13.6 for smoking relatives of cases. Again, the results were most consistent with Model E.

## DISCUSSION

Relationships between environmental and genetic influences on disease susceptibility have been discussed previously [Haldane, 1946; MacMahon, 1968; Kidd and Matthysee, 1978; Khoury et al., 1987; King et al., 1984; Ottman et al., 1990], but little attention has been paid to epidemiologic research designs for testing them. Khoury et al. [1987, 1988] discussed such models in terms of the effect on the relative risk associated with environmental factors when genetic susceptibility is not considered, and the effect on the relative risk associated with genetic susceptibility when environmental risk factors are not considered. Ottman et al. [1990] have recently examined methods for control of familial environmental risk factors in studies of familial aggregation.

Although these models are usually called interactions between genotype and environment, they do not necessarily involve statistical interaction [Rothman et al., 1980]. Evaluation of the degree of statistical interaction involves examining the effect of each factor (risk factor or genetic susceptibility) at each level of the other. For example, disease risk in those with vs. without the risk factor can be examined within strata defined by presence or absence of the genetic susceptibility. If the risk difference is the same in these two strata, an additive model holds; if the risk ratio is the same in the two strata, a multiplicative model holds; and if neither is the same in the two strata, statistical interaction may be said to exist. From this point of view, Model A is noninteractive by definition, Models B, C, and D are interactive, and Model E can be either additive, multiplicative, or interactive.

Discovery of the relationships between susceptibility genes and environmental factors has important public health implications. Studies of the type presented here can elucidate these relationships, and provide a basis for well-informed public health recommendations.
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## Model

B. The genotype exacerbates the effect of the risk factor
C. The risk factor exacerbates the effect of the genotype
D. Both the genotype and the risk factor are required to raise risk
E. The genotype and the risk factor each influence risk by themselves

Fig. 1.

## Illustration



## Example




Five hypothetical relationships between genetic susceptibility to disease and risk factors for disease identified in epidemiologic studies. The genetic susceptibility may be either polygenic or due to a dominant, recessive, or X-linked major locus. The risk factor may be only one of many factors associated with disease risk, and may itself have either genetic or nongenetic origins.

## TABLE I

Expected Patterns of Relative Risk for Five Models of Gene-Environment Interaction, by Presence of Risk Factor and Genetic Susceptibility

| Model | Genetic susceptibility |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Present: Risk factor |  | Absent: Risk factor |  |
|  | Present | Absent | Present | Absent ${ }^{\text {a }}$ |
| A | $+{ }^{b}$ | 1 | + | 1 |
| B | $+{ }^{b}$ | 1 | + | 1 |
| C | + + | + | 1 | 1 |
| D | + | 1 | 1 | 1 |
| E | ? | + | + | 1 |
|  |  |  |  |  |
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