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Abstract

This paper is concerned with inference for a certain class of inhomogeneous Neyman-Scott point processes depending on spatial covariates. Regression parameter estimates obtained from a simple estimating function are shown to be asymptotically normal when the “mother” intensity for the Neyman-Scott process tends to infinity. Clustering parameter estimates are obtained using minimum contrast estimation based on the $K$-function. The approach is motivated and illustrated by applications to point pattern data from a tropical rain forest plot.
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1 Introduction

This work is motivated by ecological studies of biodiversity in tropical rain forests. A question of particular interest is how the very high number of different tree species continue to coexist, see e.g. Burslem et al. (2001) and Hubbell (2001). One explanation is so-called niche assembly which hypothesizes that different species benefit from different habitats determined e.g. by topography or soil properties. In recent years huge amounts of data have been collected in tropical rain forest plots in order to investigate the niche assembly and other competing hypotheses (Losos and Leigh, 2004). The data
sets consist of measurements of soil properties, digital terrain models, and individual locations of all trees growing in the plots.

A first attempt to study the niche assembly hypothesis might be to fit an inhomogeneous Poisson point process to the point pattern of a particular tree species where the intensity function might be log-linearly related to soil properties and topographical variables like elevation or gradient. However, the inhomogeneous Poisson point process assumes independent scattering of the trees. This is not realistic since the trees reproduce by seed dispersal. That is, in addition to large scale variation due to environmental variables, one may also expect clustering due to seed dispersal. The standard errors obtained assuming a Poisson point process then underestimate the uncertainty of the regression parameter estimates.

In this paper we model clustered point patterns of trees as realizations of certain inhomogeneous Neyman-Scott cluster point processes introduced in Section 2. Likelihood-based inference for such models can be carried out using Markov chain Monte Carlo methods, see Møller and Waagepetersen (2003) and Waagepetersen and Schweder (2005). However, the Markov chain Monte Carlo approach is computationally demanding and not yet amenable for routine analyses by non-specialists. We therefore in Section 3 consider another approach where estimates of the regression parameters are obtained from an estimating function given by the score of a Poisson likelihood function. This is similar to the approach in Schoenberg (2004) who considers consistent estimation of the intensity function of space-time point processes.

Given the number of “mother points”, the clusters in the Neyman-Scott process provide iid random samples of the spatial covariates. Using this it is easy to demonstrate asymptotic normality of the score function under a kind of “infill” asymptotics where the intensity of mother points approaches infinity. Asymptotic normality of the regression parameters then follows from general results for estimating functions, see the Appendix. Asymptotics for inhomogeneous cluster processes seems to be a rather unexplored topic in statistics for spatial point processes. Heinrich (1992) and Guan (2005), for example, consider increasing domain asymptotics assuming stationarity.

The asymptotic variance depends on the Neyman-Scott clustering parameters which can be estimated using minimum-contrast methods, see Diggle (2003) or Møller and Waagepetersen (2003). Minimum-contrast estimates are in general not believed to be very efficient but may suffice in studies of the niche assembly hypothesis where the clustering parameters are essentially nuisance parameters.

The usefulness of the estimating function approach is demonstrated via applications and simulation studies in Sections 4 and 5.
2 Inhomogeneous Neyman-Scott cluster point processes

Let $S \subset \mathbb{R}^2$ denote the bounded plot where trees and environmental variables are observed. For $\xi \in \mathbb{R}^2$, $z_{1:p}(\xi)$ denotes the $1 \times p$, $p \geq 1$, vector of non-constant environmental variables. We assume that the point pattern of trees is a realization of a spatial point process $X \cap S$ where $X = X_{c \in C}$ is a superposition of clusters $X_c$ of “offspring” associated with “mother” points $c$ in a stationary Poisson point process of intensity $\kappa > 0$. Given $C$, the clusters $X_c$ are independent Poisson processes with intensity functions

$$\lambda_c(\xi) = \alpha k(\xi - c; \omega) \exp(z_{1:p}(\xi) \beta_{1:p}^T)$$

where $\alpha > 0$, $\beta_{1:p}$ is the $1 \times p$ vector of regression parameters, and $k$ is a probability density depending on a parameter $\omega > 0$ determining the spread of offspring points around $c$. The parameter of main interest is the regression parameter $\beta_{1:p}$ while $\kappa$, $\alpha$, and $\omega$ are regarded as nuisance parameters in this paper.

Assume that $\exp(z_{1:p}(\cdot) \beta^T)$ is bounded by some constant $M$. A cluster $X_c$ may then be regarded as an independent thinning of a cluster $Y_c$ with intensity function $M \alpha k(\cdot - c; \omega)$ where the spatially varying thinning probability is $\exp(z_{1:p}(\cdot) \beta^T)/M$. From this point of view, the environmental variables control the survival of the offspring in $Y_c$. The thinning perspective is moreover useful for simulation purposes: it is straightforward to simulate the homogeneous Neyman-Scott process $Y = \bigcup_{c \in C} Y_c$ and secondly apply thinning to obtain a realization of $X$. For simulation of $X \cap S$, $M = \max_{\xi \in S} \exp(z_{1:p}(\xi) \beta^T)$ suffices.

The intensity function of $X$ is

$$\lambda(\xi) = \kappa \alpha \exp(z_{1:p}(\xi) \beta_{1:p}^T) = \exp(z(\xi) \beta^T)$$

where $z(\xi) = (1, z_{1:p}(\xi))$ and $\beta = (\beta_0, \beta_{1:p}) = (\log(\kappa \alpha), \beta_{1:p})$. The so-called inhomogeneous $K$-function (Baddeley et al., 2000) for $X$ coincides with the $K$-function for the stationary process $Y$ (letting $\lambda_Y = \kappa M \alpha$ denote the constant intensity of $Y$, $\lambda_Y K(t)$ is the expected number of points within distance $t$ from a typical point of $Y$).

Note that the cluster model is a tractable but crude model for clustering due to seed dispersal. The clustering in reality results from an iteration of mother-offspring events over several generations.
3 Parameter estimation

Intuitively one may expect to obtain a useful estimate of the parameter $\beta$ using an estimating function based on the intensity function (2). We therefore consider

$$l(\beta) = \sum_{\xi \in X \cap S} z(\xi) \beta^T - \int_S \exp(z(\xi) \beta^T) d\xi$$

which simply corresponds to the log likelihood function for a Poisson process with intensity function (2). Our unbiased estimating function is the derivative

$$u(\beta) = \frac{d}{d\beta} l(\beta) = \sum_{\xi \in X \cap S} z(\xi) - \int_S z(\xi) \exp(z(\xi) \beta^T) d\xi$$

with sensitivity

$$j(\beta) = -\frac{d}{d\beta} u(\beta) = \int_S z(\xi)^T z(\xi) \exp(z(\xi) \beta^T) d\xi.$$

The estimating equation $u(\beta) = 0$ has a unique solution $\hat{\beta}$ which maximizes $l(\beta)$ if the sensitivity $j$ is positive definite. This is the case provided there exists a region $A \subseteq S$ of positive area $|A| > 0$ so that $z(\xi)^T z(\xi)$ is positive definite for $\xi \in A$. The object function $l(\beta)$ can easily be maximized using the procedure ppm in the R package spatstat (Baddeley and Turner, 2005). Positive definiteness of $j$ is moreover sufficient to establish asymptotic normality of the estimate $\hat{\beta}_{1p}$ of $\beta_{1p}$, see Section 3.1.

An estimate (Baddeley et al., 2000; Møller and Waagepetersen, 2003) of the $K$-function for $X$ can be obtained using the spatstat procedure Kinhom substituting the intensity function (2) by the estimate $\exp(z(\cdot) \hat{\beta}^T)$. More specifically,

$$\hat{K}(t) = \sum_{\xi, \eta \in X \cap S} \frac{1[0 < \|\xi - \eta\| < t]}{\exp((z(\xi) + z(\eta)) \hat{\beta}^T)} e_{\xi, \eta}$$

where $e_{\xi, \eta}$ is an edge correction.

In applications one typically uses a kernel $k$ for which the $K$-function has a closed form expression depending on $\kappa$ and $\omega$. Minimum contrast estimates $\hat{\kappa}$ and $\hat{\omega}$ are then obtained by minimizing

$$\int_0^a (\hat{K}(t) |^{1/4} - K(t; \kappa, \omega)^{1/4})^2 dt$$

with respect to $(\kappa, \omega)$ for some user specified value of $a$, see Diggle (2003). Finally $\hat{\alpha} = \exp(\hat{\beta}_0)/\hat{\kappa}$. 

4
3.1 Approximate distribution of regression parameter estimates

Denote by $\kappa^*$, $\alpha^*$, $\omega^*$, and $\beta_{1p}^*$ the unknown parameter values for which the data is assumed to be generated. Suppose for a moment that $\kappa^*$ is known in which case we obtain the estimate $\hat{\beta}_0 - \log \kappa^*$ of $\log \alpha$. By Theorem 1 in the Appendix, for large $\kappa^*$, $(\hat{\beta}_0 - \log \kappa^*, \hat{\beta}_{1p})$ is approximately normal with mean $(\log \alpha^*, \beta_{1p}^*)$ and covariance matrix $\Sigma^* = \Sigma(\kappa^*, \alpha^*, \omega^*, \beta_{1p}^*)$ where

$$\Sigma(\kappa, \alpha, \omega, \beta_{1p}) = (\kappa\alpha J(\beta_{1p}))^{-1} + J^{-1}(\beta_{1p})G(\beta_{1p}, \omega)J^{-1}(\beta_{1p})/\kappa,$$  

$$J(\beta_{1p}) = \int_S z(\xi)^T z(\xi) \exp(z_{1p}(\xi)\beta_{1p}^T) d\xi,$$

$$G(\beta_{1p}, \omega) = \int_{\mathbb{R}^2} H(\beta_{1p}, \omega, c)^T H(\beta_{1p}, \omega, c) dc,$$

and

$$H(\beta_{1p}, \omega, c) = \int_S z(\xi) \exp(z_{1p}(\xi)\beta_{1p}^T) k(\xi - c; \omega) d\xi.$$

In practice we estimate the variance of $\hat{\beta}_{1p}$ using a plug-in approach where the unknown parameters in $\Sigma^*$ are replaced by their estimates. Letting $\hat{\sigma}_j$ denote the square root of the $j$th diagonal element of $\hat{\Sigma} = \Sigma(\hat{\kappa}, \hat{\alpha}, \hat{\omega}, \hat{\beta}_{1p})$, $[\hat{\beta}_j - 1.96\hat{\sigma}_j, \hat{\beta}_j + 1.96\hat{\sigma}_j]$ is an approximate 95% confidence interval for $\beta_j$, $j = 1, \ldots, p$. Our asymptotic approach where $\kappa$ tends to infinity does not justify the plug-in approach. We therefore assess the usefulness of standard errors and approximate confidence intervals obtained from $\hat{\Sigma}$ via simulation studies in Section 5.

Note that the first term in the right hand side of (6) is the asymptotic covariance matrix for the maximum likelihood estimate of $(\log \alpha, \beta_{1p})$ when the data is generated under a Poisson process with intensity function (2), cf. Remark 1 in the Appendix.

The integrals $J$, $G$, and $H$ are evaluated using Riemann sums where $k(\xi - c; \omega)$ is approximated by $1[\xi \in D_c]k(\xi - c; \omega)$ for a disc $D_c$ around $c$.

4 Application to rainforest data

The tropical tree data sets considered in this section are extracted from a huge data set collected in the 500 by 1000 meter Barro Colorado Island plot, see Condit et al. (1996); Condit (1998); Hubbell and Foster (1983), and the Acknowledgment. The upper plots in Figure 1 show respectively all tree positions in 1995 of the species *Beilschmiedia pendula* Lauraceae.
Figure 1: Upper plots: locations of \textit{Beilschmiedia pendula} Lauraceae (left) and \textit{Ocotea whitei} Lauraceae (right) trees. Lower plots: altitude (left) and norm of altitude gradient (right).

(3605 trees) and \textit{Ocotea whitei} Lauraceae (1298 trees). The lower plots show covariates (altitude and norm of the altitude gradient) recorded on a 5 by 5 meter grid.

For both species, we let $z_{1,p}$ consist of the altitude and gradient covariates and $k$ is assumed to be a bivariate isotropic normal density with standard deviation $\omega$. The $K$-function is then

$$K(t; \kappa, \omega) = \pi t^2 + \left(1 - \exp(-t^2/(4\omega^2))\right)/\kappa$$

and $X$ can be viewed as an inhomogeneous version of the so-called Thomas process. The upper limit $a$ in (5) is chosen to be 100 meter for both species (Diggle, 2003, recommends that $a$ should be considerably smaller than the dimensions of the observation plot). We use 5 by 5 meter cells for the discretization in the Riemann approximation of the integrals in $J$, $G$, and $H$, and use four times the estimated $\omega$ for the radius in $D_c$, see Section 3.1.

The estimates of $\beta_1$ (altitude) and $\beta_2$ (gradient) and associated approximate 95\% confidence intervals are 0.02 (-0.02;0.06) and 5.84 (0.89;10.80) for Beilschmiedia and 0.01 (-0.04;0.06) and 14.87 (8.70;21.03) for Ocotea. Hence, there is evidence that both species prefer to live on slopes but not that they favour low or high altitudes. The estimates of $(\kappa, \alpha, \omega)$ are (8e-5,85.9,20.0) for Beilschmiedia and (1.2e-4,13.5,12.4) for Ocotea (i.e. the expected numbers of motherpoints within the plot are 40 and 60, respectively).

Figure 2 shows for both species $\hat{K}(t)$ given by (4), $K(t, \hat{\kappa}, \hat{\omega})$, and the
Figure 2: Solid lines: $\hat{K}(t)$ (4) for Beilschmiedia pendula Lauraceae (left) and Ocotea whitei Lauraceae (right). Dotted lines: $K(t, \hat{\kappa}, \hat{\omega})$ (7). Dashed lines: $K$-function $K_{\text{pois}}(t) = \pi t^2$ for a Poisson process.

$K$-function $K_{\text{pois}}(t) = \pi t^2$ for the Poisson process. The plots indicate clustering since the estimates $\hat{K}(t)$ are above $K_{\text{pois}}(t)$. Applying maximum likelihood estimation under the Poisson process assumption, we obtain the same estimates of $\beta_1$ and $\beta_2$ for the two types of trees but much too narrow confidence intervals (0.02;0.03) and (5.34;6.34) (Beilschmiedia) and (0.00;0.02) and (14.15;15.58) (Ocotea).

5 Simulation study

In the following simulation study we focus on the asymptotic normality of $\hat{\beta}_{1,p}$, the performance of the standard errors for $\hat{\beta}_{1,p}$ obtained from either $\Sigma^*$ or $\hat{\Sigma}$, and the coverage properties of approximate confidence intervals, see Section 3.1.

We use the observation plot, covariates, and kernel $k$ from the previous section, fix $\beta_{1,p}^*$ at the parameter estimates obtained for the Beilschmiedia trees and let $\omega^*$ equal to 10 or 20. The parameter $\kappa^*$ is 5e-5, 1e-4, or 5e-4 corresponding to either 25, 50, or 250 expected numbers of motherpoints within the plot. For each value of $\kappa^*$ we consider two values of $\alpha^*$ so that the expected number $\mu^*$ of simulated points is either 200 or 800 corresponding to "small" and "moderately large" point patterns. For each combination of $\kappa^*$ and $\mu^*$ we generate 1000 synthetic data sets and obtain simulated parameter estimates by applying our estimation procedure to the synthetic data. The
results obtained with the two $\omega^*$ values are qualitatively very similar, so below we only comment on the results for $\omega^* = 20$.

The.qq-plots in Figure 3 and Figure 4 based on the simulated values of $\hat{\beta}_{1p}$ indicate that the distribution of $\hat{\beta}_1$ is fairly close to normal already for $\kappa^*=5e-5$ while the convergence to normality is slower for $\hat{\beta}_2$ where the.qq-plots reveal a heavy tail to the left for the smaller $\kappa^*$ values. The different rates of convergence are probably due to the difference between the associated covariates. High values of the gradient covariate occur in rather narrow areas which are less likely to be sampled by a cluster of points. This induces a bias downwards for the estimates of $\hat{\beta}_2$: for $\kappa^*=5e-5$ the mean of $\hat{\beta}_2$ is about 0.6 smaller than $\beta_2^* = 5.84$. For $\kappa^*=5e-4$ the bias is reduced to around 0.1. The estimate of $\hat{\beta}_2$ is essentially unbiased for all values of $\kappa^*$.

![Graphs showing qq-plots for different values of $\kappa^*$ and $\mu^*$](image)

**Figure 3:** Quantiles obtained from 1000 simulated parameter estimates of $\beta_1$ against quantiles of a normal distribution. Left to right $\kappa^*=5e-5,1e-4,5e-4$ and top to bottom $\mu^* = 200, 800$.

The first column in Table 1 shows for each combination of $\kappa^*$ and $\mu^*$, a Monte Carlo estimate of the standard deviation for $\hat{\beta}_1$ obtained from the 1000 simulated parameter estimates. The second column contains the standard deviations obtained from $\Sigma^*$ while Monte Carlo estimates of the medians of the standard deviations obtained from $\hat{\Sigma}$ are given in the third column. The
Figure 4: Quantiles obtained from 1000 simulated parameter estimates of $\beta_2$ against quantiles of a normal distribution. Left to right $\kappa^* = 5e-5, 1e-4, 5e-4$ and top to bottom $\mu^* = 200, 800$.

The estimated coverage percentages in general differ less from the nominal 95% than twice the Monte Carlo standard error which is around 0.007. The approximate confidence intervals seem to be slightly too conservative for $\beta_1$ and slightly too restrictive for $\beta_2$. There is in general good agreement between the first three columns regarding $\beta_1$. Larger discrepancies can be observed between the columns 5 to 7. In particular, the standard errors obtained from $\hat{\Sigma}$ (column 7) seem to underestimate somewhat the sampling standard deviation of $\beta_2$ (column 5). Perhaps the underestimation of the standard deviation is counterbalanced by the bias of $\hat{\beta}_2$ so that reasonable coverage percentages are still obtained.

Considering the generally decent coverage properties of the approximate confidence intervals, basing inference on standard errors obtained from $\hat{\Sigma}$ does not seem unreasonable even when the expected number of mother points in the observation plot is as low as 25. However, for covariates with peaks and
Table 1: First four columns: Monte Carlo estimate of the standard deviation for $\hat{\beta}_1$, standard deviation obtained from $\Sigma^*$, median of standard deviation obtained from $\hat{\Sigma}$, and coverage of approximate confidence interval. Last four columns: as first four columns but for $\beta_2$.

narrow ridges, one should be careful with possible bias of the estimates of the associated parameter and standard error.

6 Estimating functions based on second order properties

Our estimating function (3) does not provide estimates of the clustering parameters. Inspired by Guan (2005) one might therefore consider

\[ l_2(\beta_{1p}, \kappa, \alpha, \omega) = \sum_{\xi, \eta \in X \cap S: \xi \neq \eta} \log \lambda^{(2)}(\xi, \eta; \beta_{1p}, \kappa, \alpha, \omega) - \int_S \int_S \lambda^{(2)}(\xi, \eta; \beta_{1p}, \kappa, \alpha, \omega) d\xi d\eta \]

where

\[ \lambda^{(2)}(\xi, \eta; \beta_{1p}, \kappa, \alpha, \omega) = \exp(z(\xi)\beta^T) \exp(z(\eta)\beta^T) g(||\xi - \eta||; \kappa, \omega) \]

is the second order product density and the pair correlation function $g(t; \kappa, \omega)$ is the derivative of the K-function divided by $2\pi t$. The function $l_2$ may be viewed as a limit of log composite likelihoods

\[ \sum_{i \neq j} (1[n_i > 0 \text{ and } n_j > 0] \log P(n_i > 0 \text{ and } n_j > 0) + 1[n_i = 0 \text{ or } n_j = 0] \log P(n_i = 0 \text{ or } n_j = 0)) \]

where $n_i$ is the number of points in $X \cap A_i$ for a disjoint partitioning $\{A_i\}$ of $S$ and the sizes of the $A_i$ tend to zero. In the stationary case, Guan (2005)
considers an object function obtained by replacing the last term in $l_2$ by
\[ \sum_{\xi, \eta \in X \cap S} \log \int_S \int_S \lambda^{(2)}(\xi, \eta; \beta_1, \kappa, \alpha, \omega) d\xi d\eta. \]

Differentiating $l_2$ an unbiased estimating function $u_2$ is obtained. Disadvantages of $u_2$ compared to (3) are that standard software is not applicable and that the asymptotics are more complicated.
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A Asymptotic normality of regression parameter estimates

Please recall the notation introduced in Section 2 and 3. In this appendix we derive asymptotic normality of the estimate of the interest parameter $\beta_{1,p}$ when the mother intensity tends to infinity, i.e. we consider an increasing sequence $(\kappa_n)_{n\geq 1}$ of $\kappa$ values where $\kappa_n = n\bar{\kappa}$ for some $\bar{\kappa} > 0$ and $n \to \infty$. The constant $\bar{\kappa}$ is introduced to allow for non-integer values of $\kappa$.

Let $\beta_0 = \log(\alpha)$ and let $u_n(\beta_0, \beta_{1,p}) = u(\log(\kappa_n) + \beta_0, \beta_{1,p})$ be the estimating function for $(\beta_0, \beta_{1,p})$ when $\kappa$ is known and given by $\kappa_n$. Denote by
that

Then

Theorem 1 is concerned with asymptotic normality of \( \sqrt{n} (\hat{\beta}_0^n - \beta_0^*, \hat{\beta}_{1p}^n - \beta_{1p}^*) \).

**Theorem 1.** Suppose \( J(\beta_{1p}^*) \) is positive definite. Then \( \sqrt{n} (\hat{\beta}_0^n - \beta_0^*, \hat{\beta}_{1p}^n - \beta_{1p}^*) \) is asymptotically zero mean normal with covariance matrix

\[
(a^* J(\beta_{1p}^*))^{-1} + J^{-1}(\beta_{1p}^*) G(\beta_{1p}^*, \omega^*) J^{-1}(\beta_{1p}^*).
\]

**Proof.** Below we show that \( u_n(\hat{\beta}_0^n, \beta_{1p}^*) \) is asymptotically normal. Asymptotic normality of \( \sqrt{n} (\hat{\beta}_0^n - \beta_0^*, \hat{\beta}_{1p}^n - \beta_{1p}^*) \) then follows directly from Theorem 2.8 in Sørensen (1999).

Let \( S_n = [-g(n), g(n)]^2 \) where \( g(\cdot) \) is an increasing function chosen so that

\[
\lim_{n \to \infty} \sqrt{n} \int_S J \int_{S_n} k(\xi - c; \omega^*) dc d\xi = 0. \tag{9}
\]

The increasing regions \( S_n \) are introduced to handle cases where \( k(\cdot; \omega^*) \) is a probability density with unbounded support. Note that the bounded observation plot \( S \) is contained in \( S_n \) for sufficiently large \( n \).

We now identify \( C \cap S_n \) with \( \cup_{i=1}^n \{ C_1, \ldots, C_{nN} \} \) where for each \( n \), the \( N_i \) are independent Poisson variables with mean \( \hat{\kappa} |S_n| \) and the \( C_i \) are i.i.d uniform on \( S_n \) given the \( N_i \). For each \( C_i \) let \( Z_{C_i}^n = \sum_{\xi \in \delta_{i} \cap \delta} z(\xi) \) where given \( C_i \), \( X_{C_i} \) is a Poisson process of intensity \( \lambda \), cf. (1). Similarly, to any point \( c \) in \( C \) \( S_n \) we associate \( Z_c = \sum_{\xi \in \delta_{i} \cap \delta} z(\xi) \).

By the Slivnyak-Mecke theorem (see e.g. Theorem 3.1 in Moller and Waagepetersen, 2003),

\[
E[Z_{C_i}^n] = \frac{\alpha^*}{S_n} \int_S z(\xi) \exp(z(\xi)(\beta_{1p}^*)^T) \int_{S_n} k(\xi - c; \omega^*) dc d\xi.
\]

Then \( u_n(\hat{\beta}_0^n, \beta_{1p}^*) / \sqrt{n} \) is distributed as \( U_n / \sqrt{n} + Z_n / \sqrt{n} \) where

\[
U_n = \sum_{c \in C \cap S_n} Z_c - n\hat{\kappa} |S_n| E Z_{C_1} = \sum_{i=1}^n \left( \sum_{j=1}^{N_i} Z_{C_{ij}} - \hat{\kappa} |S_n| E Z_{C_i} \right)
\]

and

\[
Z_n = \sum_{c \in C \cap S_n} Z_c - n\hat{\kappa} \alpha^* \int_S z(\xi) \exp(z(\xi)(\beta_{1p}^*)^T) \int_{S_n} k(\xi - c; \omega^*) dc d\xi.
\]

The term \( Z_n / \sqrt{n} \) converges to zero in probability since

\[
E\|Z_n / \sqrt{n}\| \leq 2\sqrt{n\hat{\kappa} \alpha^*} \int_S k(\xi - c; \omega^*) \int_S \|z(\xi)\| \exp(z(\xi)(\beta_{1p}^*)^T) d\xi dc
\]

13
where the right hand side tends to zero due to (9).

Regarding \( U_n / \sqrt{n} \), note that
\[
\mathbb{E} \sum_{i=1}^{N^n} Z_{C^n_{ij}} = \tilde{\kappa} |S_n| \mathbb{E} Z_{C^n_{ij}} \text{ and } \text{Var} \sum_{i=1}^{N^n} Z_{C^n_{ij}} = \tilde{\kappa} |S_n| \mathbb{E} (Z_{C^n_{ij}})^2 \]
where by the extended Slivnyak-Mecke theorem (see e.g. Theorem 3.2 in Möller and Waagepetersen, 2003),
\[
\mathbb{E}[(Z_{C^n_{ij}})^2] = \frac{\alpha^*}{|S_n|} \int_S z(\xi)^T z(\xi) \exp(z_{1:p}(\xi)(\beta^*_{1:p})^T) \int_{S_n} k(\xi - c; \omega^*) dcd\xi \\
+ \frac{(\alpha^*)^2}{|S_n|} \int_{S_n} H(\beta^*_{1:p}, \omega^*, c)^T H(\beta^*_{1:p}, \omega^*, c) dc.
\]

Thus, \( \text{Var} \sum_{j=1}^{N^n} Z_{C^n_{ij}} \) converges to \( V = \tilde{\kappa} \alpha^* J(\beta^*_{1:p}) + \tilde{\kappa} (\alpha^*)^2 G(\beta^*_{1:p}, \omega^*) \). By the multivariate central limit theorem, \( U_n / \sqrt{n} \) and hence \( u_n(\beta_0^*, \beta_{1:p}^*) / \sqrt{n} \) converges to a multivariate normal distribution with mean zero and covariance matrix \( V \).

It follows from Theorem 2.8 in Sørensen (1999) (under condition 2.1 and 2.4 with \( G_n(\bar{\theta}) = u_n(\beta_0^*, \beta_{1:p}^*) \) and \( W(\bar{\theta}) = \tilde{\kappa} \alpha^* J(\beta^*_{1:p}) \)) that \( \sqrt{\tilde{\kappa}} n (\beta_0^n - \beta_0^*, \beta_{1:p}^n - \beta_{1:p}^*) \) is asymptotically zero-mean normal with covariance matrix (8).

\[ \blacksquare \]

Remark 1. Suppose we consider a sequence of Poisson processes on \( S \) with intensity functions \( \kappa_n \alpha \exp(z_{1:p}(\xi) / \beta_{1:p}^T) \) and obtain estimates of \( (\log \alpha, \beta_{1:p}) \) by solving \( u(\log(\kappa_n) + \log(\alpha), \beta_{1:p}) = 0 \). Then, by the same type of argument as in the proof of Theorem 1, the asymptotic covariance is given by the first term in (8).