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Abstract: Nowadays, hand gestures have become a booming area for researchers to work on. In
communication, hand gestures play an important role so that humans can communicate through this.
So, for accurate communication, it is necessary to capture the real meaning behind any hand gesture
so that an appropriate response can be sent back. The correct prediction of gestures is a priority for
meaningful communication, which will also enhance human–computer interactions. So, there are
several techniques, classifiers, and methods available to improve this gesture recognition. In this
research, analysis was conducted on some of the most popular classification techniques such as Naïve
Bayes, K-Nearest Neighbor (KNN), random forest, XGBoost, Support vector classifier (SVC), logistic
regression, Stochastic Gradient Descent Classifier (SGDC), and Convolution Neural Networks (CNN).
By performing an analysis and comparative study on classifiers for gesture recognition, we found
that the sign language MNIST dataset and random forest outperform traditional machine-learning
classifiers, such as SVC, SGDC, KNN, Naïve Bayes, XG Boost, and logistic regression, predicting
more accurate results. Still, the best results were obtained by the CNN algorithm.

Keywords: hand gesture recognition; machine learning; convolutional neural networks; sign MNIST

1. Introduction

Every day, the need for and the level of services required by humans increase. In
face-to-face communication, hand gestures are a key element. So, the body language of a
human plays an important role in face-to-face communication, and so does making hand
gestures. In communication, most things are explained with hand gestures, and analysis of
this provides some insights into communication itself. However, current automation in this
area does not focus on the use of hand gestures in daily activities, as is explained in [1,2].
Household items can also be controlled by hand gestures [3]. We are now moving towards
an era in which everything can be controlled by hand gestures. Technology is advancing so
much in this area that the complexity of operations of various computer programs and user
interfaces is provided to the user. To make this system easy to understand and less complex,
now, image processing is used. Whenever communication has to be established between a
normal human and a deaf human [4], there is a strong need for hand gestures. To make a
system smart, there is a need to enter hand gesture images into the system and conduct
further analysis to determine their meaning [5]. For this, machine-learning algorithms
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need to be applied. This can be undertaken by first training models or algorithms using
the dataset (available images), and then conducting classification or categorization for the
final prediction. Many state-of-the-art algorithms such as HOG, CNN, and Bagging are
available, with which satisfactory results can be guaranteed. Algorithms such as KNN,
logistic regression, SVC, Naive Bayes, and Stochastic Gradient Descent are also available
for classification and results. So, here, the major focus is to analyze, implement, and
compare the results of this kind of machine-learning algorithm—a comparison of results
was conducted using confusion matrix and classification reports. We present and explain
the stepwise process to extract hand features from the dataset so that results can be gathered,
and classification can be performed [6].

The rest of the paper will be structured as follows: Section 2 will be a detailed discus-
sion on the work done till now. Section 3 will be about the methodology used, including
the study of different machine-learning algorithms, analysis terminology such as confusion
matrix, and a detailed discussion about case studies from 1–6. Section 4 will be about the
experimental results. The conclusion will be in Section 5.

2. Related Work

Tam et al. [7] discussed a real-time hand gesture recognition system. This author
used an embedded convolutional neural network for classification. Using hand prosthesis
leveraging HD-EMG and deep learning, the author improved reliability and execution, and
reaction times were minimized. Ease of use is the major focus for the proposed model and
is achieved by a reduction in infrastructure for classifier training. The upper limb’s electro
biography [8] was used for hand gestures. EMG measured electrical activity related to
muscles. In this, the hand gesture was taken into consideration without training machine-
learning algorithms. The results are compared with existing algorithms and techniques
such as KNN, NB, Discriminant Analysis (DA), SVM, and random forest (RF). The created
approach of arranging distinctive hand gestures will be valuable in human–PC cooperation,
just as in controlling gadgets including prostheses, virtual items, and wheelchairs. The
introduced approach of evaluating the muscle initiation design for particular hand gestures
across subjects will give more prominent materialness in controlling the prosthetic devices.

Li et al. [9] introduced a spatial fuzzy matching (SFM) algorithm, with which the
author achieved a fused gesture dataset. SFM is also used for capturing the dynamic
behavior of hand gestures and even comparing this with the test dataset. This can run
on a simple machine, as they have used a fused data set that does not require any special
hardware/software requirements to run on. This author achieved a 94–100% accuracy in
the case of static and around 90% for dynamic hand gestures. So, leap motion and fused
dataset were used for the experimental setup. It has also been observed that this SFM will
work better as data sets increase. Lee and Tanaka [10] explain hand and finger gestures
for the natural user interface. The author mentions that hand gestures are a simple but
not a natural way of interaction. He focuses more on finger identification and tracking.
With the use of Kinect and Depth-Sense, the user can track and identify finger movement
and hand gestures even if the surrounding does not have sufficient light or a robust
background. They also used Kinect depth data for finger identification and hand gesture
recognition. So, this authors’ model can provide natural communication and an interface.
Nogales et al. [11] discuss how present gesture recognition resembles an issue of component
extraction and example recognition, in which development is marked as having a place with
a given class. A gesture recognition framework’s reaction could take care of various issues
in different fields, such as medication, mechanical technology, communication through
signing, human–PC interfaces, computer-generated reality, increased reality, and security.
In this unique situation, this work proposes a methodical writing survey of hand gesture
recognition dependent on infrared data and AI calculations. To foster this methodical
writing survey, we utilized the Kitchenham strategy. This orderly writing survey recovers
data about the models’ structures, the carried-out methods in every module, the method
of learning utilized (managed, solo, semi-regulated, and support learning), recognition
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exactness grouping, and the preparation time. Likewise, it recognizes writing holes for
future examination.

Allard et al. [12] has used deep learning for hand gesture recognition. Deep learning
calculations have become progressively more popular for their unrivaled capacity to
simultaneously process multiple features from a lot of information. Be that as it may,
inside the area of electromyography-based gesture recognition, deep learning calculations
are only sometimes utilized as they require a preposterous amount of effort from a solitary
individual to produce a huge number of models. This current paper’s speculation is that,
in general, educational provisions can be gained from a lot of information produced by
accumulating the signs of numerous clients, hence diminishing recording errors while
improving gesture recognition. Thus, this paper proposes applying gesture learning
on amassed information from various clients while utilizing the limit of deep-learning
calculations to process multiple features from enormous datasets. Two datasets involving
19 and 17 physically fit members, respectively (the first is utilized for pre-preparing), were
employed for this work, utilizing the Myo armband. A third Myo armband dataset was
taken from the Nina Pro information base and included ten physically fit members. Three
unique deep-learning networks utilizing three distinct modalities as information (crude
EMG, spectrograms, and ceaseless wavelet change (CWT)) are tested on the second and
third datasets. Finally, a contextual investigation utilizing eight physically fit members
proposes that a constant input permits clients to adjust their muscle actuation methodology,
which decreases the corruption in exactness ordinarily experienced over long periods of
time. Table 1 represents chronological summary of various techniques in the domain.

Table 1. Chronological summary of various techniques in the domain.

S. No Year Author Detection Technique Dataset Other Characteristics

1 2010 Heo et al. [13] Binary open (stretching) and
close (crooking)

Hand Gesture
Dataset

Used for the game
system, so only grabbing
and not grabbing have

been used in this.

2011 Dardas and Georganas [14]

Support vector machine
(SVM), scale invariance
feature transform (SIFT),
and K-means clustering

Real-time Dataset Accuracy of 96.23%
under variable scale

3 2012 Zhang et al. [15]

Three-axis accelerometer
(ACC) and multi-channel
electromyography (EMG)

sensors, multistream hidden
Markov models, and

HMM classifiers

Work on 72 CSL
words and Hand
Gesture Dataset

Accuracies of 95.3% and
96.3% for two subjects
and by HMM accuracy

is increased by 2.5%

4 2012 Keskin et al. [16] Shape Classification
Forest (SCF)

American Sign
Language (ASL)

dataset and
ChaLearn Gesture
Dataset (CGD2011)

Achieved a success rate
of 97.8% when using the

ASL dataset

5 2013 Ren et al. [17] Kinect sensor, Finger-Earth
Mover’s Distance (FEMD)

Hand Gesture
Dataset,

10-gesture dataset

93.2% mean accuracy,
efficiency: 0.0750 s

per frame

6 2014 Bar and Trivedi [18] A Multi-modal Vision-Based
Approach and Evaluations

Real dataset (set of
19 gestures),
RGBD fusion

Studied the feasibility of
an in-vehicle

vision-based gesture
recognition system
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Table 1. Cont.

S. No Year Author Detection Technique Dataset Other Characteristics

7 2016 Plouffe and Cretu [19] Kinect sensor, k-curvature
algorithm, DTW algorithm

Real-time
hand gesture.

Accuracy of 92.4% is
achieved over 55 static

and dynamic
hand gestures.

8 2018 Wahid et al. [8]

Upper limb’s
electromyography (EMG).

For classification: k-Nearest
Neighbor (kNN),

Discriminant Analysis (DA),
Naïve Bayes (NB), Random

Forest (RF), and Support
Vector Machine (SVM) and
non-parametric Wilcoxon

signed-rank test.

Three different
hand gestures as a
fist, wave in, and

wave out

Accuracy of 96.4% is
achieved by using the

area under the averaged
root mean square curve

(AUC-RMS)

9 2021 Zhang et al. [20]

Convolutional neural
network (ConvNet),
short-term memory

(LSTM) network

Jester dataset and
Nvidia dataset.

An accuracy of 95.73%
received by Jester

dataset and 95.69% by
the “zoomed-out” Jester

dataset. In the Nvidia
dataset, an accuracy of

85.13% has
been achieved.

10 2018 Zhao and Wang [21] Convolutional Neural
Network (CNN)

American Sign
Language (ASL)

dataset and
MNIST dataset

CNN gave the highest
efficiency on parameter

distribution on the
ASL dataset.

11 2019 Allard et al. [12]
Raw EMG, spectrograms,
and continuous wavelet

transform (CWT)

Two datasets: 19
and 17 able-bodied
participants out of
the first one is for
pre-training Myo

armband,
NinaPro database

An offline accuracy:
98.31% (7 gestures and

17 participants by
CWT-based ConvNet)

and 68.98% (18 gestures
and 10 participants

by raw
EMG-based ConvNet)

12 2020 Li et al. [9]
Leap Motion gen.2, spatial

fuzzy matching (SFM)
algorithm

Hand gesture
dataset

Static Gesture: accuracy
ranges from 94 to 100%.
Dynamic Gesture: More
than 90% accuracy has

been achieved.

13 2020 Tam et al. [7]
Convolutional neural
network (CNN) and

myoelectric control scheme

Nina database,
real-time

hand gesture

Accuracy of 98.2%
was achieved.

3. Methodology

In this paper, the MNIST dataset is used for the analysis of different algorithms. The
sign MNIST dataset can be downloaded from Kaggle.com, accessed on 1 January 2022.
This dataset is very popular and valuable for gesture recognition. It contains 24,000 images,
which are of 20 different gestures. For training, 70% were used, and the remaining 30%
were used for testing. Three classes were used, considering only 3 postures. Sections 3.2–3.9
describe analysis using the SVC algorithm, KNN algorithm, logistic regression, Naïve
Bayes Classifier algorithm, SGDC, CNN model, random forest, and XGBoost, respectively.
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3.1. Feature Selection

Feature selection involves the selection of feature subsets. For some classifiers, the re-
duced feature set gives a better recognition accuracy than the original feature set. However,
in other classifiers, they give equal and comparable accuracy. Generalized steps related to
feature selection are:

1. Starting Point Selection: Selecting a starting point for a feature subset is important. It
can be done by starting with an empty matrix and adding relevant features to it. This
is a forward selection method. Another technique is by starting from the feature set
and eliminating irrelevant features from it. This is a backward selection method. The
selection can also be initiated from the middle, proceeding outwards.

2. Evaluation Method: The evaluation strategies for different feature selection algorithms
vary. In the filter method, irrelevant and redundant features are eliminated before the
learning algorithm begins. In the wrapper method, the bias of a particular induction
algorithm that uses cross-validation to give final accuracy is taken into account for
feature selection.

3. Stopping Criteria: The feature selection algorithm will stop if on adding or removing
features, the accuracy does not improve any further. The feature subset is revised
until the merit does not degrade. This is based on the evaluation method.

4. The training data set comprised 27,455 cases (80%), and the test data set comprised
7172 cases (20%). One-third of the data (threefold) were used for cross-validation, one-
third of the samples were reserved from each subject to be trained, and the rest were
used for testing. Figure 1 represents the mechanism of the entire network architecture
of CNN, which was used for the experimental setup. Using this, images are classified
into different classes, which are used for further analysis.
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Features and Features Extraction

Feature extraction calculates various discriminating attributes of an image. Therefore,
the selection of feature sets plays a vital role in the accurate classification of the images.
These features also have invariance to translation, scale, and orientation. There are various
shape-based feature extraction techniques that are categorized as contour-based, region-
based, and gradient-based.
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1. Contour-based: These features are extracted from shape boundaries. These are known
as the local methods, in which rather than extracting features from the whole image,
the features are only extracted from the ROI.

2. Region-based: These features are extracted from the whole image. These are known
as global methods. Examples of tour-based features are geometric moments, Zernike
moments, etc.

3. Gradient-based: In these features, images are split into blocks, and features are taken
from these blocks only. This is local shape information, and objects are captured from
these dense blocks such as HOG and Scale Invariant Feature Transform (SIFT).

An efficient feature descriptor is a set of numbers that represent a given shape or
object. An apt feature descriptor must possess the properties listed below.

1. Distinguishable: An efficient descriptor must be able to distinguish the classes of hand
gestures to be discriminated against. This must have inter-class variance.

2. Invariant: A feature extraction must be resistant to changes in rotation, translation,
and scale. It should have small a variance within the class, even if there is a small
change in the image.

3. Reliable: Features must be resistant to noise in the image. The feature set must be
strong enough to handle noise and variations due to ambient conditions.

4. Statistically Independent: Two or more than two features must be independent of
each other. A small change in the first feature must not affect the other feature set. The
features must be statically independent. Otherwise, a small error in the first feature
would affect the total system accuracy.

3.2. Analysis Using SVC Algorithm

A Support Vector Clustering (SVC) algorithm is a supervised machine-learning al-
gorithm. SVC is based on kernel-based learning. To analyze a pattern, SVC uses both
classification and regression techniques. The objective behind the use of SVC is to divide a
data set into two classes of data so that it can find a hyperplane [8]. We use this hyperplane
as a binary classifier. In this, first, searching for the nearest data points of the hyperplane
has to be performed so that we can use these data points as support vectors. These support
vectors play a crucial role in the development of hyperplanes [21]. Support vectors are
also responsible for affecting the position and presentation of the hyperplane. Each point
in support vectors represents n-dimensional space, where n represents several features.
SVM’s loss function is quite similar to logistic regression and is known as hinge loss. We
can use this loss function to maximize the difference/margin in between data points and
hyperplane. The loss function is mentioned below as Equation (1):

l (p, q, f (q)) = (1 − q ∗ f (p)) (1)

where l : loss f unction, q : true labels, p : sample and f (p) : predicted labels. if q ∗ f (p) ≥ 1
or hinge loss = 0; otherwise, it provides values as 1 − q ∗ f (p).

3.3. Analysis Using KNN Algorithm

For gesture recognition, the K-Nearest Neighbor (KNN) algorithm is a supervised
machine-learning algorithm. KNN is used for classification, by which a data point’s
classification is determined by how its neighbor is classified. Euclidean distance is used to
find the nearest neighbor in KNN [8]. In this, the target is to achieve minimum Euclidean
distance, and the calculation is performed based on several small distances [20]. As soon as
the k value increases, accuracy also increases.

In general, the Euclidian distance formula is used. With the use of KNN, classification
is performed using the threshold value, which is calculated by the average of the k data
point that is nearest. The performance is totally based on the distance of the nearest
neighbor, similarity measurement, and a threshold value.
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To obtain a measurement of accuracy, hidden layer size is calculated by the number
of neurons in the hidden layer. Weight optimization is conducted by the use of a solver,
and the learning rate is calculated and represented by leaning_rate_initdouble. This whole
setup exists under scikit-learn.

3.4. Analysis Using Logistic Regression

Logistic regression involves gathering regression techniques and concerns portray-
ing the connection between informative variables and a discrete reaction variable. The
distinction between standard straight regression and logistic regression represents how
the reaction variable Y is continuous for straight regression. In logistic regression, the
reaction variable is discrete [22]. This distinction is shown in the selection of boundaries
and suspicions. Logistic regression working is based on probability, and a linear equation
is used to predict the values that lie between 0 and 1, and because of this, it is known as a
predictive analysis algorithm. It uses the activation function as sigmoid so that outcome
can be converted into categorical values. This sigmoid function can also be called a logistic
function. It can be represented as below:

f (y) =
1

1 + e−(y)
(2)

where −∞ ≤ f (y) ≤ +∞.

3.5. Analysis Using Naïve Bayes

Classification is an ordinarily utilized AI and information mining approach. Contin-
gent upon the number of target classifications that are utilized to classify an informational
index, various methodologies may be picked to conduct the classification work. For paired
classifications, typically, choice trees and backing vector machines are normally embraced,
yet these two methodologies are dependent on an imperative that the number of target
classifications cannot exceed two. This unbending limitation makes them difficult to be
considered to fit a wide range of genuine classification works in which the number of target
classifications is generally more than two. The Naive Bayes Classifier is more reasonable
for general classification assumptions [8]. There have been a decent assortment of effective
genuine applications that depend on Naive Bayes classifier: for example, climate forecast
administrations, client acknowledgment assessments, disease orders, etc. However, the
configuration of an informational collection inside the issue area is preprocessed into an
even arrangement [22]. This numerical classifier can proceed to determine the validities of
squeezing a piece of new information into every conceivable classification. Thus, the classi-
fication with the most trustworthy fitness can be picked as the best-fitting classification of
this piece of information.

3.5.1. Analysis Using Naïve Bayes for Multinomial Models

This Naïve Bayes model is utilized for discrete checks, and it considers and presumes
the freedom of the multitude of provisions and factors in the dataset [23]. It can deal
with text classification issues, and its precision can be further developed while applying
some change strategies such as element development, including choice, and cleaning the
dataset [24]. It centers on the word as well as the recurrence of the word in the dataset.

3.5.2. Analysis Using Naïve Bayes for Gaussian Models

It supports Gaussian normal distribution and uses only continuous data. It is also a
supervised machine-learning algorithm based on the Bayes theorem [25]. This one is easy
to use, as the only estimation that needs to be made is of mean and standard deviation
from the training dataset. Calculation of probability for input values will be performed
using each class frequency. It is also required to store the mean and standard deviation of
each class.
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3.6. Analysis Using SGDC

Stochastic Gradient Descent (SGD) is a straightforward yet proficient optimization
calculation used to discover the upsides of boundaries/coefficients of capacities that limit
expense work. It is utilized for the discriminative learning of direct classifiers under arched
misfortune capacities such as SVM and logistic regression. It has been effectively applied to
enormous scope datasets because the coefficients are updated for each preparation occasion
instead of at the end of instances. If the selection of hyper parameters does not carry
properly, then SGDC will provide the worst results.

Summation of finite numbers is performed by objective functions and is calculated as
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where m is the maximum number of iterations, and ɸ𝑓𝑗(𝑦) is an unbiased function. 
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F f j(y) =
1
m

m

∑
j=1
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3.7. Analysis Using CNN

CNN is famous for recognition and has preferable outcomes over different strategies,
primarily because it can obtain the necessary element esteems from the information picture
and become familiar with the contrast between various examples by utilizing countless
examples in its preparation [7,20]. In any case, previously, its advancement has been re-
stricted because of the speed of equipment computing. Lately, because of the progression of
semiconductor fabricating, the computing pace of illustrations preparing units is becoming
quicker, and the bottleneck of equipment handling speed has permitted the CNN network
to grow quickly [21]. The steps followed in applying this CNN are as follows: first, a
picture is inputted (interpreted as an array of pixels); second, processing and filtering have
to be conducted; and third, the results are obtained after the classification. Every model
has to be trained and then tested so that it can be used in a layered architecture in which
many convolutional layers involve kernels (or filters) and a Pooling operation.

3.8. Analysis Using Random Forest

A random forest [22,23,26] classifier uses a series of decision trees to label the sample
data. A number of decision trees exist to determine the performance of the algorithm.
Additionally, all these trees have been formed by the algorithm to make a prediction.

Random forest methods are selected due to their advantages; for example, their
performance is good in large datasets, they have no overfit issue, variables can be used as
numeric and categorial, they can be easily used in a multi-class environment, and fewer
parameters are required as compared to other state-of-the-art methods.

3.9. Analysis Using XGBoost

Parameter tuning was used to train an XGBoost model [23,25,27]. Following are the
two steps that were used:

i. Training to a baseline model took place to check the performance of the model in general.
ii. A second model was used to train by parameter tuning, and the results are compared

with the baseline model.

It is not only used for classification; it can also be used for regression. It is faster than
other state-of-the-art methods due to qualities such as parallel, distributed, and cache-aware
computing. Some of the other qualities are optimization and scalability.

Confusion Matrix of Analysis:
Analysis using algorithms such as SVC, KNN, logistic regression, Naïve Bayes Multi-

nomial, Naïve Bayes Gaussian, SGDC, CNN, random forest, and XGBoost [28–32] is repre-
sented by Figure 2.



Electronics 2022, 11, 968 9 of 15Electronics 2022, 11, x FOR PEER REVIEW 10 of 16 
 

 

 
Figure 2. Confusion matrix of analysis using SVC, KNN, logistic regression, Naïve Bayes Multino-
mial, Naïve Bayes Gaussian, SGDC, CNN, random forest, and XGBoost. 

4. Results 
SVC, KNN, Naïve Bayes Multinomial, Naïve Bayes Gaussian, Stochastic Gradient 

Descent Classifier (SGDC), Convolutional Neural Network (CNN), random forest, and 
XGBoost were applied to the sign MNIST dataset, and accuracies of 66.85, 80.46, 68.21, 
46.85%, 38.9%, 59.80%, 91.41%, 84.43%, and 81.35% were achieved, respectively. Observa-
tion was conducted based on factors such as accuracy, classification report, and confusion 
matrix. KNN [33–41] has benefits such as straightforwardness of execution, simplicity of 
debugging, and robustness; this method also showed a few limits, such as a poor compu-
tational time for enormous datasets and affectability towards duplicity, as we found that 
the least precision was found with the NB model [42]. These results could be better with 
some adjustment, smoothing, and preprocessing in the dataset. Presumptions of the free-
dom of the factors are a solid restriction, because of which the probability yields are not 
helpful in determining dependable results. Currently, CNN is an exceptional method for 
best classification results, and different upgrades and improvements are likewise being 
proposed in different papers.  

Figure 2. Confusion matrix of analysis using SVC, KNN, logistic regression, Naïve Bayes Multinomial,
Naïve Bayes Gaussian, SGDC, CNN, random forest, and XGBoost.

4. Results

SVC, KNN, Naïve Bayes Multinomial, Naïve Bayes Gaussian, Stochastic Gradient
Descent Classifier (SGDC), Convolutional Neural Network (CNN), random forest, and
XGBoost were applied to the sign MNIST dataset, and accuracies of 66.85, 80.46, 68.21,
46.85%, 38.9%, 59.80%, 91.41%, 84.43%, and 81.35% were achieved, respectively. Observa-
tion was conducted based on factors such as accuracy, classification report, and confusion
matrix. KNN [33–41] has benefits such as straightforwardness of execution, simplicity of
debugging, and robustness; this method also showed a few limits, such as a poor com-
putational time for enormous datasets and affectability towards duplicity, as we found
that the least precision was found with the NB model [42]. These results could be better
with some adjustment, smoothing, and preprocessing in the dataset. Presumptions of the
freedom of the factors are a solid restriction, because of which the probability yields are
not helpful in determining dependable results. Currently, CNN is an exceptional method
for best classification results, and different upgrades and improvements are likewise being
proposed in different papers.

Figure 3 represents the accuracy of Naïve Bayes, K-Nearest Neighbor (KNN), random
forest, XGBoost, Support vector classifier (SVC), logistic regression, Stochastic Gradient
Descent Classifier (SGDC), and Convolution Neural Networks (CNN). Precision is a mea-
sure of a model’s accuracy in classifying a sample as positive. Recall measures the ability
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to detect positive samples, and F1-Score is used to balance precision and recall [43–45].
SVM [46] is used to find a hyperplane, and a classification report for SVC is generated.
Figure 4 is a graphical representation of the classification report, which shows precision
values for SVC, and average values have been calculated.
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Figure 4. Precision.

K-nearest neighbors, or simply KNN, is a classification technique that falls under the
category of supervised machine-learning algorithms. Figure 5 is a graphical representation
of the classification report, which shows recall values and their average for KNN, where
recall is recorded as high compared to precision and F1-Score at the beginning of classifica-
tion and achieves its highest value at 16; after that, the value of precision is higher than this
value till the end.
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Figure 5. Recall.

Logistic regression is widely used to solve the classification problem. It is based on the
concept of probability. Logistic regression uses a linear equation to predict a value where
predictors are independent. Figures 4–6 are the graphical representations of the classifica-
tion report, which show precision, recall, and F1-Score values for logistic regression.
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Figure 6. F1 Score.

This Naïve Bayes model is used for discrete counts, and it considers an assumption
of the independence of all the features and variables in the dataset. It can handle text
classification problems, and the accuracy can be improved when applying transformation
techniques such as feature construction, feature selection, and dataset cleaning. Figures 4–6
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are the classification report’s graphical representation, which show precision, recall, and
F1-Score values for Naïve Bayes Multinomial.

This model is useful when the feature vectors are assumed to be binary, that is,
containing zeros and ones or true and false. Figures 4–6 show the classification report using
Naïve Bayes Gaussian. There are various reasons to use this algorithm, such as it being
easy and fast in implementing and predicting the class in a multiclass dataset.

The reason to use SGDC is its efficiency for a linear classifier and that it is easily
implemented and overcomes the issue of gradient descent, which is also an expensive
way to perform classification. Figures 4–6 are the representation of the classification report
using SGDC. CNN is famous for its grid pattern and is used to extract unique features
from gestures and feed the same to the classifier. Figures 4–6 are pictorial representations
of the classification report based on factors such as precision, recall, and F1-Score, and the
average values of these are also calculated.

Figures 4–6 show a comparison of the implementation of different algorithms such as
Naïve Bayes, K-Nearest Neighbor (KNN), random forest, XGBoost, support vector classifier
(SVC), logistic regression, Stochastic Gradient Descent Classifier (SGDC) and Convolution
Neural Networks (CNN) to the MNIST dataset based on precision, recall, and FI-score. So,
using CNN, the average value of precision is 0.91, recall is 0.92, and FI-score is 0.92, which
is far better than other mentioned algorithms.

In this article, CNN achieved the highest accuracy of 91.41%, which is also higher
when compared with a deep convolutional neural network [34], in which hand gestures
are directly classified in images without any segmentation [35–37] or detection stage that
could discard irrelevant not-hand areas, and it achieved an accuracy of 85.3% in the dataset
with complex backgrounds [38,39].

In this work, a comparison has been made between SVC, KNN, Naïve Bayes Multino-
mial, Naïve Bayes Gaussian, Stochastic Gradient Descent Classifier (SGDC), and Convolu-
tional Neural Network (CNN), which were applied to the sign MNIST dataset, and accuracies
of 66.85%, 80.46%, 68.21%, 46.85%, 38.9%, 59.80%, and 91.41% are achieved, respectively.

In [40,41], the left and the right datasets are used to perform a comparison between
SVM, CNN, KNN, and RFC and achieve the highest accuracy of 77.82% using CNN (which
took maximum execution time) on left and right gesture datasets.

A comparison of the proposed model with other state-of-the-art techniques is repre-
sented in Table 2.

Table 2. Comparison between proposed and state-of-the-art work.

Reference Model Accuracy

Saad et al. [47] Random Forest (RF) and Boosting Algorithms,
Decision Tree Algorithm 63%

Fong et al. [47]
Model Induction Algorithm, K-star Algorithm,
Updated Naïve Bayes Algorithm, Decision
Tree Algorithm

76%

Yan et al. [48] AdaBoost Algorithm, SAMME Algorithm,
SGD Algorithm, Edgebox Algorithm 81.25%

Proposed Model Convolutional Neural Networks (CNN) model
applied to sign language MNIST dataset 91.41%

5. Conclusions

To make human–computer interactions better, it is required to predict the correct
hand gestures of humans. This paper includes some experimental data to improve gesture
recognition by implementing some existing algorithms such as Support Vector Classifier
(SVC) algorithm, K-Nearest Neighbor (KNN) algorithm, logistic regression, Naïve Bayes
(Multinomial NB and Gaussian NB), Stochastic Gradient Descent Classifier (SGDC), and
Convolutional Neural Networks (CNN) model on the sign language MNIST dataset. The
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best results are achieved using Convolutional Neural Networks (CNN), acquiring an
accuracy of 91.41%. Apart from CNN, random forest results are better than other traditional
algorithms, as the model acquires an accuracy of 84.43%. So, this proposed objective
can be used to predict more accurate results in terms of better communication between
humans and machines; deaf and mute people will also get used to that in their normal
communication, and these data can even be used for researchers who are working in the
same field.
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