
Shock and Vibration 12 (2005) 197–216 197
IOS Press

An experimental assessment of transverse

adaptive fir filters as applied to vibrating

structures identification

Daniel A. Castello and Fernando A. Rochinha∗

Solid Mechanics Laboratory, Mechanical Engineering Department, COPPE/Federal University of Rio the Janeiro,

P.O. Box 68503 – 21945-970 – Rio de Janeiro, RJ, Brasil

Received 13 April 2004

Revised 12 July 2004

Abstract. The present work is aimed at assessing the performance of adaptive Finite Impulse Response (FIR) filters on the

identification of vibrating structures. Four adaptive algorithms were used: Least Mean Squares (LMS), Normalized Least Mean

Squares (NLMS), Transform-Domain Least Mean Squares (TD − LMS) and Set-Membership Binormalized Data-Reusing

LMS Algorithm (SM − BNDRLMS). The capability of these filters to perform the identification of vibrating structures is

shown on real experiments. The first experiment consists of an aluminum cantilever beam containing piezoelectric sensors and

actuators and the second one is a steel pinned-pinned beam instrumented with accelerometers and an electromechanical shaker.

1. Introduction

In the last years, System Identification [14] has emerged as an important discipline providing valuable tools within

the Structural Dynamics Field. The applications are very diverse, ranging from active control of vibrations [25]

to model updating [22], passing through damage detection [8] and [13]. Identification is intended to improve the

robustness and performance of the involved systems by helping on building reliable models which provide the ground

of modern engineering. Those models are used to understand, to control involved phenomena and, probably their

key feature, to predict future behavior.

Broadly speaking, identification consists on the process of developing a mathematical model for a real system by

combining physical principles with experimental or field data. Therefore, identification uses a priori information,

characterized by the model structure and characteristics, and a posteriori data, such as input-output observations.

The main idea is to identify a set of parameters such that, over a desired range of operating conditions, the model

outputs are close, in some well-defined sense, to the system outputs when both are submitted to the same inputs.

Due to the incompleteness of available information and unavoidable measurement errors, system identification only

achieves an approximation of the actual system. Usually this mismatch is treated in a task-oriented perspective,

meaning that the assessment of an identification performance approach is carried out directly involving the aimed

applications [3]. That strongly motivates the development of the present article. It deals with using adaptive Finite

Impulse Response (FIR) filter theory [12,23] and [28] to identify second order structural vibrating systems [9]

and [25]. Structural dynamics deals, essentially, with three categories of identification, namely: modal parameter

identification, model-based parameter identification and control-oriented identification. The first one, often referred

to as modal testing, consists on obtaining modal parameters (e.g. damping, mode shapes, frequencies and modal
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participation factors) that, commonly, are taken as a basis to update analytical models or detect flaws in structures.

The second category normally relies on a set of partial differential equations that expresses the physical principles

that support the system’s response. The sought parameters are physically meaningful and their identification leads to

both a reliable modelling and to a deeper understanding of the physics behind the processes. The last approach, which

is tailored to control and fault diagnosis applications, often uses the so called black-box models, whose parameters

are, normally, physically meaningless. The structure of the model is chosen from established families of finitely

parameterised time-domain representations, like, for instance, difference equations. A remarkable feature of those

methods is their ability of handling stochastic environments. Indeed, a fourth category, sometimes referred to as

grey or semi-physical modelling, must be mentioned. It combines physical insights with parametric representations,

like those mentioned above in the last category. It might be interpreted as an intensive use of a priori information in

a black-box approach. The capabilities and limitations of a myriad of identification methods included in each one

of the aforementioned categories are investigated and reported in a vast literature [1,9,14–16,18,19,21,26] and [11]

to cite a few. In the authors opinion, none of them alone can achieve all the goals defined in different applications.

Therefore, there is a need of clearly understanding the performance of a determined method when applied to a

specific class of problems. That gives rise to the present work, in which the use of FIR filters for modelling

structural dynamic systems is assessed by means of a number of experiments.

The remainder of the paper is organized as follows. Section 2 contains general aspects of applying FIR filters to

vibrating structures. Section 3 presents the numerical algorithms applied to the parameters identification. Section 4

deals with some illustrative examples to assess the main characteristics of FIR filters modelling in real structures.

Finally, Section 5 presents final remarks, comments and future perspectives.

2. Fir filter modelling of vibrating structures

The autoregressive with exogenous excitation (ARX) [21] is a parametric black-box time domain model

that describes the system response at a time step n as a function of its response history, system output

{y(0), y(1), . . . , y(n − 1)}, and of the excitation contents, system input {u(0), u(1), . . . , u(n)}, viz.

y(n) =

I
∑

j=0

aju(n − j) +

K
∑

k=1

bky(n − k) (1)

where {b1, b2, . . . , bK} are the constants known as the autoregressive (AR) parameters and {a 0, a1, . . . , aI} are

constants constituting the exogenous part of the model. Here, all parameters are supposed to be obtained by means

of identification techniques. Once specified the model structure, its order (parsimony), the number of parameters

(I + K + 1) which, in the context of vibrating structures is connected to the number of degrees of freedom, still

remains to be determined.

FIR filters are widely used in signal processing for modelling dynamical systems. They can be interpreted as a

particular ARX model in which linear system output at a time step n only depends on the input sequence excitation

{u(0), u(1), . . . , u(n)}. Thus, they are obtained setting bk = 0 in Eq. (1), viz.

y(n) =
I

∑

j=0

aju(n − j) (2)

and in the Z-domain Eq. (2) casts as

ŷ(z)

û(z)
= H(z) =

I
∑

j=0

ajz
−j (3)

where r̂ denotes the z-transform of a signal r and H(z) is the z-transfer function of the system.

According to Eq. (3), FIR filters do not possess poles. One should notice that despite the fact that FIR filters,

at least in principle, are not capable of reproducing resonance behavior so easily [28], they will be used to describe

mechanical systems, which possess resonances as an inherent feature. This is partially motivated by the successful
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use of FIR filters in mechanical applications like active noise control. In that case, the filters are used to provide

models to be used in an adaptive control scheme [28].

The link between vibrating structures and FIR filters can be better understood by investigating the impulse

response function of the former. By applying standard techniques, like the Finite Element Method, for the dis-

cretization of the continuous equations that govern the dynamics of structural systems, the following second order

differential system is achieved

Mẅ + Dẇ + Kw = f (4)

where M, D and K are, respectively, the mass, damping and stiffness matrices and w and f are displacement and

force vectors. Now (4) is rearranged as a first order system by introducing the state vector x = [w T ẇ
T ]T leading

to

ẋ = Ax + Bu (5)

y = Cx (6)

where

A =

[

0 I

−M−1K −M−1D

]

and B =

[

0

M−1f

]

and C is the output influence matrix which maps the state vector into the observed variables.

The analytical solution of (5) in the time interval (0, t) is formally expressed as

x(t) = eAtx(0) +

∫ t

0

eA(t−τ)Bu(τ)dτ (7)

Now, considering a division of the time interval into n equally spaced sub-intervals of size ∆t and the input u(τ)

constant in each of those sub-intervals, the following discrete form of (7) is obtained

x(k + 1) = Āx(k) + B̄u(k) k = 0, 1, 2, . . . (8)

with

Ā = eA∆t B̄ =

∫ ∆t

0

eAτ Bdτ (9)

A slight abuse of notation was adopted in which the argument k stands for k∆t.

Considering zero initial condition (x(0) = 0), the output y(k) is obtained from the equation (5) in terms of the

previous inputs {u(k − 1), u(k − 2), . . .} as

y(k) =

k
∑

i=1

CĀ
i−1

B̄ u(k − i) =

k
∑

i=1

Yi u(k − i) (10)

where the matrices Yi = CA
i−1

B above are known as Markov parameters. Actual structural systems are in general

damped which implies that some of those parameters almost vanish and therefore the above series may be truncated

after a certain number of time steps. Indeed, (10) defines a discrete version of system’s impulse response, for more

details see [14].

Comparing Eqs (2) and (10) enables the interpretation of the filter coefficients as defining the impulse response of

the system by representing the Markov parameters. This establishes a connection between FIR filters and vibrating

structures, providing some ground to the identification applications carried out in the present work.
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2.1. Adaptive filters

According to Clark [25], an adaptive filter is a self-designing filter that depends upon a recursive algorithm and is

capable of performing its duty in the presence of slowly time-varying parameters, where the term slowly refers to

the adaptation process. It is well known that, basically, any filter structure can be adapted, i.e., one can construct an

adaptive FIR filter, an adaptive infinite impulse response (IIR) filter or an adaptive lattice filter. However, it must be

emphasized that since the filter is changing as the system evolves, it is necessary to assure the filter stability at every

time step of the process [25]. From this point of view, FIR filters can be considered really compelling inasmuch

as their z-transfer function does not possess poles, but only zeros, what is clearly indicated in Eq. (3). Moreover,

this type of filter can be easily implemented along with various adaptive algorithms, such as the least-mean-squares

(LMS) algorithm. Adaptive FIR filters are well documented in literature [4,23,27], and [5]. Here it is important

to emphasize that, generally, more parsimonious identified models are obtained using different ARX filters such

as the IIR filter. Such a filter possess not only zeros, but also, poles, what easily enables the reproduction of the

actual system dynamics, which leads to lower-order identified filters when compared to using FIR. Nevertheless,

the ARX filters are not unconditionally stable, i.e., it is necessary to monitor its stability at every step of the

updating process [23,25,28], . Moreover, IIR adaptive algorithms are more complex and computationally intensive

presenting slow convergence rates when compared with that of FIR filters.

In order to develop an optimal filter design, one must select a suitable cost function to be minimized. Assuming

that the system input and the desired response are zero-mean stochastic processes with wide-sense stationarity, one

usually chooses the mean-square value of the error [25] as this cost function. Such quadratic cost function is very

attractive since a unique minimum can be assured. The mean square error ξ is defined as follows

ξ = ε [e2(n)] (11)

where ε stands for the expected value and the error function e(n) for the n − th time step casts as

e(n) = d(n) − y(n) (12)

where d(n) corresponds to the desired response of the system.

The optimal filter coefficients vector a0 that minimizes the objective function (11) can be evaluated as follows [23]:

R a0 = p (13)

where R and p are the input signal correlation matrix and the cross-correlation vector between the desired and the

input signals respectively, viz.

R = ε[u(n) uT (n)] (14)

p = ε[d(n) u(n)] (15)

where the vector u(n) is

u(n) = {u(n), u(n − 1), . . . , u(n − I + 1)}T (16)

Such solution is called the Wiener optimal filter. Unfortunately, due to practical limitations, accurate estimates of R

and p are rarely available.

3. Algorithms

As the following algorithms can be easily found in literature, this section is devoted to present their basic steps

and characteristics.
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3.1. LMS algorithm

Basically, the LMS algorithms casts as

a(n + 1) = a(n) + µ e(n)u(n) (17)

where µ is the convergence factor of the algorithm and a(n) is the filter coefficient vector at step n. In order to assure

convergence of the coefficients in the mean to optimal solution a 0, the convergence factor µ must be chosen in the

range [23]

0 < µ <
2

λmax
(18)

where λmax corresponds to the maximum eigenvalue of the matrix R [23]. In practice, one may use the following

relation [23]

0 < µ <
2

Tr(R)
(19)

where Tr(R) denotes the trace of the matrix R. It is significative to obtain an upper bound to the convergence factor

µ, nevertheless, it should be remarked that inequality (19) was derived assuming several hypotheses, which are not

easily reproduced in engineering applications. Therefore, in most of the cases, the value of µ should not be chosen

close to its upper bound [23].

3.2. NLMS algorithm

In order to increase the convergence speed of the LMS algorithm without using estimates of the input signal

correlation matrix, a variable convergence factor is a natural solution [23]. Usually, convergence using the

Normalized Least-Mean Squares (NLMS) algorithm is easily attained when compared to the LMS case as the choice

of the involved parameters is simpler, what might lead to improved convergence rates. For the sake of simplicity,

the summary of the adaptation process of the filter coefficients reads as

a(n + 1) = a(n) +
µn

γ + uT (n)u(n)
e(n)u(n) (20)

where µn is the constant convergence factor and γ is a small constant introduced in the updating formula aiming at

avoiding large step sizes when uT (n)u(n) gets very small. The constant convergence factor µn must reside in the

interval (0, 2). For further details about NLMS algorithm see [23] and [12].

3.3. Transform-domain LMS algorithm

In general it can be shown [6] that for stationary input and sufficiently small convergence factor µ, the speed of

convergence of the algorithm is dependent on the eigenvalue spread of the matrix R, i.e., depends on the ratio

λmax

λmin
(21)

where λmax and λmin are the maximum and the minimum eigenvalues of R. Slow convergence rate is expected

when ratio (21) is large. When the input signal is highly correlated, one may use the transform-domain algorithm to

increase the convergence speed of the LMS algorithm [23,29] and [10]. The basic idea is to somehow transform

the input signal u(n) into another signal with the corresponding autocorrelation matrix having smaller eigenvalue

spread. Aiming at this purpose, one may transform the input vector u(n) in a more convenient vector s(n), through

the application of an orthonormal (or unitary) transform T [23], viz.

s(n) = Tu(n) where TTT = Id (22)

where Id stands for the identity operator.

Hence the filter output is obtained by multiplying the input s by the transform-domain filter coefficient vector â



202 D.A. Castello and F.A. Rochinha / An experimental assessment of transverse adaptive fir filters as applied

y(n) = â
T (n)s(n) (23)

The transform-domain filter coefficient update is given as follows

âi(n + 1) = âi(n) +
2µ

γ + σ2
i (n)

e(n)si(n) (24)

In Eq. (24) the signals si(n) are normalized by their power denoted by σ 2
i (n) only when applied in the updating

formula such that

σ2
i (n) = α s2

i (n) + (1 − α)σ2
i (n − 1) (25)

where α is a small factor within the interval 0 < α � 0.1 and γ is also a small constant to avoid that the second term

of the update equation becomes too large when σ 2
i (n) is small.

In matrix form the updating equation casts as follows

â(n + 1) = â(n) + 2µ e(n)σ−2(n)s(n) (26)

where σ−2(n) is a diagonal matrix which contains the inverse of the power estimates of the elements s(n) added

to γ [23]. The convergence of the coefficient vector is determined by the eigenvalue spread of σ −2(n) Rs, where

Rs = T R TT [23].

It can be shown that the effect of applying the transformation matrix T is to rotate the axis such that they

become aligned with the principal axis of the hyperellipsoidal equal-error-contours. It should be emphasized that

the eccentricity of the error surface remains unchanged by the application of the transformation and so does the

eigenvalue spread. Therefore, aiming at reducing the eigenvalue spread, each element of the transform output s

is power normalized, in the updating process, as we can be noticed in equation (24) [23] and [10]. An important

topic here is which orthogonal transformation should be used, and this issue is stressed elsewhere in [23,29]

and [10]. For the present work, as the signals processed are real, the authors have chosen to use the discrete cosine

transform DCT motivated by the experiences reported in [23]. Another approach that can be used to improve the

performance of the LMS algorithm is based on the concept of structural subband decomposition [2], what is a

generalization of the transform domain adaptive filtering. Doǧançay [17] analyses the computational complexity

and convergence performance of transform-domain adaptive filtering algorithms including the so-called selective-

partial-update strategy for transform-domain algorithms, where the adaptive filter coefficients are segmented into

blocks and only a number of these blocks are selected to be updated at every iteration.

3.4. Set-membership binormalized data-reusing LMS algorithm-II

Aiming at speeding up the convergence of the algorithm at the expense of low additional complexity, Diniz and

Werner presented the Set-Membership Binormalized Data-Reusing LMS Algorithms [24]. The algorithm requires

the introduction of a constraint set Hn which contains all filter coefficient vectors a that generate an output error

e(n) bounded in magnitude by an a priori defined quantity β, viz.

Hn = {a ∈ R1+I/ |d(n) − aT u(n)| � β} (27)

The basic idea consists on designing a filter whose solution belongs not only to H n, but also to Hn−1, i.e.,

a(n + 1) ∈ Hn ∩ Hn−1 (28)

Details about the algorithms are presented in [24]. For the present work the authors adopted the Set-Membership

Binormalized Data-Reusing LMS Algorithm – II, which will be referred to as SM − BNDRLMS throughout the

text. For the sake of simplicity, the summary of the adaptation process of the filter coefficient vector reads as

a(n + 1) = a(n) +
λ

′

1

2
u(n) +

λ
′

2

2
u(n − 1) (29)

where

λ
′

1

2
=

η(n) e(n) ||u(n − 1)||2

||u(n)||2 ||u(n − 1)||2 − [uT (n − 1) u(n)]2
(30)
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Fig. 1. Flexible beam and its piezoelectric patches – Schematic view.

λ
′

2

2
=

η(n) e(n) uT (n − 1) u(n)

||u(n)||2 ||u(n − 1)||2 − [uT (n − 1) u(n)]2
(31)

η(n) = {1 − β/|e(n)| if |e(n)| > β; 0 otherwise.} (32)

Two points should be remarked here, the first one is concerned with the fact that the updating step occurs only if

the evaluation of η(n) is positive, fact that corresponds to an innovation check as defined by Diniz and Werner [24].

Moreover, in a computational environment where different tasks must be accomplished at the same time, this

innovation check reduces the computational burden. The second one is concerned with the denominator of the

parameters λ
′

j . Whenever it is zero, the updating of the Set-Membership Normalized LMS (SM − NLMS) [24]

must be used, which casts as

a(n + 1) = a(n) + η(n) e(n)
u(n)

||u(n)||2
(33)

The computational complexity associated to each one of the aforementioned algorithms is addressed in [12,23]

and [24].

4. Illustrative examples

In order to assess the effectiveness of the LMS, the NLMS, the TD − LMS and the SM − BNDRLMS
algorithms in identifying the coefficients of a FIR filter associated to vibration systems two examples have been

explored. The first one consists of an aluminum cantilever beam controlled by means of piezoelectric sensors and

actuators and the second one deals with a steel pinned-pinned beam instrumented with accelerometers and excited

by an electromechanical shaker.

Before starting the illustrative examples, two issues have to be highlighted at this point. The first one is that

the choice of the parameters associated to the identification algorithm was made, as usual, in a heuristic setting by

exploring the characteristics of the obtained signals and leaded by theoretical bounds resulting from convergence

requirements established in [12,23] and [24]. The second one is that an estimate of the order of the system can be

obtained by different techniques,nevertheless, it should be emphasized that most of them demand great computational

burden. Therefore, these techniques have not been presented and used inasmuch as they introduce a characteristic

that is out of the simplicity embedded in using FIR filters.

4.1. Cantilever beam

The testbed for the first experiment is depicted in Figs 1 and 2, where the piezoelectric patches number 1 and 2

perform as an actuator and the piezoelectric patch number 3 as a sensor. The beam is made of aluminium with an

elasticity modulus equal to 71 GPa. The dimensions of the beam are: 500 × 20 × 1.5 mm, however its free length

is 414 mm. The dimensions of the PZT (lead zirconium titanate) piezoelectric patches are: 25 × 20 × 0.5 mm and

their elastic modulus is equal to 61 GPa. The relative permittivity ǫ31 is 1750 and the piezoelectric constant d31 is

−125 × 10−12 m/V. More details about the experimental setup can be found in [7] and [20]. Table 1 contains the

information concerning the analyzed cases throughout the work.
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Table 1

Analyzed cases

Case Experiment I+1 LMS NLMS TD − LMS SM −BNDRLMS

C1 1 2 µ = 0.0005 µn = 1 - - β = 0.0173
γ = 0.001

C2 1 10 µ = 0.0005 µn = 1 - - β = 0.0173
γ = 0.001

C3 2 ]10, 400[ µ ∈]0.01, 0.1[ µn ∈]0.1, 1.9[ - - - -

γ = 0.001
C4 2 2 µ = 16.67 - - µ = 16.67 β = 0.0130
C5 2 2 µ = 4.167 - - µ = 4.167 - -

C6 2 200 µ = 1/7 µn = 1.0 µ = 1/200 β = 0.087
γ = 0.001

Fig. 2. Experimental setup: general view (left) and zoom on the sensing-actuating system (right).

0 5 10 15 20 25
-0.8

-0.4

0.0

0.4

0.8

e
(V

)

t(s)

Fig. 3. System response for case C1.

4.1.1. Experimental data

In the first case to be analyzed (C1), the system input is a sinusoidal signal with frequency equal to 8.9 Hz and

amplitude of 10 V. The sampling frequency is 100 Hz and the signals have been recorded from 0 to 25 seconds. The
system response, in Volts, is graphed in Fig. 3.

The convergence factor µ was set equal to 0.0005, the NLMS’s properties µ n and γ were set equal to 1 and to

0.001 respectively and the upper bound on the magnitude of the error β is equal to 0.0173. Here, the parameter β
was chosen based on the standard deviation of the error of the the NLMS algorithm between the instants t = 10 s

and t = 25 s. A filter with 2 coefficient was adopted. The responses provided by the filters based on the LMS,
NLMS and SM − BNDRLMS algorithms will be denoted by y, yn and ys respectively and the corresponding
error functions by e, en and es, such that

e = d − y en = d − yn es = d − ys (34)

Figures 4, 5 and 6 depict the error between the desired response d and the filter responses y, y n and ys respectively.
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Fig. 4. Error evolution – LMS algorithm applied to case C1.
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Fig. 5. Error evolution – NLMS algorithm applied to case C1.
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Fig. 6. Error evolution – SM − BNDRLMS algorithm applied to case C1.

Figure 4 presents the error of the filter using the LMS algorithm, and there is no doubt that the adaptive system was

able to reproduce the system response effectively starting at the instant t = 15 s approximately. Figure 5 depicts the

error of the filter using the NLMS algorithm, and as one can notice, it also was effective in reproducing the desired

response, nevertheless, it took less time than the LMS algorithm. This different behaviour was already expected

inasmuch as the NLMS algorithm utilizes a variable convergence factor aiming at minimizing the instantaneous

output error. Figure 6 depicts the error of the filter using SM −BNDRLMS algorithm and it presents a behaviour

similar to NLMS in the beginning of the period but it is able to decrease the level of error in the response. This

characteristic is reported in [24], i.e., the SM − BNDRLMS is capable of obtaining low-excess mean-squared

error [23]. Moreover, the number of updates of the SM − BNDRLMS was 1596 while LMS and NLMS had

updates at each iteration, i.e., 2500 iterations.

For the second case to be analyzed (C2), everything has been maintained equal to case C1 but the number of filter

coefficients, which were increased from 2 to 10. Figures 7, 8 and 9 depict the error functions for this new adaptive
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Fig. 7. Error evolution – LMS algorithm applied to case C2.
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Fig. 8. Error evolution – NLMS algorithm applied to case C2.
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Fig. 9. Error evolution – SM − BNDRLMS algorithm applied to case C2.

system corresponding, respectively, to LMS, NMLS and SM −BNDRLMS algorithms. One should notice that

the increase in the number of filter coefficients has led to a higher efficiency of the adaptive algorithms LMS and

NLMS, which, in particular, was remarkable for the LMS algorithm. The H 2 norm of e [30], which expresses

the integral of e2 over the observed period, has decreased from 20.19 to 9.07, whereas the same norm of the error

function en has decreased slightly from 7.90 to 7.27. Despite the fact that case (C2) considered a ten-coefficient
filter, it should be emphasized that for an input composed of only one single frequency, a two-coefficient filter is able

to identify the system as it was shown for case (C1).

4.2. Pinned-pinned beam

The testbed for the second experiment is depicted in Figs (10) and (11). The beam is made of steel and its

dimensions are: 1467 × 76.2 × 7.9 mm. Four piezoelectric accelerometers: 33B52-PCB-PIEZOTRONICS were

used. Starting from the left end of the beam, the accelerometers are located at 1/4, 1/3, 1/2 and 5/6 of the beam
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Table 2

Natural frequencies (Hz) for the pinned-pinned beam

Mode no. Experimental FEM

1 8.6 8.6

2 33.6 34.4

3 75.8 77.3

Table 3

Experiment setup

Experiment no. Excitation type sampling frequency (Hz) cut-off frequency (Hz) tf (s)

1 white-noise 400 100 12.5

2 sine-chirp (0-100) Hz 800 100 8

3 sin(68π) 800 100 4
4 sin(150π) 800 100 4

Fig. 10. Testbed sketch of the second experiment.

Fig. 11. Experimental setup (second experiment).

length. Although there were four available accelerometers, only the number 1, placed in a collocated disposition,

was used for the adaptation processes.

Tables 2 and 3 present the first three natural frequencies obtained both experimentally and by a Finite Element
Analysis (FEM ). Data acquisition parameters utilized for all experiments are shown as well.

For the sake of clarity, the analysis of some results was based on the following normalized global error indicators:

E =
‖e‖

‖d‖
× 100 % (35)

En =
‖en‖

‖d‖
× 100 % (36)

where ‖ ‖ states for the H2 norm of time signals.
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Fig. 12. LMS global errors E of the identified models, case (C3).
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Fig. 13. NLMS global errors E of the identified models, case (C3).

Aiming at assessing the practical influence of filter’s parsimony and convergence factors µ and µ n, for LMS and

NLMS algorithms, (case (C3)) is analyzed. Case (C3) uses data provided by experiment 2 (see Table 2), in which

the structure is excited by a sine-chirp signal.

Figures 12 and 13 depict, in a compact fashion, the global errors E and E n corresponding to LMS and NLMS
algorithms for 800 different cases. Since the adaptation process based on the LMS algorithm has some stability

conditions which must be satisfied, given by Eq. (19), it was already expected that for some values of I and µ,

convergence would not be reached.The flat region in the graph of Fig. 12 corresponds to the values of I and µ which

did not provide the required convergence conditions. The NLMS algorithm provided accurate results as one can see

in Fig. 13. Two points should be remarked, the first one concerns the convergence issue, which was not a problem

in any of the analyzed adaptation processes. The second is the fact that for µ n � 1.0, the accuracy of the adaptation

process is approximately the same for 100, 200, 300 or 400 coefficients, for these experimental data.

The next two situations to be analyzed concern the beam identification using the LMS, TD − LMS and

SM−BNDRLMS algorithms. The first example, case (C4), considers the experiment number 4 of table (2) and an

adaptive filter with two coefficients. For this excitation signal, the experimental input signal correlation matrix R has

an eigenvalue spread of 10.86, its maximum eigenvalue is λmax = 2.4×10−3 and the numeric input signal correlation

matrix has the same eigenvalue spread of the experimental ones’s and a maximum eigenvalue λ max = 2.9 × 10−3.

Hence, as a reference an eigenvalue λ equal to 3 × 10−3 was taken. The adaptation processes based on LMS
and TD − LMS algorithms consider a convergence factor µ = (20 λ)−1 and the SM − BNDRLMS a bound

β = 0.0130.

Figure 14 shows the experimental desired response and Figs 15,16 and 17 show the errors of the LMS,TD−LMS
and SM − BNDRLMS algorithms. It is clear that the three algorithms effectively achieved to identified models

that reproduce the actual response of the system. However, aiming at obtaining a closer look at the parameter
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Fig. 14. Desired response for experiment 4.
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Fig. 15. Error function based on the LMS algorithm for the case C4.
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Fig. 16. Error function based on the transform-domain LMS algorithm for the case C4.

convergence issue, one may define a normalized filter coefficient ω j defined as follows

ωj(n) =
aj(n)

ao,j

(37)

where aj(n) and ao,j correspond to the j − th filter coefficient at the n − th iteration and to the j − th component

of the optimum solution ao. Figures 18 and 19 show the evolution of the normalized parameters along the iterations

for the LMS and for the transform-domain LMS algorithms.

From Figs 18 and 19 it is clear that the transform-domain accelerated the convergence of the filter coefficients. The

LMS algorithm required more than 1500 iterations to achieve convergence while for the transform-domain LMS
it was accomplished with at most 1100 iterations. From Fig. 20 it is clear that the second component of the filter

coefficient based on the SM−BNDRLMS achieved convergenceat iteration number 1000 approximately while the
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Fig. 17. Error function based on the SM − BNDRLMS algorithm for the case C4.
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Fig. 18. Evolution of the normalized filter coefficients (LMS), case (C4).
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Fig. 19. Evolution of the normalized filter coefficients (transform-domain LMS), case (C4).

first component of the filter starts oscillating around the optimum value at iteration number 1000. Nevertheless, the

mean value of each filter coefficient is close to its respective optimum value and moreover, the SM −BNDRLMS
had only 1093 updates while LMS and TD − LMS had 2500 ones.

As a last comparison of LMS, TD−LMS and SM −BNDRLMS algorithms, case (C5), experiment number

3 of Table 2 was considered. The main difference is concerned with the eigenvalue spread of the experimental

input signal correlation matrix R, which is equal to 55.2 and its maximum eigenvalue is λ max = 2.9 × 10−3.

Therefore, once again the reference eigenvalue λ = 3 × 10−3, filter’s order I + 1 = 2 and the convergence factor

µ = (80 × λ)−1. Figures 21, 22 and 23 depict the convergence of the normalized filter coefficients. It should be

emphasized that for the present example, the eigenvalue spread is 5 times greater than in the previous one. For the

present case both TD − LMS and SM − BNDRLMS algorithms provided an effective identification and the
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Fig. 20. Evolution of the normalized filter coefficients (SM − BNDRLMS), case (C4).
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Fig. 21. Evolution of the normalized filter coefficients (LMS), case (C5).
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Fig. 22. Evolution of the normalized filter coefficients (transform-domain LMS), case (C5).

LMS algorithm could not reach convergence for the available period of time. Here it is worth mentioning that

SM − BNDRLMS algorithm only used 1499 updates while LMS and TD − LMS algorithms had 2500 ones.

It is worthwhile to mention that, so far, every performed identification have not dealt, as the applied excitation

signals were composed of only one single frequency, with mismodelling issues, which, here, are attributed mainly

to the order of the applied filter.

Aiming at investigating an identification process through which a broad-band input signal is used to excite the

beam, and in which, mismodelling will probably play a role, case (C6) deals with experiment number 1 data. As

the input is a white-noise excitation, it is expected that minimizing the error function will force the filter coefficients

to approach the impulse response of the system.

Before analyzing the identified models produced by the algorithms presented here, one should give a closer look
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Fig. 23. Evolution of the normalized filter coefficients (SM − BNDRLMS), case (C5).
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Fig. 24. Response of the first accelerometer for case C6.
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Fig. 25. Error function based on the LMS algorithm for the case C6.

at the level of the error signal and to the effect of averaging on the filter coefficient vector. For this purpose, the

LMS algorithm is used. At a first step, a filter with 200 coefficients and a convergence factor µ = 1
7 was adopted.

The response of the accelerometer number one, in g units, is depicted in Fig. 24 and the error provided by the LMS
algorithm is presented in Fig. 25.

At this point, it is important to emphasize that,unlike what happened in the previous examples, the ratio between the

error e and the output acceleration d implies that the identified model is not acceptable in applications imposing very

stringent precision requirements. Indeed, it is exactly what was expected, due to the limitations of the identification

process imposed by mismodelling combined with measurement noise. A direct way of improving the quality of the

identified models is provided by enlarging the number of used filters, what can be interpreted as an attempt of better

approximating the non finite dynamics of the system to be identified. The performance of this strategy that led to

an improvement of the identified models is presented in Fig. 26, in which were used 300, 400, 500 and 1000 filter
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Table 4

Running time for the algorithms

LMS NLMS SM − BNDRLMS TD − LMS tf (s)

2.03 s 2.15 s 2.75 s 376.02 s 12.50 s
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Fig. 26. Error function, in g units, based on the LMS algorithm for case C6 for 300, 400, 500 and 1000 filter coefficients.

coefficients.

This very intuitive approach reveals not to be feasible as it presents some significant limitations. The first,

and probably the most serious, relies on difficulties of real time implementations due to the computational burden

associated to the great number of required numerical operations. The second limitation is linked to the fact that

in order to assure convergence, the factor µ must be reduced which in turn implies in a larger period of time to

accomplish the identification. The last issue to be mentioned is the capture of high frequency dynamics associated

to the noise in measurements.

Another way of improving the LMS, as well as any other algorithm performance, is substitute the updated filter

coefficients by an average involving their last values. Figure 27 depicts a comparison, in the frequency domain,

between the frequency response function (FRF ) of the system directly provided by an frequency analyzer (denoted

by EXP ) with the system identified by means of the LMS algorithm. In Fig. 27 the symbol (▽) is the representation,

in the frequency domain, of the last filter coefficient vector a(n) as the symbol (◦) is the representation of the average

of the filter coefficient vector ε[a(n)]. The averaging process started at the instant t = 9.4 s, which corresponds, in

this case, to 3
4 of the final instant tf of the experiment. It is clear from Fig. 27 that the average of the filter coefficient

vector provides a more consistent result than the one provided by the last filter coefficient vector. This characteristic

of the mean value of the filter coefficient vector is stressed elsewhere [23].

The comparison of the performance of the different algorithms mentioned before is now carried out. A comparison

in the frequency domain will be done considering the identified systems by LMS, NLMS, TD − LMS and

SM −BNDRLMS algorithms and, for each one of them, an average of its respective filter coefficient vector. For

this, the following parameters have been chosen: I + 1 = 200, µ = 1
7 , µTD = 1/200 (convergence factor for the

TD − LMS algorithm), µn = 1.0, γ = 0.001, α = 0.025 and β = 0.087.

Figure 28 depicts the representation of systems identified by means of the LMS, NLMS, TD − LMS and

SM − BNDRLMS algorithms, one identified by means of the Eigensystem Realization Algorithm with Data

Correlations (ERA/DC) [14] and the direct frequency response function H of the system. The identification by

means of the ERA used the response coming from all the available accelerometers shown in Fig. 10 and took into

account the experimental information within the band (0,100) Hz and it was added to the comparisons due to the

fact that it is a well know identification technique in the vibration and modal analysis community. The data used

for the direct frequency response function and for the ERA/DC had a sampling frequency of 400 Hz and cut-off

frequency of 100 Hz.
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Fig. 27. Frequency-domain representation of the identified system by means of the LMS algorithm for case C6 (◦: average of the filter
coefficient vector and ▽: last filter coefficient vector).
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Fig. 28. Identified systems for case C6.

It is clear from Fig. 28 that, despite the specific differences, all the LMS-based algorithms were able to capture

the essence of the system dynamics, although the anti-resonances were not fully captured. The ERA was also able

to capture the essence of the system, although it did not capture the anti-resonances either. A closer look at the

system provided by the SM − BNDRLMS reveals some small oscillations, but it has to be highlighted that only

1746 updates were necessary which represents, from the computational standpoint, a gain as all the other algorithms

required at least 5000 iterations.

The running time of the algorithms, for an off-line identification, is shown in Table 3. Two points should be

remarked here. The first one is associated to the fact that, the final instant of time of the experimental signals is

tf = 12.5 s and that the LMS, NLMS and SM−BNDRLMS performed all the required numerical operations in

a period less than 3 s, i.e., they would probably accomplish their task in an on-line environment system identification

process. Nevertheless, although the TD − LMS algorithm provided an effective identification the period of time

required to perform all the numerical operations was 376.02 s, due to the fact that the discrete cosine transformation

had to be applied at every iteration of the algorithm.
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Some points need to be highlighted now. The first one is that although TD − LMS algorithm is aimed at

accelerating the convergence rate of the LMS, the length of the adaptive filter is a more critical issue than it is for

LMS, NLMS and SM − BNDRLMS algorithms. Such thing happens due to the required operations involved

in the calculation of the unitary transformation of the vectors u(n). In a situation in which a large number of filter

coefficients is required the complexity of the orthogonal transform and power normalization can be reduced by using

a selective-partial-update strategy as reported in [17]. The second concerns the input signal and the transformation

that was used here, i.e., the DCT was only one possibility among a myriad. Unfortunately, due to the mismodelling

problem combined with measurement noise, and to the large number of coefficients, it is difficult to analyze the

evolution of each filter coefficient as it was accomplished before.

5. Concluding remarks

In the present work, vibrating systems were successfully identified by FIR filters combined with adaptive

algorithms. The effectiveness of the method was assessed on experimental data and the provided results may be

considered compelling and effective for the examples that were considered. Such examples have considered different

types of excitation such as harmonic, sine-chirp and white-noise. The filter adaptation was performed using four

LMS-based algorithms, LMS, NLMS, TD − LMS and SM − BNDRLMS. A comparison of the models

identified by means of FIR filters and ERA with the experimental FRF was carried out. This comparison showed

a good agreement between the model identified by means of FIR filters with the direct frequency response function

of the system. It should be remarked that the SM −BNDRLMS algorithm seems to be prone to be used in control

applications inasmuch as it is able to obtain low-excess mean-squared error and to the fact that it does not need to

update its filter coefficients at every iteration, what is very attractive for real time implementation. A point to be

emphasized is that this type of identification, at least in principle, does not furnish any relation between the filter

coefficients and the physical parameters of the system. Nevertheless, one should remark that this method possesses a

relatively simple and stable implementation what enables its use in on-line identification involving situations where

fast analysis is required to indicate any system’s change that can be considered a signal of damage or faults.
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