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ABSTRACT

Results from an explicit simulation of tropical cyclones are presented in this study. The numerical model used
in the study is the triply nested movable mesh primitive equation model newly developed by the author. It uses
the hydrostatic primitive equations with explicit treatment of cloud microphysics. The integration domain is
triply nested by a two-way nesting strategy with the two interior meshes being movable following the model
tropical cyclone. The model physics are chosen based on the up-to-date developments, including an E-e closure
scheme for subgrid-scale vertical turbulent mixing [with E being the turbulent kinetic energy (TKE), and e the
TKE dissipation rate]; a modified Monin–Obukhov scheme for the surface flux calculation, with an option to
include the effect of sea spray evaporation; an explicit treatment of mixed-ice phase cloud microphysics; and
dissipative heating, which has been found to be important in tropical cyclones.

New developments include a new iteration scheme to solve the nonlinear balance equation in s coordinates in the
nested-mesh grids, which is used for model initialization; an initialization scheme for both TKE and its dissipation rate
fields based on a level-2 turbulence closure scheme deduced from the TKE and its dissipation rate equations; and a
modified formula for the timescale that determines the rate at which cloud ice converts to snow via the Bergeron process.

The success of the multiply nested movable mesh approach and the conservative property of the numerical
model is first tested with an experiment in which the model was initialized with an axisymmetric cyclonic vortex
embedded in a uniform easterly flow of 5 ms21 on an f plane, but with no model physics. Results from a control
experiment with the full model physics are then discussed in detail to demonstrate the capability of the model
in simulating many aspects of the tropical cyclone, especially the inner core structure and both the inner and
outer spiral rainbands in the cyclone circulation. The vortex Rossby waves in the simulated tropical cyclone
core region are also identified and analyzed. Sensitivity of the model results to various model physics and major
physical parameters will be given in a companion paper.

1. Introduction

The tropical cyclone is a ‘‘localized vortex’’ char-
acterized by strong multiscale interactions. Although its
horizontal extent is typically several hundred to a thou-
sand kilometers, the energy source responsible for its
formation and maintenance is the energy transferred
from the ocean surface and released as latent heat in
moist convective clouds within only tens of kilometers
from its center. Because of the limited computational
resources, in most of the earlier three-dimensional nu-
merical models of tropical cyclones, the moist cumulus
convection has been parameterized in terms of the larg-
er-scale motions (Ooyama 1982). In this approach, the
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collective effect of cumulus convection is included with-
out having cumulus convection explicitly present in the
model [see Molinari and Dudeck (1992) for a review].

Despite the success of numerical models with param-
eterized cumulus convection in simulating many aspects
of real tropical cyclones, use of implicit convection in
fine-resolution models with grid spacing less than 20 km
is questionable because some of the organized convection
can be resolved by the model resolution and the con-
vection is no longer a ‘‘subgrid-scale’’ phenomenon
(Molinari and Dudeck 1992). Since the horizontal scale
of a tropical cyclone core, as well as the rainbands in
the cyclone circulation, is only tens of kilometers, sim-
ulation of the mesoscale structures and their interaction
with the larger scale motions requires very high-reso-
lution numerical models. In these models, thus, the cu-
mulus parameterization should be bypassed and explicit
simulation of convective and mesoscale motion is nec-
essary. A complete review on this issue is given by Liu
et al. (1997), who simulated both the inner core structure
and the intensification of Hurricane Andrew (1992) using
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the Pennsylvania State University–National Center for
Atmospheric Research fifth-generation, nonhydro-
static mesoscale model (MM5). The cloud physics
schemes used in previous tropical cyclone models can
be classified into two categories: the warm cloud pro-
cesses only (e.g., Yamasaki 1977; Rosenthal 1978; Ro-
tunno and Emanuel 1987) and the mixed/ice-phase mi-
crophysics (e.g., Willoughby et al. 1984; Lord et al. 1984;
Tripoli 1992; Liu et al. 1997). The mixed/ice-phase mi-
crophysics have been shown to be responsible for
generation of strong downdrafts by melting of ice par-
ticles near the melting level, and thus are very important
in modeling the mesoscale structure of a tropical cyclone.

Although motions associated with the individual con-
vective clouds are nonhydrostatic, the mesoscale mo-
tions associated with the organized cumulus convection
are hydrostatic (Willoughby 1988). Both hydrostatic and
nonhydrostatic models have been used with explicit
cloud microphysics (e.g., Rosenthal 1978; Willoughby
et al. 1984). A simulation study by Tripoli (1992) using
an explicit three-dimensional nonhydrostatic mesoscale
model suggests that a 10-km horizontal resolution is
sufficient to approximate mature tropical cyclone dy-
namics, implying that nonhydrostatic effects are not cru-
cial to storm structure and evolution. Recent studies
using MM5 by D. Zhang (1999, personal communica-
tion) show that the effects of nonhydrostatic processes
were not significant for the simulated Hurricane An-
drew. Since in this study our emphasis will be on the
mesoscale interactions in tropical cyclones, not on the
individual convective cells, we will use the hydrostatic
primitive equations with 5-km horizontal grid spacing
and an explicit scheme for mixed/ice-phase cloud mi-
crophysics. At this resolution, subgrid-scale convection
still exists and may play a significant role in tropical
cyclones. Their effect can be moved downscale to the
turbulent processes, which are covered by a turbulent
kinetic energy (TKE) closure scheme (Detering and
Etling 1985) with enhanced buoyancy production in
clouds (Durran and Klemp 1982; Tripoli 1992).

Note that the initial purpose in developing the model
used in this study is to provide a state-of-the-art mod-
eling framework for advancing our strategic research on
tropical cyclones. It is expected that the model can cor-
rectly represent many different physical processes, as
well as the complex scale interactions that occur in real
tropical cyclones. Although there are several models
that are frequently used for tropical cyclone research,
such as the MM5 (Grell et al. 1994; Liu et al. 1997),
the movable mesh hurricane model (MMM) developed
at the Geophysical Fluid Dynamics Laboratory (Kuri-
hara et al. 1998), the model design and model physics
differ from one to another, and thus the model tropical
cyclones from different models can be quite different.
For example, the warm core structure simulated with
MMM is mostly located in the upper troposphere
(around 150–250 hPa; Kurihara and Bender 1982), in
agreement with observations, but that simulated with
MM5 for Hurricane Andrew by Liu et al. (1997) was
located in the middle troposphere (400–500 hPa). Al-

though we do not have enough observations to justify
whether the middle tropospheric warm core in the sim-
ulated Hurricane Andrew is realistic, we can see that
the simulated structure may be model dependent, im-
plying that further efforts in both development and im-
provement are necessary. The current effort to develop
the Weather Research and Forecast model is one ex-
ample (Dudhia et al. 1998).

The purpose of this paper is to describe the newly
developed model, to show the success of the multiply
nested movable mesh approach and the capability of the
model in simulating the multiscale interactions in trop-
ical cyclones by numerical results from control exper-
iments. The numerical model is described in the next
section together with the results from a dry experiment
to show the accuracy of the numerical techniques. Pa-
rameterizations of model physics are presented in sec-
tion 3. In section 4, results from a control experiment
for the development of a model tropical cyclone on an
f plane are discussed. Conclusions are drawn in the last
section. A new initialization scheme for a tropical cy-
clone vortex in a s-coordinate system with nested grids
is provided in appendix B.

2. Model description

The model uses the three-dimensional hydrostatic
primitive equations on either an f plane or a b plane.
Using s (pressure normalized by the surface pressure)
as the vertical coordinate, the model equations are writ-
ten as follows (symbols and their meanings are listed
in appendix A).

Horizontal momentum equations:

du ]F ] lnps
5 fy 2 2 RT 1 F 1 D , (1)y u udt ]x ]x

dy ]F ] lnps
5 2 fu 2 2 RT 1 F 1 D . (2)y y ydt ]y ]y

Thermodynamic equation:

dT RT Qy m
5 v 1 F 1 D 1 1 Q . (3)T T Rdt pC Cpm pm

Surface pressure tendency equation:

1
]p ]up ]yps s s

5 2 1 ds. (4)E 1 2]t ]x ]y0

Vertical s-velocity:

s1 ]p ]up ]yps s s
ṡ 5 2 s 1 1 ds . (5)E 1 2[ ]p ]t ]x ]ys 0

Hydrostatic relation:
21q 1 q 1 q 1 q 1 q]F c r i s g

5 2RT 1 1 . (6)y1 2] lns 1 1 qy
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FIG. 1. The interface structure, showing the separation of the input
interface (I) and the feedback interface (F) from the mesh interface
(M).

Equation for mixing ratio of water vapor (qv):

dqy
5 S 1 F 1 D . (7)y q qdt

Equation for mixing ratios of liquid (solid) water sub-
stances:

dqx
5 S 1 D . (8)x qxdt

where qx can be cloud water (qc), rainwater (qr), cloud
ice (qi), snow (qs), or graupel (qg).

Equations for turbulence kinetic energy (E) and its dis-
sipation rate:

dE
5 S 1 F 1 D , (9)E E Edt

d«
5 S 1 F 1 D . (10)« « «dt

In the above equations

d ] ] ] ]
5 1 u 1 y 1 ṡ . (11)

dt ]t ]x ]y ]s

The boundary conditions of 5 0 at s 5 0 and 1 areṡ
implied in (4) and (5). Terms of Fx and Dx are vertical
and horizontal diffusions, respectively. In order to con-
serve the total energy of the adiabatic system, the v
term in the thermodynamic equation (3) is given by

RT v R 1 ]p ] lnsy s
5 T 1 ṡy1 2[pC C p ]t ]spm pm s

] lnp ] lnps s
1 uT 1 yT . (12)y y1 2]]x ]y

The specific heat for moist air Cpm in (3) is given by

C 5 C (1 1 0.81q ).pm p y (13)

The governing equations are discretized using the sec-
ond-order conservative finite-difference scheme [Lilly
(1964) on an unstaggered grid system (the Arakawa A
grid)]. The time integration is accomplished using the
second-order leapfrog scheme with intermittent use of
the Euler-backward scheme to suppress the high-fre-
quency numerical noise. Each large time step (Dt) of
integration consists of one small time step (dt 5 Dt/N,
N 5 6 in the current model) of the Euler-backward
scheme followed by N 2 1 small time steps of the leap-
frog scheme with the standard time filtering (with a fil-
tering coefficient of 0.05) to damp computational modes
for the adiabatic component of the model. A physical
process stage is performed at the end of the dynamical
component, with a time step of Dt. In order to prevent
a false cascade of energy to grid-scale structure through
nonlinear aliasing due to the use of the unstaggered grid,
the horizontal diffusion terms are included in the adia-
batic stage and integrated with small time steps.

The model atmosphere is divided vertically into 20
layers from s 5 0 to s 5 1, with the interfaces s 5
0.04, 0.07, 0.09, 0.11, 0.14, 0.17, 0.21, 0.27, 0.35, 0.45,
0.55, 0.65, 0.74, 0.82, 0.88, 0.93, 0.96, 0.984, 0.994.
Horizontal velocity, temperature, geopotential, and all
moisture variables are defined in the middle of each
layer, but the vertical s velocity, prognostic turbulence
variables, and vertical turbulent fluxes are carried at the
interfaces. For upper and lower boundary conditions,
we require that fluid particles do not cross the s 5 0
and s 5 1 surfaces, and that there are no vertical tur-
bulent fluxes at the top of the model atmosphere. The
model domain is triply nested in the horizontal. The
ratios of grid length and time step of the three meshes
are 9:3:1, respectively. The outermost mesh domain is
fixed with a cyclic boundary condition in the zonal di-
rection and an open boundary condition for the north
and south boundaries. Positioning of the two internal
mesh domains is determined with respect to the location
of the model tropical cyclone so that each mesh center
is always within one grid distance from the model cy-
clone center. The mesh movement during the time in-
tegration is treated by the same algorithm as used by
Kurihara and Bender (1980). The fields on the leading
side of the fine mesh are obtained by cubic spline in-
terpolation with positive-definite constraints for all
moisture and turbulence variables.

The two-way interactive nesting strategy is adopted
in the model. As suggested by Zhang et al. (1986), in
order to reduce the numerical noise near the mesh in-
terfaces, two dynamic interfaces between neighboring
meshes are defined: the input interface (I in Fig. 1) at
which the coarse mesh provides the boundary values
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for the fine mesh; and the feedback interface (F in Fig.
1) at which the predicted fine mesh values are used to
update the coarse mesh fields. The input interface is
outside the mesh interface by two grid points of coarse
mesh, and the feedback interface is one grid point of
coarse mesh inward from the mesh interface M (Fig.
1). In this two-way nesting system, time integration pro-
ceeds in the following way. First, the prediction with a
coarse time step is performed for the coarse mesh. Then
the prediction for the fine mesh domain proceeds with
the fine time step until the time level of the fine mesh
aligns with that of the coarse mesh. The conditions at
the boundary (line I) for the fine mesh domain at each
fine time step are derived successively by both time and
space interpolation from the prediction of the coarse
mesh using a linear time interpolation and a cubic spline
spatial interpolation with positive-definite constraints
for all moisture and turbulence variables. Note that due
to the influence of finite differencing and multi–time
steps for the dynamical component, the fine mesh pre-
diction is valid only within the mesh interface M.

Feedback from the fine mesh fields to the coarse mesh
occurs when the time level of the fine mesh integration
matches that of the coarse mesh integration. At this time,
fields at the grid points of the coarse mesh in the interior
of the fine mesh are updated by the prediction from the
fine mesh domain, using the nine-point average sug-
gested by Zhang et al. (1986):

j(1 2 j )
F 5 f 1 ( f 1 f 1 f 1 f 2 4 f )I,J i, j i21, j i, j21 i11, j i, j11 i, j2

2j
1 ( f 1 f 1 f 1 f 2 4 f ),i21, j21 i11, j21 i21, j11 i11, j11 i, j4

(14)

where j is the smoothing coefficient (0.5), F denotes
the value of any prognostic variables at grid points of
coarse mesh, f represents their values at the fine grid
points predicted by the fine mesh, and the subscripts I,
J define the same grid point in coarse mesh as i, j in
the fine mesh. Note that the feedback is only performed
in the interior domain of the fine mesh.

To reduce the difference across the mesh interface
due to different truncation errors in the two adjacent
meshes, the final predicted fields in the narrow zone
between M and F are further weighted using predictions
from both the fine and coarse meshes, that is, for any
prognostic variable F, we have

F 5 w(n)F 1 [1 2 w(n)]F ,f c (15)

where Ff and Fc are predictions from the fine and coarse
meshes, respectively, and n the grid index inward from
the mesh interface M; w(n) is a weighting function taken
to be 0.0, 0.2, 0.6, 0.9 for the outermost four grid points,
and 1.0 for all other interior grid points. The noise near
the lateral boundaries associated with either mesh nest-

ing or mesh movement is suppressed by a five-point
smoothing operator defined as

F 5 (1 2 4S )F 1 S (F, F ) ,On n n n i, j

n 5 1, 2, . . . , N , (16)b

where subscript n denotes the gridpoint index inward
from and normal to the lateral boundaries. The quantities
with overbars are smoothed values, S(F, F̄) i, j is the sum
of F or F̄ at four grid points at a distance of gridÏ2
spacing from grid point (i, j) and Nb is the total number
of grid points being smoothed. The smoothing coeffi-
cient Sn takes the following form:

S 5 0.125(N 2 n 1 1)/N .n b b (17)

The smoothing is carried out for u, y , T, and qy, and ps

from the first interior grid inward over Nb 5 5 grid
points for the internal meshes, and 20 for the north and
south boundaries for the outermost mesh.

Since the finite difference on the unstaggered A grid
usually suffers from grid-scale noise, horizontal filtering
is necessary to prevent the false cascade of energy to
structures near the grid scale, and the solution separation
(Purser and Leslie 1988). Horizontal diffusion can only
partially damp the amplitudes of small-scale compo-
nents generated by the finite-difference scheme. There-
fore, a horizontal smoothing-desmoothing operation
(Grell et al. 1994) is used for u, y, T, and ps fields at
every six time steps, with smoothing and desmoothing
coefficients of 0.5 and 20.51 in (14). This smoothing-
desmoothing operation removes noise with two-grid-
point waves completely but preserves waves with the
wavelength greater than three grid points well (Bender
et al. 1993; Kurihara et al. 1998). Note that the de-
smoothing coefficient is increased with s2 between s
5 0.16 and s 5 0.08 from 20.51 to 0.0 and is kept at
0.0 when s # 0.08. Such a reduction of desmoothing
in the upper troposphere and the stratosphere is used
for minimizing the reflection of upward propagating
gravity waves generated by deep convection. To reduce
the reflection of outward propagating gravity waves near
the lateral boundaries, the desmoothing coefficient is
also reduced by weighting of 0.0, 0.0, 0.3, 0.7, 0.9 for
the second, third, fourth, fifth, and sixth grid points
inward from the lateral boundaries in each mesh. We
found that these procedures are very effective for re-
moving grid-scale noise, and are adequate to prevent
solution separation associated with the unstaggered grid
system.

To test the success of the multiply nested movable
mesh approach, and the conservative property of the
model, an experiment with no model physics was per-
formed. The model was initialized with an axisym-
metric cyclonic vortex embedded in a uniform easterly
flow of 5 m s21 on an f plane (188S). The initially
axisymmetric cyclonic vortex has a deep cyclonic cir-
culation throughout the troposphere, whose tangential
flow is defined by
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FIG. 2. Surface pressure fields in the three mesh domains in the experiment with no model physics after (top) 48 h,
(middle) 96 h, and (bottom) 144 h of time integration. Only a domain of 121 by 121 grid points in mesh A is shown.

V (r, s)T

23/2 23Ï6 r 1 r p s 2 suV 1 1 sin ,m 1 2 1 2 1 2[ ] [ ]4 r 2 r 2 1 2 sm m u5 
s . s ;u

0.0, s # s ; u

(18)

where r denotes radial distance from the vortex center,
Vm the maximum tangential wind at the radius of rm,
and su 5 0.1. The initial vortex has a maximum azi-
muthal wind of 30 m s21 at a radius of 100 km. The
initial relative humidity and the environmental sounding
are assumed horizontally homogeneous and have ver-
tical profiles of the monthly mean of January at Willis
Island, northeast of Australia (Holland 1997), which is

representative of tropical ocean conditions. The sea sur-
face temperature is fixed at 298C. The resolutions for
the three meshes are 45, 15, and 5 km, respectively,
with corresponding time steps Dt of 450, 150, and 50
s. The three domains consist of 141 by 121, 103 by 103,
and 109 by 109 grid points, respectively. The model
was run for 168 h.

Figure 2 shows the sea surface pressure fields in the
three mesh domains in this experiment after 48 h (top),
96 h (middle), and 144 h (bottom) of time integration.
It can be seen that there is no observable noise in the
mesh interfaces and the isobars cross the mesh interface
smoothly. This demonstrates that noise is minimal and
is successfully controlled in our two-way nesting, mov-
able mesh system. The intensity of the vortex was well
maintained in the model since there were no model
physics included in this experiment. This indicates that
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FIG. 3. The cloud microphysical processes considered in the model. See appendix B and Table
1 for an explanation.

there is neither significant sources nor sinks from our
numerical scheme. We found that the high resolution
and the conservative numerical scheme used in the mod-
el are both important.

3. Model physics

a. Cloud microphysics parameterization

The parameterization of cloud microphysics is based
on the existing schemes that have been extensively test-
ed and used in cloud-/mesoscale models in recent years
(e.g., Lin et al. 1983; Rutledge and Hobbs 1983, 1984;
Ikawa and Saito 1991; Reisner et al. 1998). The major
effort has been to modify some tuning parameters to be
more relevant to tropical convection or tropical cyclones
(McCumber et al. 1991). The mixing ratios of cloud
water, rainwater, cloud ice, snow, and graupel are all

prognostic variables in the model. Cloud water is as-
sumed to be monodispersed and to move with the air,
while cloud ice is monodispersed but precipitates with
the terminal velocity given by Heymsfield and Donner
(1990). Condensation/evaporation of cloud water takes
place instantaneously when the air is supersaturated/
subsaturated.

The microphysical processes considered in the model
are summarized in Fig. 3 and the acronyms are explained
in Table 1. Description and their parameterization of
these processes can be found in the references given in
Table 1 and also in detail in Wang (1999). There have
been several modifications since Wang (1999). In the
current version, the number concentration of primary
ice nuclei and the intercept parameter for graupel are
modified according to the latest release of MM5V3.3
(REISNER2). A modification to the original formula for
the timescale, which determines the rate at which cloud
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TABLE 1. Acronyms for model microphysical processes.

Acronym Meaning and references

Pcond

Pgaci

Pgacr

Pgacs

Pgacw

Pgaut

Pgdep

Pgfzr

Pgmlt

Pgmltev

Condensation of water vapor (Reisner et al. 1998)
Collection of cloud ice by graupel (Rutledge and Hobbs 1984)
Collection of rain by graupel (Lin et al. 1983)
Collection of snow by graupel (Lin et al. 1983)
Collection of cloud water by graupel (Rutledge and Hobbs 1984)
Snow crystal aggregation to form graupel (Lin et al. 1983)
Depositional growth of graupel (Rutledge and Hobbs 1984)
Freezing of rain to form graupel (Bigg 1953)
Melting of graupel (Rutledge and Hobbs 1984)
Evaporation of melting graupel (Rutledge and Hobbs 1984)

Pgprc

Piacr

Pidep

Pifzc

Pihfzc

Pimlt

Pimp

Pinit

Piprc

Praut

Sedimentation of graupel
Collection of rain by cloud ice (Rutledge and Hobbs 1984)
Depositional growth of cloud ice (Ikawa and Saito 1991)
Freezing cloud water to form cloud ice (Ikawa and Saito 1991)
Homogeneous freezing of cloud water (Reisner et al. 1998)
Immediate melting of cloud ice in region T . 08C (Reisner et al. 1998)
Ice multiplication growth (Hallett and Mossop 1974)
Initiation of cloud ice (Grell et al. 1994)
Sedimentation of cloud ice
Autoconversion of cloud water to form rain (Kessler 1969)

Praci

Pracs

Pracw

Prevp

Prprc

Psaci

Psacr

Psacw

Psaut

Collection of cloud ice by rain (Lin et al. 1983)
Collection of snow by rain (Lin et al. 1983)
Collection of cloud water by rain (Grell et al. 1994)
Evaporation of rain (Orville and Kopp 1977)
Precipitation of rain
Collection of cloud ice by snow (Rutledge and Hobbs 1984)
Collection of rain by snow (Lin et al. 1983)
Collection of cloud water by snow (Rutledge and Hobbs 1984)
Autoconversion of cloud ice to form snow (Rutledge and Hobbs 1984)

Psdep

Psfi

Psfw

Psmlt

Psmltev

Psprc

Pwacs

Depositional growth of snow (Rutledge and Hobbs 1984)
Snow growth from cloud ice via Bergeron process (Koenig 1971, modified)
Snow growth from cloud water via Bergeron process (Hsie et al. 1980, modified)
Melting of snow (Lin et al. 1983)
Evaporation of melting snow (Rutledge and Hobbs 1984)
Sedimentation of snow
Loss of snow due to collision with cloud water (Rutledge and Hobbs 1984)

ice converts to snow via the growth of Bergeron process
embryos, has been made to account for the effect of ice
supersaturation and the difference between the satura-
tion mixing ratios on water and ice surfaces. The mod-
ified formula predicts a relatively short timescale in re-
gions with cloud water, and a substantially larger time-
scale in the anvil clouds, outside the region with cloud
water. This modification is more physically reasonable
than the approach proposed by Krueger et al. (1995)
and is summarized in appendix C. Time integration of
the precipitation (sedimentation) of cloud ice, rain,
snow, and graupel is carried out by a first-order implicit
upwinding scheme.

b. Subgrid-scale horizontal diffusion

The subgrid-scale horizontal diffusion is calculated
with a second-order form (KH¹2X), with the horizontal
eddy diffusion coefficients KH defined by

1
2 2K 5 h K 1 k d |D| , (19)H H01 22

where d is the grid spacing; k the von Kármán constant

(0.4); h a constant of 1.0 for Du, Dy , DT, 0.5 for Dq,
and 0.0 for DE, De, and all the hydrometeors (Dqx). Here
KH0 is a background diffusion coefficient which is a
function of grid spacing, KH0 5 gd with g 5 0.4 for
the internal mesh domains and g 5 0.6 for the outermost
mesh domain. The deformation of the horizontal wind
is | D | .

In order to suppress reflection of outward propagating
gravity waves at the lateral boundary of each mesh, the
actual lateral diffusion coefficient KH in (19) is increased
in a narrow zone around the lateral boundary by a factor
of w, which is defined as

w 5 N 2 n 1 1, n 5 1, 2, 3, . . . , N , (20)b b

where n is the gridpoint index inward from the lateral
boundary, and Nb is the total number of grid points in
the narrow zone around the boundary. We simply set
Nb 5 5 for the internal meshes, and 20 for the north
and south boundaries in the outermost mesh.

c. Turbulent fluxes at the sea surface

The direct turbulent fluxes of momentum, heat, and
moisture at the sea surface are calculated based on the
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Monin-Obukhov similarity theory with some modifi-
cations to the stability functions for momentum, heat,
and moisture in highly unstable conditions used by Fair-
all et al. (1996). The roughness length for momentum
zu over the ocean is calculated according to the Charnock
relationship with the Charnock constant of 0.016 (Gar-
ratt 1992) and with an additional term added to account
for the effect of molecular kinematic viscosity as sug-
gested by Wu (1982). It can be written as

2u* m
z 5 0.016 1 0.11 , (21)u g u*

where m is the dynamic viscosity of air and u* the friction
velocity. The roughness lengths for heat and moisture,
however, are assumed to be constant and given by

25z 5 max(4.9 3 10 , 0.2m /u*)T (22)
245z 5 max(1.3 3 10 , 0.3m /u*).q

The constants used in (22) are based on Large and Pond
(1982). A lower bound for either zT or zq is assumed so
that the roughness length is not allowed to be less than
the value corresponding to a smooth surface (Garratt
1992). The drag coefficient and the exchange coeffi-
cients for heat and moisture are then obtained by an
iteration scheme similar to that used by Fairall et al.
(1996).

The bulk parameterization scheme for sea spray evap-
oration proposed by Fairall et al. (1994) is included as
an option to consider the effect of sea spray evaporation
on surface heat and moisture fluxes. Two critical as-
sumptions made in this parameterization scheme are: 1)
spray droplets are injected at the wave height and 2)
the droplets adjust rapidly to the wet-bulb temperature,
but fall back into the sea before they have lost a large
proportion of their mass. With the effect of sea spray
evaporation, the total surface heat and moisture fluxes
become

Heat flux: H 1 Q 2 Q .s l

Moisture flux: E 1 Q /L , (23)y l y

where H and Ey are the direct heat and moisture fluxes;
Qs and Ql are the sensible and latent heat fluxes, re-
spectively, due to sea spray; and Ly the latent heat of
condensation.

Note that the parameterization given by Fairall et al.
(1994) is valid for wind speeds up to 30 m s21 but can
be reasonable for wind speeds up to 40 m s21 (Fairall
et al. 1994). However, we expect that when the wind
speeds are over 40 m s21 the lowest part of the atmo-
sphere is nearly saturated due to evaporation from both
the ocean surface and precipitating rain. In this case,
even though the same parameterization scheme is used,
contribution from the sea spray evaporation will be
small (Wang et al. 1999).

d. Subgrid-scale vertical diffusion

The subgrid-scale vertical diffusion is accomplished
by a 1.5-order turbulence closure scheme (the so-called
E-e closure scheme), in which both the TKE and its
dissipation rate are prognostic variables (Detering and
Etling 1985). Our implementation of this parameteri-
zation scheme is similar to the one used by Langland
and Liou (1996) except that a modification is made to
the calculation of the buoyancy production term so that
the moist-adiabatic processes in cloudy air are taken into
account (Durran and Klemp 1982; Tripoli 1992).

As in Langland and Liou (1996), to avoid large time
truncation errors, a short time step (the same as that
used in the finest mesh) in the two coarser meshes was
used in the model. In order to reduce the spinup time
for the turbulence fields during the model time integra-
tion, we proposed using the level-2 turbulent closure
scheme deduced from the full TKE and its dissipation
rate equations to initialize both TKE and its dissipation
rate fields (see Wang 1999 for a detail). We first update
the turbulence fields and then the updated new turbu-
lence fields are used to evaluate the vertical diffusion
coefficients for momentum, heat, and moisture. Time
integration of the vertical diffusion coupled with the
surface layer is then carried out by an implicit scheme.

e. Radiational heating/cooling

The effect of radiative transfer is not treated explicitly
in the current version of the model. Instead, a Newtonian
cooling is added in the thermodynamic equation, as used
in the tropical cyclone model of Rotunno and Emanuel
(1987):

u 2 urefQ 5 2 , (24)R
tR

where uref is the reference potential temperature profile
of the undisturbed mean tropical environment. Here tR

is a relaxation timescale for radiative cooling and is
taken to be 24 h. In order to remove the unrealistically
large cooling in the cyclone core region, we enforce
| QR | , 2 K day21, which is equivalent to the radiative
cooling in the tropical atmosphere (Anthes 1982).

f. Dissipative heating

The effect of dissipative heating has traditionally been
neglected in either numerical models or theoretical stud-
ies of tropical cyclones. Recently, Bister and Emanuel
(1998) examined its effect on the maximum potential
intensity of tropical cyclones both theoretically and nu-
merically. They found that inclusion of dissipative heat-
ing increases the maximum intensity of tropical cy-
clones by about 25% in maximum wind speeds and 40%
in central pressure deficit in their tropical cyclone mod-
el. More recently, Zhang and Altshuler (1999) further
examined the effect of dissipative heating on tropical
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FIG. 4. The (a) minimum sea surface pressure and (b) maximum
wind at the lowest model level as a function of time in the control
experiment for the development of a tropical cyclone on an f plane
in an environment at rest (solid) together with results for the cor-
responding dry vortex shown in Fig. 2 (dashed).

FIG. 5. Height-radius distribution of the azimuthal mean of (a)
tangential and (b) radial flow, (c) temperature anomalies from the
undisturbed environment, and (d) vertical velocity after 60 h of time
integration in the control experiment. Units are m s21 in (a), (b), (d),
K in (c). Solid line shows the azimuthal mean surface pressure.

cyclone intensity using a 72-h explicit simulation of
Hurricane Andrew with MM5. They found that inclu-
sion of dissipative heating increases the central pressure
deficit by 5–7 hPa and maximum surface wind by about
10%. They also showed that dissipative heating tends
to warm the surface layer, leading to a decrease in sen-
sible heat flux at the sea surface, with a net heating rate
being 30%–40% greater than the simulation without dis-
sipative heating included.

The idea of dissipative heating is that friction dissi-
pates the kinetic energy by molecular motion, which
increases the thermal energy. In our model, this effect
is simply expressed as

]T ]K
C 5 2 5 2(uF 1 yF ), (25)p u y) )]t ]tdis dis

where K is the kinetic energy.

4. Control experiment

In this section, results from a control experiment are
discussed. The experiment is designed to demonstrate
the capability of the model in simulating the develop-
ment and structure of the tropical cyclone. The model
is initialized with the same vortex as that used in section
2 but with an initial maximum tangential wind of 25 m
s21, in an environment at rest, and all model physics
included except for the effects of sea spray and dissi-
pative heating, which will be included in our sensitivity
experiments in Part II.

The evolution of the minimum sea surface pressure
and the maximum wind speed at the lowest model level
over 168-h integration is shown in Fig. 4. After an initial
drop in maximum wind due to the lack of a boundary
layer of the initial vortex, a rapid intensification oc-
curred up to 54 h, followed by a slowly varying stage
during which the cyclone weakened from 72 h to 84 h,
and then by a reintensification between 84 and 90 h.
This was followed by a quasi-steady stage during which

the cyclone intensity oscillated slightly with time. The
cyclone reached a maximum intensity of 66.2 m s21 in
maximum wind (occurred at about 91 h) and a minimum
central surface pressure of 903 hPa (occurred at about
107 h).

The vertical–radial structure of the azimuthal mean
tropical cyclone after 66 h of time integration is shown
in Fig. 5. The maximum tangential wind is at about 30-
km radius, and tilts outward with height (Fig. 5a). Strong
inflow occurs in the boundary layer below about 800
hPa (Fig. 5b) with maximum inflow of about 23 m s21

at about 40 km from the cyclone center, just outside the
radius of maximum tangential wind. A broad outflow
layer is located in the upper troposphere outside the
eyewall with its roots at lower levels in the eyewall.
The model cyclone has a warm core structure with a
maximum temperature anomaly of 168C between 250
and 300 hPa (Fig. 5c). The upper-level warming extends
to large radii. The relatively cold area below about 600
hPa is a result of melting of snow and graupel in the
stratiform precipitation region. There is a weak descend-
ing motion in the eye and strong updraft in the eyewall,
which tilts outward with height as well (Fig. 5d). Note
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FIG. 6. A plan view of the modeled radar reflectivity (unit: dBZ )
at the sea surface after 60 h of time integration in the control ex-
periment. The domain shown is 360 km by 360 km with circles of
every 30 km from the cyclone center.

that the maximum descending motion in the eye occurs
near the inner edge of the eyewall, which is originated
from the returning flow at the top of the eyewall (Fig.
5b) and is enhanced by the sublimative cooling of ice-
phase hydrometeors detrained from the eyewall. All
these features are comparable with the observations of
real tropical cyclones (Frank 1977), and some other sim-
ulations (e.g., Liu et al. 1997, 1999).

A plan view of the modeled radar reflectivity (cal-
culated by the same algorithm as in Liu et al. 1997) at
the surface after 66 h of time integration is given in Fig.
6, which shows the existence of an eye with a polygonal
shape, an eyewall with high reflectivity, and both inner
and outer rainbands. We have found that quite different
mechanisms are responsible for formation and evolution
of inner and outer rainbands. The inner rainbands
formed as a result of interaction that occurred between
the vortex Rossby waves in the core and the eyewall
convection, as expected by Montgomery and Kallen-
bach (1997), while the outer rainbands were initiated
by downdrafts in the stratiform cloud region and main-
tained like squall lines. A thorough investigation on
these issues is the subject of current work that will be
reported in a forthcoming publication. An example of
the three-dimensional structure of the outer rainbands
simulated by the current model can be found in Franklin
(2000).

A zonal-vertical cross section of radar reflectivity,
vertical motion, and equivalent potential temperature
together with the zonal-vertical (u, w) circulation along
line A-B in Fig. 6 is shown in Fig. 7. High radar re-

flectivity in the eyewall tilts outward with height (Fig.
7a). A relatively sharp vertical gradient at about 500
hPa is visible and results from melting of graupel and
snow (Liu et al. 1997). The eye is nearly free of pre-
cipitation. Outside the eyewall in the middle and upper
troposphere there are regions of stratiform precipitation.
Further outside the eyewall, there are several vertically
aligned convective cloud features that are associated
with the outer rainbands as seen in Fig. 6. As found by
Lord et al. (1984) and Liu et al. (1997), our results also
show the importance of including the mixed/ice-phase
cloud microphysics in producing more realistic cloud
structures in model tropical cyclones. In addition, we
found that the mixed/ice-phase cloud microphysics
played a role in limiting the maximum intensity of the
model tropical cyclone, compared with the warm-rain
cloud microphysics scheme. This is due to the fact that
stronger downdrafts generated in the rainbands by melt-
ing of snow and graupel in the mixed/ice-phase scheme
lower the equivalent potential temperature in the cy-
clone boundary layer. A detailed comparison and anal-
ysis will be shown in Part II.

Vertical motion in the eyewall is quite asymmetric
with a strong updraft to the west that tilts outward with
height as well (Fig. 7b). The updraft in the eyewall to
the east is weak with a maximum at the upper tropo-
sphere, which results from depositional heating asso-
ciated with the growth of cloud ice, snow, and graupel,
and thus is less convective. Downdrafts near the outer
edge of the eyewall in the middle levels produce a cold
and dry pool with relatively low equivalent potential
temperature to the west (Figs. 7b,c). A mesoscale down-
draft about 90 km to the east just inside a convective
rainband also produces a low equivalent potential tem-
perature pool in the subcloud boundary layer. The air
with low equivalent potential temperature in the bound-
ary layer may be advected to and entrained into the
eyewall (see wind arrows in Fig. 7c), suppressing the
eyewall convection. This plays a role in limiting the
cyclone intensity (Powell 1990a,b). Another downdraft
occurs near the inner edge of the eyewall (Fig. 7b). This
is enhanced by the sublimative cooling of snow and
graupel detrained from the eyewall, as suggested by Liu
et al. (1997) in their simulation of Hurricane Andrew.
An interesting feature of the simulated tropical cyclone
is the existence of the air mass with low equivalent
potential temperature at the low levels in the eye (Fig.
7c). This seems to be consistent with the eye thermo-
dynamics discussed by Willoughby (1998), which pro-
posed that the air above an inversion has remained in
the eye since it was first enclosed when the eyewall
formed.

In addition to the overall mature structure, it is in-
teresting to look at the evolution of the model tropical
cyclone. To elucidate some important aspects of the in-
tensification processes, we show the time series of radar
reflectivity at the surface at 6-h intervals up to 54 h of
time integration in Fig. 8. Convection is initiated near



1380 VOLUME 129M O N T H L Y W E A T H E R R E V I E W

FIG. 7. Vertical cross section of (a) radar reflectivity, (b) vertical velocity, and (c) equivalent potential temperature
along line A-B in Fig. 6. Units are dBZ in (a), m s21 in (b), and K in (c). Solid line in each panel shows the surface
pressure, and vertical line shows the cyclone center. Arrows in (c) show the zonal-vertical circulation in the same
cross section.

the radius of maximum wind where both frictional con-
vergence and evaporation from the ocean are largest (see
at 6 h). This convective ring produces a local maximum
in potential vorticity in the lower troposphere (not
shown), resulting in the development of barotropic in-
stability (Schubert et al. 1999) and thus a breakdown
of the convective ring (6–12 h). The broken convective
cells partly propagate outward as gravity waves, and
partly curve and rotate cyclonically toward the center
(12–18 h), and form a nascent eye and an eyewall by
18–24 h. Intensification of the cyclone accompanies the
above evolution. This is followed by a steady rapid
intensification of the system with the development of a

complete eyewall until 54 h from which the cyclone
starts its slowly varying evolution (Fig. 4).

As we have already seen from Fig. 7, the model trop-
ical cyclone is typically asymmetric, even within the
eyewall region. Similar asymmetric structure has been
found in several other tropical cyclone models (Anthes
1972; Tuleya and Kurihara 1975; Kurihara and Bender
1982) in similar model settings (e.g., on an f plane in
an environment at rest). Anthes (1972) attributed the
development of asymmetric structure, mainly in the up-
per troposphere, to the dynamical instability in the out-
flow layer. Tuleya and Kurihara (1975) found that the
asymmetric eddies are maintained by energy supply
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FIG. 8. Model-simulated radar reflectivity (unit: dBZ ) at the surface at 6-h intervals up to 54 h in the control experiment. The
domain shown in each panel is 400 km by 400 km.

from both azimuthal mean kinetic energy and total po-
tential energy, with the latter being more important dur-
ing the early development stage. Kurihara and Bender
(1982) conducted a high-resolution simulation with the
innermost grid spacing of 5 km and found asymmetric
structure of the modeled tropical cyclone in various
fields. The asymmetric features moved cyclonically
within the eyewall at a much longer rotation period than
a parcel moving with the mean cyclonic flow within the

eyewall. Although these findings have provided evi-
dence of asymmetric structure within the eyewall of
model tropical cyclones, the dynamic features and their
potential dynamical importance in the tropical cyclone
have not been well addressed. Recent studies have paid
much more attention to these issues, but most of them
have based on the nondivergent barotropic framework
(Guinn and Schubert 1993; Montgomery and Kallen-
bach 1997; Schubert et al. 1999). It is proposed that
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FIG. 9. Shaded in color are fields of the (a) asymmetric geopotential height, (b) total vertical motion, (c) total radar
reflectivity, and (d) total potential vorticity, superposed by the asymmetric horizontal winds relative to the moving cyclone,
at 850 hPa after 69 h 15 min of time integration. The cross shows the model tropical cyclone center. The circle shows
the radius of 30, 60, 90 km from the cyclone center. The domain shown in each panel is 180 km by 180 km.

vortex Rossby waves with low wavenumbers may dom-
inate the asymmetric structure within the tropical cy-
clone eyewall and may play a role in tropical cyclone
structure and intensity changes (Montgomery and En-
agonio 1998; Möller and Montgomery 1999). However,
in their simulation of Hurricane Andrew with MM5, Liu
et al. (1999) found that the asymmetric structure within
the eyewall was dominated by the inertial gravity waves.
Here, in contrast to Liu et al. (1999), we will provide
evidence that vortex Rossby waves are a unique feature
within our simulated tropical cyclone core and they may
play an important role in the vortex dynamics as already
demonstrated in the above-mentioned theoretical stud-
ies.

To highlight the dynamical features of the asymmetric
structure in the inner core region of the simulated trop-
ical cyclone, we first show in Fig. 9a the asymmetric
geopotential height fields and asymmetric horizontal
winds relative to the moving cyclone at 850 hPa after
62 h 30 min of time integration. Shown in Figs. 9b–d
are the total vertical motion, radar reflectivity, and po-
tential vorticity (PV), respectively, at the same level
superposed by the asymmetric wind fields as shown in
Fig. 9a. It can be seen that the asymmetric structure in
both the geopotential height and horizontal winds is
dominated by wavenumber one in the core region within
90-km radius with the maximum amplitude near the
radius of maximum wind (Fig. 9a). An interesting fea-
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FIG. 10. Shaded in color are fields of the (a) wavenumber-one geopotential height, (b) total vertical motion, (c)
wavenumber-one relative vorticity, and (d) wavenumber-one divergence, superposed by the wavenumber-one asym-
metric horizontal winds relative to the moving cyclone, at 850 hPa after 69 h 15 min of time integration. The cross
shows the model tropical cyclone center. The circle show the radius of 30, 60, 90 km from the cyclone center. The
domain shown in each panel is 180 km by 180 km.

ture is that the confluent cyclonic (divergent anticy-
clonic) circulation associated with the asymmetric winds
is collocated with negative (positive) perturbation in the
asymmetric geopotential height fields. This indicates
that even in the tropical cyclone core region, the motion
is quasi-balanced (Shapiro and Montgomery 1993;
Montgomery and Lu 1997), although the divergent flow
remains large (Fig. 9a). As found for vortex Rossby
waves by Montgomery and Lu (1997), the asymmetric
wind fields seem to adjust to the height perturbation
(Fig. 9a). These features are found to extend from the
surface up to about 500 hPa and tilt outward with height
(not shown) with outflow (inflow) above the low-level
confluent cyclonic (divergent anticyclonic) flow. Such

a vertical coupling of the asymmetric structure and the
associated asymmetric circulation favor enhanced up-
ward motion to the front (rear) of the low (high) geo-
potential height perturbation center, but suppressed up-
ward motion to the front (rear) of the high (low) geo-
potential height perturbation center (Fig. 9b).1 This re-
sults from the strong inflow (outflow) in the lower

1 Here the front/rear is referred to the direction facing down the
azimuthal-mean tangential flow of the model tropical cyclone. Note
that this is a Southern Hemisphere tropical cyclone so that cyclonic
is clockwise while anticyclonic is counterclockwise. Note also that
for clarity, we showed in all figures the vorticity or potential vorticity
to be positive for cyclonic but negative for aniticyclonic.
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(upper) troposphere in the former region, but outflow
(inflow) in the lower (upper) troposphere in the latter
region. This strong inflow–outflow couplet also shifts
the eyewall a little inward toward the cyclone center in
the inflow region (outward in the outflow region), lead-
ing to an incomplete polygonal eyewall structure and
inner spiral rainbands to the east and southwest (Figs.
9b,c).

Note that the maximum in radar reflectivity occurs to
the downwind side of the enhanced updraft region. This
downwind displacement is due to the fact that all the
hydrometeors in the eyewall clouds are advected cy-
clonically by the tangential flow of the primary cyclone,
while the asymmetric circulation moves at a much slow-
er speed around the cyclone center (see discussion be-
low). The PV fields (Fig. 9d) also show a strong asym-
metric structure with a maximum to the northeast within
the radius of maximum wind. A low PV region near the
cyclone center is surrounded by relatively high PV, and
is displaced to the west in the eye region. Further de-
tection indicates that the low PV in the eye in the lower
troposphere is a unique feature for our simulated tropical
cyclone. Schubert et al. (1999) suggested that such a
PV structure satisfies the necessary condition for bar-
otropic instability and may result in the development of
small eddies in the eyewall and thus an eyewall break-
down and PV mixing between the eye and the eyewall.
We found that the barotropic instability may be one of
the candidates that initiate the development of the asym-
metric structure in the eyewall. We also found that the
asymmetric gyres (or eddies) near the eyewall (Fig. 9a)
play a crucial role in initiating the inner spiral rainbands,
making the formation of polygonal eyewall and eyewall
breakdown (Figs. 9b,c) accompanied by a temporary
weakening of the model tropical cyclone (Fig. 4). A full
study of these processes and dynamics, including how
these asymmetric features are forced and their role in
the life cycle of the tropical cyclone is the subject of
current work that will be reported in a forthcoming pub-
lication.

The wavenumber-one asymmetries in geopotential
height, horizontal wind, vorticity, and divergence fields
at 850 hPa are shown in Figs. 10a,c,d, respectively. In
Fig. 10b, the total vertical motion at the same level is
shown again but superposed by the wavenumber-one
asymmetric flow. Now we can clearly see that in both
the vorticity and divergence fields, the disturbances spi-
ral cyclonically inward with a maximum amplitude near
the radius of maximum wind. This structure indicates
an outward propogation of the disturbances, similar to
the vortex Rossby waves discussed by Montgomery and
Kallenbach (1997). Consistent with the finding by
Montgomery and Franklin (1998) from an observational
assessment, the perturbation vorticity and divergence
have similar amplitude even in the cyclone core region.
Cyclonic (anticyclonic) vorticity is coupled with con-
vergence (divergence), implying that the disturbances
are well coupled with the convective asymmetries in the

eyewall. Our vorticity budget shows that convergence-
divergence is the main source for vorticity generation,
which is nearly balanced by the radial advection of the
vorticity of the primary cyclone by the asymmetric flow
(not shown). This indicates that any convectively asym-
metric forcing in the eyewall can generate low-wave-
number disturbances near the eyewall. The convective
asymmetries in the eyewall can be initiated either locally
by barotropic instabilities across the eyewall as sug-
gested by Schubert et al. (1999), or remotely by the
outer rainbands in the cyclone circulation as indicated
by G. Holland (1999, personal communication).

To determine whether the disturbances near the eye-
wall are vortex Rossby waves, as suggested by Mont-
gomery and Kallenbach (1997), we plot the temporal
evolution of the asymmetric vorticity along the eyewall
radius (30 km from the cyclone center) from 24 to 120
h of time integration in Fig. 11. As already seen from
Fig. 9, the asymmetries near the eyewall are dominated
by wavenumber-one structure although wavenumber-
two disturbances can be identified frequently but with
a smaller amplitude than the wavenumber-one distur-
bances (Fig. 12). Higher wavenumber disturbances have
even smaller amplitudes with no obvious dynamical im-
portance. This is consistent with the results of Smith
and Montgomery (1995), who demonstrated that only
low wavenumber disturbances can exist near the tropical
cyclone core where strong shear damps the high wave-
number disturbances very effectively through the axi-
symmetrization process. These waves of both wave-
number-one and wavenumber-two move cyclonically
along the eyewall with a period of about 113 min at the
mature stage. This period is longer during the early
development stage due to the weaker azimuthal flow.
This period is much longer than that of a parcel moving
along the eyewall with the local mean tangential flow
of the primary cyclone. The latter is about 50 min in
the mature stage (estimated based on 63 m s21 tangential
wind), indicating that the waves propagate anticyclon-
ically relative to the tangential flow of the primary cy-
clone with a phase speed of about 34 m s21. Although
this phase speed is about three times the planetary Ross-
by waves in the midlatitude atmosphere, it is consistent
with the large radial PV gradient near the eyewall in
the simulated tropical cyclone (Fig. 9d). Direct com-
parison of the phase speed of the waves with the the-
oretical result obtained by Montgomery and Kallenbach
(1997) is not straightforward since the assumptions
made in deriving the theoretical phase speed cannot be
justified from our model results, but in the range esti-
mated for free vortex Rossby waves in the shallow water
model by Montgomery and Lu (1997). Meanwhile, qua-
si-balanced features of the waves as seen from Figs. 9
and 10 imply that the waves (either with wavenumber
one or two) are most likely vortex Rossby-type waves
(or in general, vorticity waves, PV waves), rather than
inertial-gravity waves as those found by Liu et al.
(1997). On the other hand, the waves can be identified
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FIG. 11. Azimuthal-time Hovmöller diagram of the asymmetric relative vorticity along a radius of 30 km from the
cyclone center at 850 hPa from 24 to 84 h of time integration. This shows a cyclonic rotation of the asymmetric
structure (waves) along the eyewall of the simulated tropical cyclone.

only in the near environment of the eyewall where large
PV gradients exist, indicating that they are Rossby-type
waves since PV gradients are not necessary conditions
for the existence of inertial-gravity waves.

Although these vortex Rossby-type waves have larg-
est amplitude near the eyewall, they seem to form just
inside the eyewall and then propagate outward (Fig. 13).
The PV gradients in our simulated tropical cyclone
change sign in the lower troposphere inside of the radius
of maximum wind (about 15 km from the cyclone center,
Fig. 9d), implying that barotropic instability may be a
mechanism for formation of the vortex Rossby waves
as suggested by Schubert et al. (1999). Other processes,
however, cannot be ruled out, such as the potential role
of the asymmetric flow in the upper troposphere (Anthes
1972) and the inward detrainment of hydrometeors from
the eyewall in the upper level as indicated above. When

the waves propagate outward they can be amplified
across the eyewall where convective forcing becomes
strongest (about 30–40–km radius, Fig. 13). Further
outward, the PV gradients become quite small and the
waves lose their identity.

Note that although the propagation of the waves is
outward against the inflow of the primary cyclone in
the lower troposphere, the wave energy seems to prop-
agate inward from the radius of about 40 km to the
cyclone center (Fig. 13). For example, the wave am-
plitude at 62 h 30 min gets its maximum at a radius
of about 40 km, this maximum then shifts consecu-
tively inward for the next wave crests up to 67 h. Sim-
ilar examples are from 78 to 85 h, 85 to 90 h, and 105
to 110 h. This inward energy propagation is in contrast
to the theoretical results by Montgomery and Kallen-
bach (1997), who found an outward energy dispersion.
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FIG. 12. As in Fig. 11 but for wavenumber-two relative vorticity.

It should be pointed out that in their analytical result,
the vorticity of the axisymmetric vortex decreases with
radius monotonically, while the PV in our simulated
tropical cyclone has a maximum just inside the radius
of maximum wind (Fig. 9d). This inversed PV gradient
in the eyewall may be responsible for the inward en-
ergy dispersion. To give a visible view of this inward
energy dispersion, we further plot in Fig. 14 the wave-
number one vorticity at 850 hPa at 30-min intervals
from 84 h to 91 h 30 min. We can see that the spiral
vorticity waves rotate cyclonically around the cyclone
center and propagate outward. If following just one
wave crest, one can see that the maximum wave am-
plitude increases inward with time (from 84 to 87 h,
and from 90 to 91 h 30 min), implying an inward
energy propagation of the waves and also a vorticity
or PV mixing between the eye and the eyewall, as
suggested by Schubert et al. (1999). Another interest-
ing feature is that the weakening of the wavenumber-

one waves between 87 and 89 h 30 min is accompained
by development of wavenumber-two disturbances (Fig.
11), implying that energy transfer between waves with
different wavenumbers is possible and worth investi-
gating further. It should be pointed out that although
the wavenumber-two disturbances have features sim-
ilar to the wavenumber-one disturbances discussed
above they do not experience a significant outward
propagation and are mostly trapped in the eyewall re-
gion (not shown).

Another important feature is the rotation of the eye-
wall with polygonal shape in our simulated tropical
cyclone (Fig. 8). We found that the polygonal eyewall
rotation results mainly from the cyclonic rotation of
the vortex Rossby waves along the eyewall. This sup-
ports the recent theoretical study by Kuo et al. (1999),
who attribute the eye rotation of Typhoon Herb (1996)
to the vorticity waves that propagate around the eye-
wall. Typhoon Herb had a similar intensity as our sim-
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FIG. 13. Radial-time Hovmöller diagram of the wavenumber-one asymmetric relative vorticity from the cyclone
center to 100 km to the east at 850 hPa from 24 to 84 h of time integration. This shows an outward propagation of
the wavenumber-one vortex Rossby waves in the simulated tropical cyclone.

ulated tropical cyclone and its polygonal eyewall ro-
tated cyclonically with a period of about 144 min (Kuo
et al. 1999), very close to the period of the vortex
Rossby waves identified from our numerically simu-
lated tropical cyclone although a direct comparison is
impossible. Further analyses aimed to address this is-
sue, together with the role of vortex Rossby waves in
initiating the inner spiral rainbands and in resulting
eyewall breakdown processes in the simulated tropical
cyclone, are under way and results will be reported in
due course.

5. Conclusions

Although improvements in tropical cyclone track
forecasting are quite significant, the skill in prediction
of structure and intensity by numerical weather predic-

tion models is still low (e.g., Bender et al. 1993; Ku-
rihara et al. 1995; Kurihara et al. 1998). The latter may
be strictly limited by both the use of coarse spatial res-
olution and the use of unsuitable cumulus convective
parameterizations in most operational numerical mod-
els. Another key factor limiting the predictability of the
tropical cyclone structure and intensity is the uncer-
tainties in the initial conditions, such as the structure,
intensity, etc. (Wang 1998). In this sense, the problem
of initial conditions remains to be solved even if a high-
resolution model is used. Recent efforts in this direction
can be referred to Zou and Xiao (2000) and Xiao et al.
(2000). There is no doubt that studies with the use of
very high-resolution, cloud-resolvable numerical mod-
els will contribute to further improvements of current
operational numerical models. In this aspect, grid nest-
ing or adaptive grid systems are usually required due
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FIG. 14. Wavenumber-one relative vorticity fields at 850 hPa in the cyclone core region at 30 min intervals from 84 to 91 h 30 min,
showing the evolution of the wavenumber-one vortex Rossby waves in the simulated tropical cyclone. Contours are those of zero
relative vorticity.

to the huge computations associated with explicit cloud
microphysics.

A triply nested movable mesh, high-resolution trop-
ical cyclone model with explicit cloud microphysics has
been developed and described in detail first in this paper.
The model uses hydrostatic primitive equations for-
mulated in Cartesian coordinates in the horizontal and

s coordinates in the vertical. The model consists of 20
layers in the vertical with higher resolution in the plan-
etary boundary layer. A two-way interactive, triply nest-
ed movable mesh technique is used so that very high
resolution can be achieved in the cyclone core region.
The outermost mesh is responsible for representing the
evolution of large-scale environmental flow. The inter-
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mediate mesh is used to capture the synoptic-scale flow
associated with a tropical cyclone so the mesh moves
with the model tropical cyclone. The innermost mesh
with a grid spacing of 5 km is designed to resolve the
central core and spiral rainbands of the tropical cyclone
explicitly and moves with the model tropical cyclone
as well. An iterative numerical scheme to solve the in-
verse nonlinear balance equation in s coordinates in the
nested-mesh system is designed for model initialization.

The surface fluxes are calculated based on the Monin-
Obkuhov similarity theory with the stability functions
being modified for highly unstable conditions as sug-
gested by Fairall et al. (1996). Potential effect of sea
spray evaporation by option is included according to the
bulk parameterization scheme proposed by Fairall et al.
(1994). The turbulent fluxes above the sea surface are
calculated based on an E-e turbulence closure scheme,
in which both the turbulence kinetic energy and its dis-
sipation rate are prognostic variables (Langland and
Liou 1996). To better represent the turbulent mixing in
clouds, the buoyancy production term in both the TKE
and its dissipation rate equations are modified for in-
cloud regions according to Durran and Klemp (1982)
and Tripoli (1992). A level-2 turbulence closure scheme
is used to initialize the turbulence kinetic energy and
its dissipation rate fields.

The cloud microphysics are included based on a bulk
parameterization scheme. By this approach, we predict
mixing ratios of water vapor, cloud water, rainwater,
cloud ice, snow, and graupel. The parameterization of
cloud microphysical processes is based on the existing
schemes that are extensively tested and used in many
other cloud-/mesoscale numerical models in recent years
(e.g., Lin et al. 1983; Rutledge and Hobbs 1984; Ikawa
and Saito 1991; Krueger et al. 1995; Reisner et al. 1998).
A modification was made to the formula for the time-
scale that determines the rate at which cloud ice converts
to snow via the Bergeron process. In the new formula,
this timescale is not only a function of temperature as
used in earlier applications but also depends on the ice
supersaturation and the difference between the satura-
tion mixing ratios on water and ice surfaces.

Two experiments were constructed, with one used to
test the movable nested-mesh system and conservative
property of the numerical scheme, and the other to dem-
onstrate the capability of the model in simulating the
multiscale interactions in tropical cyclones. The results
show that the model can be used as a powerful tool for
simulating and investigating mesoscale aspects of trop-
ical cyclones, including the genesis, intensification, mo-
tion, and complex interactions between a tropical cy-
clone and its larger-scale environment. Further devel-

opments of the model include considering the nonhy-
drostatic effect, long- and shortwave radiation, land
surface processes, and coupling with an ocean model,
such as the one that was used in Wang et al. (1997).

Results from a control experiment were discussed in
detail. Not only the overall structure and development
of the model tropical cyclone are presented but also the
asymmetric structure in the cyclone core region is an-
alyzed. The vortex Rossby waves in the simulated trop-
ical cyclone core are identified. These waves are found
to be dominated by low wavenumber (one/two) struc-
ture, tilt outward with height, and posses quasi-balanced
dynamical features in the lower troposphere. They move
cyclonically along the eyewall with a ‘‘backward’’ phase
speed relative to the advective flow near the eyewall,
resembling the planetary Rossby waves in the tropo-
sphere. They also propagate outward against the inflow
of the primary cyclone in the lower troposphere but have
an inward energy propagation. This latter feature may
favor a mixing of potential vorticity between the eye
and the eyewall, as suggested by Schubert et al. (1999).
The evolution of these waves is found to play a crucial
role in initiating the inner spiral rainbands, causing po-
lygonal eyewall structure and its cyclonic rotation, even
resulting in an eyewall breakdown accompanied by an
intensity change. Although these processes have been
inferred from simple barotropic dynamics and simple
baroclinic models in recent years (Guinn and Schubert
1993; Montgomery and Kallenbach 1997; Montgomery
and Enagonio 1998; Möller and Montgomery 1999;
Schubert et al. 1999; Kuo et al. 1999), the detailed
mechanisms for formation of vortex Rossby waves and
the manner in which they interact with the eyewall con-
vection and their potential role in causing both structure
and intensity changes of tropical cyclones are not well
understood. Studies of these processes are the subject
of our current work that will be reported in a forthcom-
ing publication.
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APPENDIX A

List of Symbols and Their Meanings

Notation Description Value Unit

a1

a2

Cp

Cpm

d

Parameter in Bergeron process
Parameter in Bergeron process

Specific heat of dry air at constant pressure
Specific heat of moist air at constant pressure

Grid spacing in horizontal

1004.6

kg s2112a2

J kg21 K21

J kg21 K21

m
D

Du, Dy, DT, Dq

Dx

E
f

Deformation of horizontal wind
Horizontal diffusion of momentum, heat, and moisture
Diameter of a single precipitating particle of species x

Turbulent kinetic energy (TKE)
Coriolis acceleration

s21

m s22

m
m2 s22

s21

FE

Fq

FT

Fu, Fy

F«

Vertical diffusion of TKE
Vertical diffusion of moisture

Vertical diffusion of heat
Vertical diffusion of u and y momentums,
Vertical diffusion of TKE dissipation rate

m2 s23

kg kg21 s21

K s21

m s22

m2 s24

g
G
H
k
K

Gravitational acceleration
Source term in the nonlinear balance equation

Sensible heat flux at the sea surface
von Kármán constant

Kinetic energy

9.805

0.4

m s22

s22

W m22

m2 s22

KH

Ly

mi

mir

mir0

Lateral eddy diffusion coefficient
Latent heat of condensation
Mass of pristine ice crystal

Mass of ice crystal with radius r
Mass of ice crystal with radius r0

m4 s21

J kg21

kg
kg
kg

ni

p
ps

qc

qg

Number concentration of ice nuclei
Pressure

Surface pressure
Mixing ratio of cloud water

Mixing ratio of graupel

m23

Pa
Pa

kg kg21

kg kg21

qi

qr

qs

qsi

qsw

Mixing ration of cloud ice
Mixing ratio of rainwater

Mixing ratio of snow
Saturation mixing ratio for water vapor with respect to ice

Saturation mixing ratio for water vapor with respect to water

kg kg21

kg kg21

kg kg21

kg kg21

kg kg21

qy

Ql

Qm

QR

Mixing ratio of water vapor
Latent heat flux due to evaporation of sea spray

Rate of diabatic heating
Radiative cooling rate

kg kg21

J kg21 s21

J kg21 s21

K s21

Qs

r
rm

R
SE

Sensible heat flux due to evaporation of sea spray
Radius from the vortex center

Radius of initial maximum tangential wind
Gas constant for dry air

Source term for TKE

100.0
287.05

J kg21 s21

m
km

J kg21 K21

m2 s23

Sg

Sc

Si

Sn

Sr

Source term for graupel
Source term for cloud water

Source term for cloud ice
Smoothing coefficient for lateral boundaries

Source term for rain

kg kg21 s21

kg kg21 s21

kg kg21 s21

kg kg21 s21

Ss

Sy

S«

t

Source term for snow
Source term for water vapor

Source term for TKE dissipation rate
Time

kg kg21 s21

kg kg21 s21

m2 s24

s
T
Ty

u*
u, y
Vm

Temperature
Virtual temperature
Frictional velocity

Horizontal components of the wind in the x, y directions
Maximum tangential wind of the initial vortex 25.0

K
K

m s21

m s21

m s21

VT Tangential wind of the initial vortex m s21
x, y

z

Horizontal Cartesial coordinates on the f plane or b plane, positive east-
ward and northward

Vertical ordinate, positive upward

m
m
m
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Notation Description Value Unit

zu

zq

zT

Roughness length for momentum at the surface
Roughness length for moisture at the surface

Roughness length for heat at the surface
m
m

b
b9
u

uref

«

Poleward gradient of the earth vorticity
Coefficient for ice depositional growth

Potential temperture
Reference potential temperature

TKE dissipation rate

m21 s21

K
K

m2 s23

r
s
ṡ
tR

F
v
Dt
Dt1

Air density
Vertical coordinate

Vertical velocity in the s coordinate
Relaxation time for radiational cooling

Geopotential height
Vertical velocity in p coordinates

Time step
Timescale needed for an ice crystal to grow from radius r0 to r

kg m23

s21

s
m2 s22

Pa s21

s
s

APPENDIX B

Initialization Scheme

The model is initialized using an inverse balance
equation in s coordinates described in detail by Wang
(1995), but with some modifications. First, the model
initial wind fields (u, y) are specified, and then the mass
and thermal fields are obtained by solving the inverse
balance equation in the s coordinate system. The non-
linear balance equation takes the following form (Ku-
rihara and Bender 1980; Kurihara et al. 1993; Wang
1995):

2¹ F 1 = · (RT= lnp ) 5 G,s (B1)

where G is derived from the momentum distribution and
takes the following form on a b plane:

G 5 2J(u, y) 1 fz 2 bu, (B2)

where b is the meridional gradient of Coriolis parameter
f , z is the vertical component of relative vorticity, and
J(a, b) is the Jacobian operator.

The equations for s 5 1 and s , 1 can be written as
2= · (RT = lnp ) 5 G 2 g¹ z , (B3)s s s s

2¹ F 5 =(RT= lnp ) 2 G, (B4)s

where subscript s denotes the surface value and zs is the
elevation of the s 5 1 surface (zs 5 0 in the current
version of the model). If the temperature at the surface
is given, the surface pressure fields can be obtained by
solving (B3) numerically using a relaxation method un-
der the appropriate boundary conditions.

To obtain the initial thermal field, differentiating (B4)
with respect to s and using the hydrostatic relation (6)
in dry conditions, we have

]T ]G
2¹ T 5 = · = lnp 2 . (B5)s1 2] lns R] lns

To solve (B5), Kurihara and Bender (1980) and Kurihara
et al. (1993) replaced T on the rhs by an undisturbed
temperature profile. This approximation seems to give
large errors for strong disturbances in which the tem-
perature anomalies are large. To improve the accuracy,
Wang (1995) proposed a numerical scheme in which the
vertical gradient of temperature on the right-hand side
of (B5) was approximated by one-sided finite differ-
encing for the temperature anomaly component, and
centered differencing for the undisturbed temperature
component. Since we use centered differencing in the
model, the one-sided differencing used in Wang (1995)
is not consistent with the model numerics. Here, we
proposed an iterative technique to solve (B5), which can
be rewritten as

n]T ]G
2 n11¹ T 5 = · = lnp 2 , (B6)s1 2] lns R] lns

where n denotes the iteration times. With the undis-
turbed temperature as the initial guess field for tem-
perature and with a linear interpolation for the temper-
ature between the vertical layers, (B6) can be solved
iteratively using a relaxation method. The solution con-
verges very quickly, and three to four iterations are
enough to get an accurate numerical solution.

Following Kurihara and Bender (1980), the relaxation
proceeds inward from the coarsest to the finest grid
resolution. First, the numerical solution is obtained for
the coarsest mesh A, under proper lateral boundary con-
ditions, then for B and C, in order, with the boundary
condition obtained by interpolation from the coarser
mesh. Our numerical results show that the above ini-
tialization scheme performs very well and gives bal-
anced initial conditions, with a smooth solution in each
domain and across the mesh interfaces as well.
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APPENDIX C

A Modified Timescale in the Bergeron Process

The Bergeron process represents the vapor deposi-
tional growth of cloud ice or snow at the expense of
cloud water in supercooled clouds (2408C , T , 08C),
which is saturated with respect to water and supersat-
urated with respect to ice due to the difference in sat-
uration vapor pressures of ice and water. The original
timescale (Dt l) that determines the rate at which cloud
ice transforms to snow via the Bergeron process can be
written as (Koenig 1971)

1
(12a ) (12a )2 2Dt 5 [m 2 m ], (C1)1 ir ir0a (1 2 a )1 2

where a1 and a
2

are temperature-dependent parameters
(Koenig 1971); mir and are the masses of an icemir0

crystal with radius r and r0 respectively; and the mass
(mi) of an ice crystal is given by

m 5 rq /n ,i i i (C2)

where r is the air density, qi the mixing ratio of cloud
ice, and ni the number concentration of cloud ice. Equa-
tion (C1) was obtained based on the depositional growth
of cloud ice, which was calculated originally by (Koenig
1971)

a2P 5 a (m ) n /r,idep 1 i i (C3)

Equation (C3) is only a function of temperature and the
ice mixing ratio. Considering the effect of ice super-
saturation and the difference between the saturation
mixing ratios on water and ice surfaces, (C3) has been
modified in many recent applications as (e.g., Ikawa and
Saito 1991; Reisner et al. 1998)

q 2 qy si a a2 2P 5 a (m ) n /r 5 b9a (m ) n /r, (C4)idep 1 i i 1 i iq 2 qsw si

where b9 5 (qy 2 qsi)/(qsw 2 qsi). The corresponding
timescale to (C1) then should be modified as

1
(12a ) (12a )2 2Dt 5 [m 2 m ]. (C5)1 ir ir0b9a (1 2 a )1 2

Note that an additional factor b9 . 0 in (C5) compared
to (C1) is related to the modification of vapor deposi-
tional growth of cloud ice (C4) to the original formu-
lation (C3) used by Koenig (1971) (in that case, b9 5
1).

Lin et al. (1983) used a timescale for an ice crystal
to grow from r0 5 40 mm to r 5 50 mm, which is
somewhat artificially set. Based on in situ aircraft ob-
servations from Fu and Liou (1993), Krueger et al.
(1995) indicated that a more realistic timescale can be
defined as the time needed for an ice crystal to grow
from 40 to 100 mm. In this case the timescale is much
longer than the one used by Lin et al. (1983) and thus
the maximum cloud ice content is increased to be about
three times larger than that obtained using the original

timescale in a column parcel model, and the extent of
anvil clouds in increased to more realistic values in a
simulation of a tropical squall line. As noted by Krueger
et al. (1995), cloud ice continues to be converted to
snow by Psfi in the formulation of Lin et al. (1983) and
Lord et al. (1984) even when there is no cloud water.
Krueger et al. hypothesized that since cloud ice does
not fall while snow does in these models, Psfi in this
case acts like a crude fall speed parameterization for
cloud ice, but the latter is included explicitly in our
model.

We argue that there is no reason just to increase the
timescale (which originally is only a function of tem-
perature) to reduce the transformation of cloud ice to
snow and thus to increase the cloud ice, especially in
the region filled with cloud water where the transfor-
mation of cloud ice to snow (and cloud water to snow
as well) can be very quick. In our new formula (C5),
the timescale is not only a function of temperature but
depends on the ice supersaturation and the difference
between the saturation mixing ratios on water and ice
surfaces. Equation (C5) predicts a relatively shorttime
scale in regions with cloud water, and a substantially
larger timescale in the anvil clouds, outside the regions
with cloud water. This is more physically reasonable
than the approach proposed by Krueger et al. (1995).
A complete evaluation of our new timescale formulation
(C5) will be reported separately elsewhere. In our mod-
el, r0 and r are set to be 40 and 60 mm, respectively.
Preliminary experiments show that the model results are
not sensitive to r in the range of 50–100 mm.
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