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ABSTRACT: Biological membranes are versatile in composition and host intriguing molecular processes. In order to be able to
study these systems, an accurate model Hamiltonian or force field (FF) is a necessity. Here, we report the results of our extension
of earlier developed all-atomistic FF parameters for fully saturated phospholipids that complements an earlier parameter set for
saturated phosphatidylcholine lipids (J. Phys. Chem. B, 2012, 116, 3164—3179). The FF, coined Slipids (Stockholm lipids), now
also includes parameters for unsaturated phosphatidylcholine and phosphatidylethanolamine lipids, e.g,, POPC, DOPC, SOPC,
POPE, and DOPE. As the extended set of parameters is derived with the same philosophy as previously applied, the resulting FF
has been developed in a fully consistent manner. The capabilities of Slipids are demonstrated by performing long simulations
without applying any surface tension and using the correct isothermal—isobaric (NPT) ensemble for a range of temperatures and
carefully comparing a number of properties with experimental findings. Results show that several structural properties are very
well reproduced, such as scattering form factors, NMR order parameters, thicknesses, and area per lipid. Thermal dependencies
of different thicknesses and area per lipid are reproduced as well. Lipid diffusion is systematically slightly underestimated, whereas
the normalized lipid diffusion follows the experimental trends. This is believed to be due to the lack of collective movement in
the relatively small bilayer patches used. Furthermore, the compatibility with amino acid FFs from the AMBER family is tested in
explicit transmembrane complexes of the WALP23 peptide with DLPC and DOPC bilayers, and this shows that Slipids can be
used to study more complex and biologically relevant systems.

B INTRODUCTION

For biological systems, few components are as vital as the cell
membrane. The thin double layer keeps the cells intact and
controls the transport of matter to and from the cells. The cell
membrane is also involved in other important processes such as
protein anchoring and cell fusion and division. On a
microscopic level, the cell membrane is built up by lipids,
sterols, and proteins. Due to the hydrophobic effect, the lipids
self-assemble in aqueous solution to form the characteristic
double layer structure, where the hydrophilic head groups are in
contact with the water and the aliphatic tails are excluded from
it. The lipid bilayer furthermore makes up the important matrix
in which the proteins reside, and the relationship between these
proteins and the surrounding lipids is believed to be of an
intimate nature. Cell membranes have very complex
compositions, and for mammalian cell membranes, phospha-
tidylcholines (PC) are most abundant. Other components are
phosphatidylethanolamines (PE), sphingomyelins, and choles-
terol.' The degree of unsaturation of the lipid tails can also
differ. For example, 2-oleoyl-1-palmitoyl-sn-glycero-3-phospho-
choline (POPC) is the most common lipid in animal cells,” and
lipids having more than one double bond are found in most
biological membranes.” Model membranes are of interest in
experimental studies due to the overwhelming complexity of
biological membranes, and the applied techniques are often X-

ray and neutron scattering, IR/Raman, and NMR spectrosco-
4-6
py-

Computer simulations are ideal for studying the mentioned
systems in detail”® due to the difficulties linked to obtaining
details of soft matter on an atomistic resolution from

-4 ACS Publications  © 2012 American Chemical Society
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experiemental studies.” Molecular dynamics (MD) simulations
are widely used to study lipid bilayers.”'”"” Not only have
single component bilayers been simulated but also more
complex systems with cholesterol and different lipids'®*~>* and
membrane-protein complexes.”* >’ A large part of a lot studies
is performed on single or double component systems with the
aim to fully understand these systems before moving on to
more biologically relevant membranes.

In MD simulations, a model Hamiltonian is used, where the
potential energy function is usually referred to as a force field
(FF). In order to perform simulations that lead to reliable
results, the FF must be able to accurately describe all the
interactions (inter and intramolecular) in the system. As lipid
molecules are of a amphiphilic nature, this has proven to be
difficult when studying lipid bilayers in full atomistic
detail.">**73° Available FFs that include explicit hydrogens
are e.g. CHARMM,>"** the general AMBER FF (GAFF),*® and
GLYCAMO6.** Earlier versions of CHARMM?>" and the current
GAFF have had problems describing lipid bilayers in the
isothermal—isobaric ensemble (NPT),">*$73%353¢ which is the
correct ensemble in which to perform simulations of lipid
bilayers."*”*® If no surface tension was applied or if the area
membrane plane was not kept constant, the lipid bilayers often
ended up in the gel phase (L or Ly) or the so-called rippled
phase (Py), instead of the expected fluid phase (L,). FFs with
nonpolar and nonaromatic hydrogens included in their heavier
atoms, united atom FFs, have not had these problems.u’m’3’9_41
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We have previously derived an all-atomistic FF that is able to
describe fully saturated PC lipids without any of the recently
mentioned ad-hoc solutions.*” The properties of fluid lipid
bilayers such as area per lipid, bilayer thickness, X-ray and
neutron scattering form factors, and NMR deuterium order
parameters were reproduced for a range of temperatures when
compared to experimental data. As the two former properties
are of importance, they do not bear the same significance as the
two latter when it comes to verifying the model.**** The
importance of form factors and NMR order parameters can be
explained by the fact that they are experimental raw data, and
no simplifications nor models are needed in their interpreta-
tion. The dangers of only relying on, e.g., area per lipid when
verifying FFs have been pointed out earlier in the literature.**¢
In order to address the documented variety in biological
membranes,’ we have now expanded the previous FF to include
PC and PE lipids that have one double bond per chain. Studies
performed by Martinez-Seara et al.*’ have shown that the
position of the double bond is critical for the bilayer structure;
however, the parametrization presented here was focused on
lipids with the double bond in the 9Z position, which is the
most relevant position for biological membranes. By removing
two or four hydrogens in the aliphatic tail, the properties of a
PC/PE lipid bilayer change drastically: the melting point is
lowered,** the local order changes due to the cis-double
bonds,*°>® and the area per lipid is significantly in-
creased.*>*>> We follow the same philosophy as in the first
iteration of the FF,* that is, to keep the empirical inputs to a
minimum and to rely as much as possible on high level ab initio
data. The reader is referred to our previous work*” for a more
in-depth description of our parametrization philosophy. The
parameter set presented here together with our previous FF
parameters is coined Stockholm lipids (Slipids). A number of
properties are compared to experimental data, and the
agreement is very good. As a result, the parameters for
unsaturated PC and PE lipids are very reliable and are able to
describe the correct physical nature of lipid bilayers for a range
of temperatures. Due to the problems with GAFF for lipids and
the fact that GLYCAMO6 overestimates the area per lipid** and
that the parameters were not extensively tested during the
parametrization process, lipid—protein complexes have been
difficult to study with the AMBER FFs until now. Cordomi et
al.*® studied the compatibility of the popular Berger lipids with
AMBER FFs and concluded that the combination AM-
BER99SB FF*’ is a reliable combination. However, other
studies®® have shown flaws in the soon 15 year old parameter
set proposed by Berger et al. when compared to experiments.>”
Therefore, a more accurate description of the lipids is desirable
when studying systems where proteins and lipids are
interacting. The parametrization presented here and in our
previous work has been performed in a scheme faithful to the
one used for the AMBER FFs for biomolecules. The
compatibility with three FFs for proteins is investigated here
with explicit membrane—protein complex simulations on a
microsecond time-scale in order to complement our previous
free energy of transfer studies. Results show that Slipids is
compatible with these amino acid FFs, and therefore the
combinations used presented here are good candidates for
simulations of membrane—proteins in the native environment.
In the modeling community, these more complex simulations
will become more important since the interest in studies is

. 2324,60
growing.
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B METHODS AND MODELS

Parameterization. In accordance with the previously
derived FF, we have focused on the hydrophobic tails of the
lipids. All parameters describing covalent bonds and angles are
taken from the C36 FF>” as well as torsional and Lennard-Jones
parameters for the headgroup and glycerol region. The head
group charges for the PC lipids were taken from our previous
parametrization of saturated PC lipids. cis-5-Decene was chosen
as a model compound for the cis double bond. The target
values for the parametrization were experimental density and
heat of vaporization. First, the partial atomic charges for the
double bond and its immediate neighbors were computed by
averaging the charges from 54 conformations of cis-S-decene
extracted from a MD simulation in the condensed phase. For
the PE headgroup, a similar procedure was applied, and the
charges were averaged over 40 conformations taken from a
POPE lipid bilayer. The charges for the phosphorus group were
constrained to the values obtained previously for the PC
headgroup® in order to keep the number of parameters to a
minimum. The initial MD simulations were performed with
parameters from the FF for saturated lipids together with C36
parameters for the double bond and headgroup charges in the
case of POPE. New partial atomic charges were computed with
DFT using the B3LYP exchange-correlation functional® ~%*
together with the cc-pVTZ basis set.° The molecules were
placed in a polarizable continuum with & = 2.04 by employing
the IEFPCM continuum solvent model.**%” Charges were
determined by minimizing the difference between the electro-
static potential determined from the wave function and the
classical point charges with the restrained electrostatic potential
approach (RESP).®® Once the new partial atomic charges were
determined, the values of ¢ and ¢ of the Lennard-Jones (LJ)
potential were optimized by empirically changing them until
the simulations were able to reproduce the experimental target
values in a reasonable manner. After partial atomic charges and
L] parameters were altered, the torsional potential had to be
refitted as well. Again, cis-S-decene was used as a model
compound. The CH=CH-CH,—CH, and CH-CH,—CH,—
CH, torsion angles were therefore scanned at a CCSD(T)/cc-
pVQZ level of theory, achieved by using the HM-IE
extrapolation scheme.’' All geometries were first optimized
using the second-order Moller—Plesset perturbation theory®
with the cc-pVDZ basis set where the torsion angle of interest
was fixed. The fitting procedure can be rationalized as follows:
the LJ parameters were adjusted in order to bring the
simulations closer to experimental data, and once good
agreement was met, the torsional potentials were fitted. To
obtain self-consistency, this procedure was repeated for a
number of iterations. All quantum mechanical calculations were
performed with the Gaussian 09 program suite’” and the RESP
calculations with the Red software.”

Simulation Details. A time step of 2 fs was used for all
simulations together with the Leap-Frog integrator. The LINCS
algorithm”* was used to constrain all covalent bonds except for
the bonds in water where the analytical SETTLE method”” was
applied. As the NPT ensemble is recommended for lipid bilayer
simulations'*”*® this was the ensemble of choice. The
pressure was kept constant at one atmosphere by a
Parrinello—Rahman barostat’* with a coupling constant of
10.0 ps and an isothermal compressibility of 4.5 X 107> bar™".
The pressure was coupled with a semi-isotropic scheme for the
bilayer simulations where the pressure in the xy plane (bilayer
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plane) is coupled separately from the z direction (bilayer
normal). The Nosé—Hoover thermostat’>” was used to keep
the temperature constant with a coupling constant of 0.5 ps,
and the water and membrane were coupled to separate
thermostats. Long-range electrostatic interactions were treated
by a particle mesh Ewald scheme,”””® and the real-space cutoff
was 1.4 nm with a Fourier spacing of 0.12 nm and a forth-order
interpolation to the Ewald mesh. van der Waals interactions
were cut off at 1.5 nm with a switching function from 1.4, and
long-range corrections to the pressure and energy were added.

All lipid bilayer simulations were performed with a total
number of 128 lipids; 64 in each leaflet and 40 TIP3P water
molecules”” per lipid were used to hydrate the systems. The
newly derived parameters were systematically validated in
simulations of pure lipid bilayers of DOPC (PC18:1(9Z)/
18:1(92)), POPC (PC16:0/18:1(9Z)), SOPC (PC18:0/18:1-
(92)), DLPE (PE12:0/12:0), DPPE (PE16:0/16:0), DOPE
(PE18(92)/18(9Z)), and POPE (PE16:0/18:1(9Z)) at differ-
ent temperatures. Before production runs, 40 ns long
simulations were performed in order to equilibrate the systems.
Production runs were 0.5 us long. In order to test the present
FFs' compatibility with the current amino acid FFs, simulations
of the WALP23 transmembrane helix were performed with
three FFs from the AMBER family: AMBER99SB (f99SB),>
AMBER99SB-ILDN (ff99SB-ILDN),*° and AMBERO03
(ff03).8" All simulations of the transmembrane and lipid
complex were performed with 128 lipids and 40 TIP3P water
molecules per lipid with the same methodology as described
above. The peptide was inserted into lipid bilayers consisting of
DLPC and DOPC, resulting in a total of six simulations. The
peptide was placed in the membrane manually using VMD®*
followed by 10000 steps of steepest descent energy
minimization where all atoms belonging to the peptide were
positionally restrained by a harmonic potential with a force
constant of 1000 k] mol™ nm™. In a subsequent S ns long MD
simulation, the lipids were relaxed and the peptide was fully
restrained, followed by 2 and S ns MD runs with heavy and
backbone atoms of the peptide and restrained, respectively. To
keep the structure of the transmembrane peptide as intact as
possible, a last restrained MD simulation was performed for S
ns with the C,-carbons restrained. After the stepwise relaxation
of the peptide, a 150 ns long simulation was performed in order
to bring the system closer to equilibrium before the production
run (which was 1 ps long). The tilt between the helix axis and
the membrane normal was computed from the first eigenvector
of the C,-carbons’ inertia matrix. A summary of all simulations
performed in the present manuscript is presented in Table 1.

All MD simulations were performed with the Gromacs
software package®® (versions 4.5.3 and 4.5.4), and analyses were
performed with parts of the MDYNAMIx software package.®
Simulation snapshots were rendered with the VMD software
package.®> Neutron scattering factors were computed with the
SIMtoEXP software® employing the scattering density profile
proposed by Kuterka et al.>®

B RESULTS AND DISCUSSION

Derived Force Field Parameters. The results from the
Boltzmann averaging of the charges are presented in Figure 1.
Our calculations indicate that the electron density around the
double bond is higher than in saturated alkanes due to the net
charge of —0.09¢ for the CH group. The net negative charge is
then neutralized by the neighboring methylene group. The
charges for the PE headgroup are similar to the charges in the
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Table 1. List of Production Simulations Performed in the
Present Study”

pure lipid bilayers

lipid temperature (K) time (us)
DOPC (PC18:1(9Z)/18:1(9Z)) 293/303/323/333 0.5
POPC (PC16:0/18:1(9Z)) 293/303/323/333 0.5
SOPC (PC18:0/18:1(9Z)) 293/303/323/333 0.
DLPE (PE12:0/12:0) 308 0.5
DPPE (PE16:0/16:0) 343 0.5
DOPE (PE18:1(9Z)/18:1(9Z)) 272/298/323 0.5
POPE (PE16:0/18:1(9Z)) 303 0.5
transmembrane complexes
lipid amino acid force field time (us)
DLPC (PC12:0/12:0) AMBERO3 1.0
AMBER99SB 1.0
AMBER99SB-ILDN 1.0
DOPC AMBERO3 1.0
AMBER99SB 1.0
AMBER99SB-ILDN 1.0

“All simulations were performed with 128 lipids and 40 water
molecules per lipid if nothing else is stated.

C36 FF, but the dipole moment of the headgroup is slightly
smaller. A large part of the lipid’s constituting atoms bears a
charge of zero, which is interesting. As a consequence of this,
these interactions sites can be excluded from the construction
of neighbor lists and therefore save computational time and
decrease the gap in terms of computational cost between AA
and UA models of lipids.

After the parametrization for cis-S-decene was finished, the
computed density and heat of vaporization (AH,,,) were
calculated, 742.2 + 0.10 kg m™ and 44.8 + 0.11 kJ mol ™},
respectively. The experimental value® for the density is 744.5
kg m~3, which means that the parameters obtained reproduce
this property very well. However, for AH,,, the discrepancy
between simulation and experiment is larger, where the
experimental value is 42.9 kJ mol™.*” It turned out to be
very difficult to get AH,,, closer to the experimental result by
varying L] parameters, because electrostatic interaction from
the partial charges around the double bond give a significant
contribution to the total interaction energy. Results presented
in the following sections show that this does not play a
significant role in the lipid bilayer simulations. It is also possible
that the rather old value of AH,,, is underestimated. Chiu et
al.*® also obtained a higher value of AH,,, in the 43A1-S3 FF,
but our value is within better agreement with the experimental
data available. Since too strong vdW attractions would affect the
lipid bilayer structure and lower the area per lipid,*® a too
attractive L] potential would have shown this in any subsequent
lipid bilayer simulation. In Table 2, it is clear that no area per
lipid is underestimated, and therefore we can conclude that it is
not very likely that the LJ potential is too attractive (for
simulating lipid bilayers). The final L], torsional parameters,
and torsional profiles are given in Tables S1 and S2 and Figure
S4, respectively, in the Supporting Information.

Area and Volume per Lipid and Isothermal Area
Compressibility Modulus. In Table 2, the area per lipid (A;)
for the investigated lipids are presented. A; has been considered
to be one of the most fundamental properties for lipid bilayers,
and many simulations have aimed at reproducing the area per
lipid, although it is known that A; alone is not sufficient to
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Figure 1. Charges computed for (a) the headgroup of phosphatidylethanolamine lipids and (b) unsaturated phosphatidylcholine lipids. Charges
outside the parentheses are on the heavier atoms, and those within denote charges of hydrogens. All charges are given in units of the proton charge.

Table 2. Area per Lipid (4;), Volume per Lipid (V} ), and Isothermal Area Compressibility Modulus (K,) from Simulations and

Experiments
lipid temperature (K)
DOPC 293
303
323
333
POPC 293
303
323
333
SOPC 293
303
323
333
DLPE 308
DPPE 342
DOPE 271
298
POPE 303

vV, (nm?®) K, (mN m™!)
sim. exptl. sim. exptl. sim. exptl.
0.673 + 0.004 0.691%* 1.260 1.288%* 282 + 34 264>
0.680 + 0.005 0.674>° 1.262 1.303°%° 256 + 29 184%
254%*
265%°
0.703 + 0.006 0.755%% 1.285 131854 246 + 31 25254
0.714 + 0.005 1292 242 + 36
0.632 =+ 0.005 0.627 + 0.013% 1.200 254 + 28
0.646 + 0.004 0.643 + 0.013% 1213 1.223% 298 + 30 180—330°%
1.256%
0.668 + 0.006 0.673 + 0.013% 1235 267 + 32
0.682 + 0.005 0.681 =+ 0.014% 1.241 272 + 30
0.636 + 0.004 0.638 + 0.013% 1.268 260 + 22 29074
0.649 + 0.005 0.655 + 0.013% 1.270 240 + 35 200%%
29094d
0.675 + 0.006 0.681 =+ 0.014% 1.294 258 + 37
0.687 + 0.006 0.694 + 0.014* 1.301 244 + 35
0.533 + 0.003 0.512 0.899 0.942%¢ 273 + 19
0.907*
0.564 + 0.005 0.605%7 1.141 271 + 22
0.554%%¢
0.572 + 0.006 0.60%° 1.157 431 + 26
0.604 + 0.005 1.196 282 + 23
0.563 + 0.004 0.566”° 1.153 282 + 29 233%°

“288 K. ¥318 K. “Experimental estimate. %306 K.

Table 3. Thermal Area Expansivity (@) and Thermal Contractivity (a},, and a7, ) from Simulations Compared to Experiments*
(Reported Values Are Expressed in the Unit K™')

aj ap, ap,

lipid temperature (K) sim. exptl. sim. exptl. sim. exptl.

POPC 293 0.0019 0.0022 0.0012 0.0014 0.0016 0.0011
303 0.0019 0.0022 0.0012 0.0014 0.0016 0.0011

323 0.0018 0.0021 0.0013 0.0014 0.0016 0.0011

333 0.0018 0.0021 0.0013 0.0013 0.0017 0.0011

SOPC 293 0.0020 0.0022 0.0012 0.0014 0.0018 0.0011
303 0.0020 0.0021 0.0012 0.0014 0.0018 0.0011

323 0.0019 0.0021 0.0013 0.0014 0.0019 0.0012

333 0.0019 0.0020 0.0013 0.0015 0.0019 0.0012

judge the quality of a FF.*** Due to the vast number of
published experimental values® of the areas, which sometimes
differ by a few A? for the same lipid under the same conditions,

an ensemble of properties from computer simulations should
be compared to experimental findings. However, A; remains an
important property to investigate since it gives an indication of
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Table 4. Structural Properties of Lipid Bilayers from Simulations and Experiments: Distance between the the Head Groups
(Dyy), Luzzati Thickness (D), and the Hydrophobic Thickness (2D¢; All Values Given in nm)

Dyn Dy 2D
lipid temperature (K) sim. exptl. sim. exptl. sim. exptl.
DOPC 293 3.67 3.76%* 3.83 2.96 2.77%%

303 3.66 3.53% 3.72 3.59* 2.85 2.68%*
3.6755‘54 3.6189,106 2.8855
3.69* 3.87%°
371 106
323 3.55 3.615% 3.66 2.75 2,625
333 3.54 3.62 2.75
POPC 293 3.68 3.89 3.98% 295 2.92%
303 3.65 3.70% 3.85 3.68%° 2.84 2.88%
3.91%
323 3.59 3.76 3.79% 2.80 2.81%
333 3.54 3.70 3.77% 2.74 2.80%
SOPC 293 3.82 4.04 4.08% 3.01 3.04%
303 3.77 3.92'7 401 4,00 3.06 2.99%
323 3.73 3.93 3.90% 2.87 2.93%
333 3.67 3.83 3.85% 2.83 2.90%
DLPE 308 3.30 3.30'% 3.39 3.54%¢ 2.38 2.58%
3.56*
DPPE 343 4.00 4.04 3.02 3.04°7
DOPE 272 4.03 4.00 3.39
298 3.93 3.82 323
POPE 303 411 416 326

%288 K. Y318 K.

whether or not the correct phase behavior has been obtained.
Further, it is a conceptually convenient property to relate
different phenomena to. It is evident that the FF presented here
gives values of A; that are in very good agreement with
experiments over a range of temperatures for the PC lipids. For
the other headgroup, phosphatidylethanolamine, A; is within
good agreement with the exception of DOPE where A; is
underestimated by roughly 0.03 nm” Upon observation, it is
clear that the DOPE bilayer does not form a L phase although
Ay is underestimated. For the rest of the lipids tested here, the
agreement with experiments is a very good indication that the
lipid bilayers are in the correct phase (L,). The thermal
dependency is also reproduced extremely well. The thermal
area expansivity can be calculated from

of = LA
A 0T (1)
Results shown in Table 3 are very close to experimental data
and show that Slipids can be used at different temperatures.
The volume per lipid (V) is a less ambiguous property from an
experimental point of view, and the values from the simulations
in Table 2 compare rather well with the experimental findings.
As in the case with saturated lipids, V is slightly under-
estimated with the FF purposed here, which can be attributed
to the headgroup parameters.*
As simulations proceed, A; oscillates heavily around the
mean value, and from these fluctuations the isothermal area
compressibility modulus (K,) can be computed according to

 2kyTAL

2
npoy

A

@)

where ky is the Boltzmann constant, T is the absolute
temperature, n; is the number of lipids, and 6,* is the variance
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of A;. In Table 2, values of K, are presented, and they concord
nicely with experimental data. Since fluctuations have to
proceed during a relatively long period of time in order to not
overestimate K,,** the relatively long sampling time of 0.5 s
was necessary in order to achieve good agreement between
simulations and experiments. The size dependency of K, was
not investigated, although there have been sugﬁested methods
describing how to deal with these issues. % Almost all
computed K, values are within the experimental values when
taking the standard deviation into account. As a result of this,
we can conclude that mechanical properties are in good
agreement with experiments. For DOPE, the isothermal area
compressibility modulus decreases significantly when increasing
the temperature. As bilayers closer to the gel phase are expected
to have higher K, values, it is likely that the simulation at 271 K
was being performed close to a phase transition. This would
also explain the slightly too low A;.

Membrane Thickness. In Table 4, three kinds of
membrane thicknesses are presented: the head-to-head distance
obtained from electron density profiles (Dyy), the Luzzati
thickness (Dy), and the hydrophobic thickness (2D). See the
work of Kugerka et al.'®" for definitions of these thicknesses.
Dyyy can be obtained in a rather straightforward manner from
X-ray scattering experiments and by inspecting the values
obtained from the simulations, it is clear that Dy is
reproduced well. Since Dy is defined as the distance between
the points along the membrane normal where the water density
is half of its bulk value, it can be used as an indicator of the
delicate balance between hydrophilic and hydrophobic forces.
The fact that the agreement between simulations and
experiments for Dy and 2D is as good as presented in Table
4 shows that these forces are well-balanced. The hydrophobic
thickness of a membrane alters the orientation, dynamics, and
oligomerization of membrane proteins through so-called
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hydrophobic mismatch'®™'% and also affects the passive

diffusion of solutes across the membrane. Further on, the ability
of the current FF to accommodate a transmembrane helix is
investigated. Over a range of temperatures, the thicknesses are
reproduced showing that the present FF takes the thermal
dependency of the lipid tails and their trans/gauche isomer-
ization into proper account. As the temperature is increased,
the disorder of the lipid tails is increased, which leads to an
expansion in the membrane plane, and the membrane thickness
is decreased. The thermal dependencies of the bilayer
thicknesses can be quantified by computing the thermal
contractivities agB and aIT)C according to

r_ 10D
an = ——
" DT

©)

Where D; is Dy or D¢. The data presented in Table 3 show that
the simulated bilayers have the correct response to a change in
temperature in terms of the Luzzati and hydrophobic thickness.

NMR Order Parameter Profiles and Scattering Form
Factors. The local order of a lipid bilayer is described by NMR
deuterium order parameters (Scp) according to

1 2

Scp 2(3 cos” 0 — 1) )
where 0 is the angle between the C—D (actually C—H in the
present simulations) vector and membrane normal and the
brackets indicate the average during the simulation. The major
benefit by studying NMR order parameters for each carbon in
the chain of the lipid is that these properties are measured with
robust methods, meaning that the results are straightforward to
experimentally reproduce. This makes IScpl a key property in
the validation of a FF. In Figure 2, data from simulations of
DOPC, POPC, and POPE are compared to experiments.>®>
It is clear that the three lipid bilayers are in the L, phase at a
temg)erature of 303 K. In agreement with the findings of Siu et
al,*® some values of IS¢p| for DOPC are slightly overestimated.
The significant decrease in chain order for carbons 9 and 10 is
due to the position of the cis double bond and illustrates the
difference between the orientation of the C—H vector of
saturated carbons and the C—H vector of unsaturated carbons.
The smallest IScpl values are obtained for the carbons that are
located closest to the hydrophobic core of the membrane,
which is an important structural property of lipid bilayers, and
this has also been seen in previous computer simula-
tions.**3>4619911% When Siu et al.* studied a DOPC bilayer
with the popular Berger FF," the sn-1 and sn-2 tails showed
more or less identical IScp| values, which is in contrast to the
findings presented here. For the seven outermost carbons, the
order parameters are very similar but around the double bond
and at the carbons closest to the glycerol group they differ,
which suggests that the two tails are similar but not identical. In
the presence of a double bond, the chains orient differently in
the lipid bilayer (this is, e.g., illustrated by the differences when
comparing IScp| for the sn-1 and sn-2 tails for POPC and POPE
in Figure 2), and it is clear that the unsaturated sn-2 tail is less
ordered. The difference in A; and melting point between
saturated and unsaturated lipids can be explained by this, as the
latter has a more evident disorder of the lipid tails.

For all lipid types, the splitting of IScp| for the second carbon
of the sn-2 tail is present, which is difficult to reproduce with
UA FFs.'%*%%% [1 experiments, it has been observed that the
sn-1 tail lies in a more perpendicular position relative the bilayer
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Figure 2. Deuterium order parameter for DOPC, POPC, and POPE
lipid bilayers from simulations and experiments.**>>

2 111,112 -
normal than the sn-2 tail, and as can be seen in Figure 2,

this structural feature is also present in the simulations. As a
result of this, the sn-2 carbonyl dipole interacts with the
penetrating water in a more pronounced fashion than the sn-1
carbonyl dipole. Observations like these have been made before
in both experimental''*''* and simulation studies.*®

As described above the physical picture of the local
orientations of the constituting parts of a lipid can be obtained
by computing NMR order parameters. But this structural
property does not describe the overall structure of the
membrane—in order to do this in a proper manner, one has
to investigate scattering form factors, F(q). Since F(q) is
obtained directly from experiments, comparisons with simu-
lations serve as an ultimate test of a FF.* By computing
electron density profiles in the direction of the membrane
normal and performing Fourier transformations, F(q) can be
obtained from simulations. As can be seen in Figure 3, the
computed scattering form factors for DOPC, POPC, and
SOPC are in excellent agreement with experimental
data, *¥SH5106 115116 1) Figures S1—S3, the same property is
shown for different temperatures, and again the differences
between experiments and simulations are negligible. The
minima of F(q) are perfectly reproduced in simulations
employing the FF presented here and shows that the correct
thickness is indeed obtained. The relative lobe heights show
that the structure is correct at longer reciprocal distance as well.
The agreement with experimental neutron scattering form
factors provides further evidence to the present FFs' capabilities
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Figure 3. X-ray and neutron (insets) scattering form factors for
DOPC, POPC and SOPC from simulations compared to experimental
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averaged data set. Simulation and experimental data are shown as lines
and points, respectively.

to describe lipid bilayers. As the scattering form factors are
reproduced to such an extent, we can safely assume that all
structural data obtained from our simulations are correct.

Lateral Diffusion. The mean-squared displacement (MSD)
was used in order to determine the lateral diffusion coefficients
Dy, according to the Einstein relation

D = tlirgo 2n dt<|Arxy(t)| )= tlggo 2n dtMSD(t) (8)
where n = 2. The MSD is computed from the center of mass
(COM) of the lipids. It has been shown in numerous
simulation studies™"'”'"® that the artificial COM of each
monolayer results in overestimation of the diffusion, so this
contribution was removed before computing Dy,. The linear
fitting was performed from 0.04 to 0.45 us of the trajectories.
Actual values of Dy, are shown in Table S1, and as observed
earlier* the lateral diffusion is systematically underestimated.
The disagreement is largest for the lower temperatures where
the diffusion is underestimated roughly by a factor of 2, whereas
for the higher temperatures they are underestimated roughly by
a factor of 1.5. Despite the disagreement between simulations
and experiments, Figure 4 shows that the normalized Dy, values
are in good agreement, which was also the case for fully
saturated lipids.*> The reason for this could be the lack of
collective movements due to thermal density fluctuations in the
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. . L . 119-121
bilayer, which has been observed earlier in simulation o

and experimental studies.'>” This is also similar to the issues
highlighted by Yeh and Hummer, who studied the size impact
on the diffusion of isotropic liquids.'>® Roark and Feller'>°
estimated the correlation length to 2.5 nm, and Falck et al'?
saw concerted motions on even longer length scales, meaning
that larger systems than used in the present investigation (with
the typical xy dimensions of 6.4 nm X 6.4 nm) should be used
in order to study diffusion. Future work will address the system
size dependency of the diffusion coeflicients with the focus on
short-time local momentum conservation.

The low Dy, of DOPE (see Table S3) is related to the fact
that the obtained A; is underestimated. As the area is smaller
for the headgroup, it is more difficult for the whole lipid to
diffuse since the long time scale diffusion is limited more or less
by the headgroup and the avalible 2D-space for it to move
within, 124125

Transmembrane Helix Tilt. In Table S, the results of the
transmembrane simulations are summarized. Since the helix is
of a hydrophobic nature and the lipid bilayers’ hydrophobic
thicknesses are thinner than the peptide’s hydrophobic length,
the helix is tilted. When comparing the hydrophobic
thicknesses of DLPC and DOPC, 2.06 and 2.96 nm,
respectively, it is clear that the helix tilt should be larger in
the thinner bilayer in order for the membrane to encapsulate
the whole hydrophobic Eart of the peptide. This has also been
verified experimentally'**'*® and in a number of simulation
studies."**~"3* With the present FF, it is clear that the helix tilts
are close to the experimental values, although the interpretation
of these NMR experiments is far from being unambigu-

s, 128,131,133

The values reported show that ff99SB performs best together
with the lipid parameters; however, it is difficult to rule out the
other two amino acid FFs due to the large standard deviations
and the relatively short sampling time. Due to the small
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Table 5. Average Tilt Angles of WALP23 Described by Three Different Force Fields Embedded in DLPC and DOPC Lipid

Bilayers and Areas Per Lipid (A;)?

peptide tilt (deg)

2
A; nm

DLPC

DOPC DLPC DOPC

sim.
332 £ 82
40.0 = 9.1
39.5 £ 94

amino acid force field

f99SB
ff99SB-ILDN
ffo3

pure lipid bilayer

exptl.
35133

“For the lipids, the present force field was used in all cases.

sim.

191+ 7.7
201 + 7.7
162 £ 7.0

exptl.
21133 0.635 + 0.006
0.637 + 0.005
0.637 + 0.006

0.624 + 0.004*

0.692 + 0.006
0.694 + 0.005
0.691 + 0.006
0.680 + 0.00S

difference between ff99SB and ff99SB-ILDN, it is likely that the
(lack of) sampling is the reason for the discrepancy between
these FFs. From a qualitative point of view, it is safe to say that
all of the AMBER FFs tested here are compatible with our lipid
parameters, for both unsaturated and saturated lipids. Values
reported by Sapay and Tieleman'** are close to the values
presented here, and Cordomi et al.*° studied different proteins
in lipid bilayers and concluded that ff99SB together with the
Berger lipids are a suitable combination. However, the Berger
lipids have been found to have a too extended conformation of
the headgroup,®® making this combination less optimal as the
headgroup orientation and interactions with the peptide can be
very important. The inclusion of a transmembrane helix did not
induce any ordering of the lipid bilayers as indicated by the
reported Ay in Table S. This has previously been a problem
when mixing lipid and amino acid FFs."** A; is slightly higher
than for the pure bilayers, which is to be expected due to the
slight expansion of the bilayer in order to facilitate the peptide.
The relatively short sampling time (1 ps) can affect the results,
which means that the interpretation of the computed values
should not be taken too literally. Often simulations on the time
scale of ~S ps are required to ensure that all thermally relevant
points of phase space were visited during the simulations.'*"
Further, Neale et al."*® showed that a single set umbrella
sampling simulation lasting for 0.205 ps may not be long
enough in order to obtain proper convergence of the standard
binding free energy of an amino acid analogue in a DOPC
bilayer. We still performed the explicit peptide—membrane
simulations in order to obtain a qualitative picture of how the
FFs work together.

Another way to determine the compatibility of lipid and
amino acid FFs is to compute the free energy of transfer from
water to cyclohexane. Cyclohexane is then usually modeled
with the Lennard-Jones parameters obtained for the aliphatic
lipid tails. However, since it is impossible to capture the
collective behavior of the peptide by using merely single amino
acid analogues,"”” we only performed simulations of explicit
peptides in bilayers.

In Figure S, the distributions of the peptide tilt angle are
shown, and for WALP23 embedded in a DOCP bilayer the
distributions for ff99SB and ff99SB-ILDN are slightly wider
than for ff03. It is evident that the distributions are not of a
Gaussian nature. For the peptide embedded in a thinner DLPC
bilayer, the distributions are more of a Gaussian type, although
not a strict Gaussian distribution. The nonsymmetric shape
obtained with fl03 can probably be attributed to a too short
sampling time. The non-Gaussian line shapes obtained for the
DOPC bilayers and the Gaussian-like distributions for DLPC
have been documented earlier by Monticelli et al."*' and Wan
et al."*” Since the data presented here do not aim to solve the
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issue of which model should be used when analyzing the
motion of peptides in lipid bilayers from experimental data but
rather to make qualitative assumptions of the compatibility of
the different FFs, we can conclude that all amino acid FFs
tested here are compatible with the lipid parameters.

B CONCLUSIONS

In order to understand the complex interplay of vital
biomolecules, the development of consistent and reliable FFs
is necessary. Here, we have taken a second step toward this goal
by extending our previous FF for saturated PC lipids** by
including parameters for unsaturated and PE lipids. As the
parameter set is now larger, we referrer to it as Slipids
(Stockholm lipids).

The results and discussion presented above show that Slipids
is a FF able to describe lipid bilayers accurately under a range of
temperatures without an applied surface tension. Analysis of the
data presented here shows very good agreement with a number
of experimental studies in terms of area per lipid, thickness, and
NMR data. Perhaps most important is the scattering form
factors,*® which are perfectly reproduced. Accurate description
of structural data is important for future so-called multiscale
studies of biological systems,"*® where it is possible to achieve

dx.doi.org/10.1021/ct300342n | J. Chem. Theory Comput. 2012, 8, 2938—2948
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greater length and time scales in simulations. For these kinds of
schemes, a reliable fully atomistic description is a necessity.

We have also presented a broad number of properties that
can be and should be used when verifying molecular
simulations of lipid bilayers on a atomistic resolution. Similar
schemes have been proposed earlier by, e.g,, Poger and Mark,*®
but no scattering form factors were discussed there. The
inclusion of form factors in the validation goes along with the
recommendations of experimental work as well.**

The compatibility with popular amino acid FFs makes Slipids
an ideal candidate for simulations of more biologically relevant
membranes with complex compositions. Current work aims to
further extend Slipids to include parameters for cholesterol,
anionic lipids, and sphingomyelin in order to make it possible
to simulate complex biomolecular systems on a microsecond
time scale.
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Final Lennard-Jones and torsional potential parameters; X-ray
scattering form factors for DOPC, POPC, and SOPC at
different temperatures; torsional potential profiles; lateral
diffusion coefficients; and secondary structure analysis for the
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use with the GROMACS software package as well as force field
parameters and coordinates for equilibrated lipid bilayers (also
available on http://people.su.se/~jjm).
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