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Abstract. Gravitational search algorithm is a naturally occurring algorithm based on Newton's mathematical model of 

the law of gravitation and motion. Over the course of a decade, researchers have provided many variants of the 

gravitational search algorithm by modifying its parameters to effectively solve complex optimization problems. This 

paper conducts a comparative analysis of ten types of gravity search algorithms that modify the three parameters of 

optimum, speed and position. Tests are conducted on two sets of benchmark types, namely standard functions and 

issues belonging to different types such as CEC2015 functions, univocal, multimodal and unrestricted optimization 

functions. Performance comparison is evaluated and statistically validated based on the average exercise value and 

concentration graph. In trials, IGSA has achieved excellent accuracy through a balanced trade between exploration and 

exploitation. Furthermore, three negative breast cancer datasets were considered to analyze the efficacy of GSA 

variants for the black section. Different performance analyzes were performed based on both quality and quantity with 

the integrated jacquard index as a performance measure. Tests confirm that the IGSA based method worked better than 

other methods. 

Keywords:  Optimization, Gravitational search algorithm, Multi-objective Gravitational Search Algorithm (MOGSA), 

Adaptive gravitational search algorithm, Binary gravitational search algorithm, Disruption based gravitational search 

algorithm 

1. Introduction 

  Optimization is the process of continuous training of the model resulting in maximum and minimum performance 

evaluation. This is one of the most important milestones in machine learning to get the best results. In this article, we will 

discuss important optimization algorithms. The Gravity Search Algorithm (GSA) is one of the latest natural-inspired 

algorithms with advanced problem-solving capabilities. GSA was inspired by Newton's law of gravitation and the laws of 

motion. The purpose of the paper is to explore the application of GSA to various optimization issues. Sheet GSA and 

previous GSA based optimization Provides a brief overview of jobs. In terms of literature, GSA is highly accurate for most 

optimization issues, Able to provide effective and robust high quality solution. The main problem with proposing a 

multipurpose variant for the GSA, the renewal of the particle mass based on the value of multiple objectives. In MOGSA, 

The mass of all the moving particles is set together; the mass of the archived particles is updated at objective intervals based 

on distance. The neighboring neighbors. However, no equation is given to relate Mass value to distance value. This 

technique is similar to the technique of knocking down archived components Distributes uniformly. They are by forces used 

by archived members moving to new levels. 

2. Optimization 

  The Various optimization and in engineering application issues GSA is widely used. Whether GSA is an effective and 

reliable method these results have been proven. However, its performance is defined by its potential mechanism, which is 

likely to result in a pre-integration and search capability is low. This is because the GSA uses interactive information 

between individuals in the entire population to continuously create new individuals, whereas it is difficult for individuals to 

escape from the local peak if they are stuck in a predicament [1]. Besides, the movement of individuals Speeds pulls and 

depends on the masses during the entire search process. Late in the search process, individuals' refresh speeds are so small 

that it results in less exploitative behavior to find a better solution, indicating that an inefficient upgrade function is being 

used to further enhance the search space[2]. Therefore, it is useful and valuable to balance GSA's search capability between 

exploration and exploitation, in order to improve its performance from the beginning to the end of the optimization process. 

In view of these two shortcomings, a hierarchical demographic system is adopted to mitigate them and improve the GSA's 

search performance [3]. The three rules (immigration, local optimization and global optimization) are established based on a 

number of empirical optimization strategies that improve GA's local optimization efficiency and its integration speed. 

Utilizes the generation alternative model based on the improved algorithm, minimum generation spacing and hybrid 

crossover operators (BLX-α)[4]. This proposed method not only has the advantage of having simple algorithms and good 

flexibility, planar straight forwardness and spatial straightforward estimates. Adjusting shortcut and mutation rates using the 

mean and constant deviations of fitness values for each generation and optimal results can be achieved with adaptive GAs 

with decreasing mutation rate and increasing crossover rate [5]. Based on the results, it has been decided that SGSA is 

capable of exploration and exploitation, while the proposed algorithm (IGSA) enhances SGSA's exploration and exploitation 

for high-dimensional immoral and multimodal optimization functions. We used IGSA's high potential for high-
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dimensionality operations to find the best solutions [6]. Two possible values for some optimization issues, there are variables 

with zero and one. These issues are handled by binary versions. Introduced the Binary Gravity Search Algorithm (PGSA). In 

the binary context, the equations for key and speed upgrades same as in the sequel, the humming distance is also used to 

calculate the ðRÞ distance [7]. A control optimization problem mathematically defined as Eq. Under the Ng number of 

equation control functions Development of an objective process and expressed by g and h in the equation this problem is 

caused by the Nh number of equation control functions. To deal with restrictions, it is common practice to impose 

punishment for objective action [8]. To evaluate Solution X in the mitigation problem.  The problem in identifying a system 

parameter, which can be described as the function of a set of parameters, is the problem in obtaining the best set of possible 

parameter values by minimizing the objective function. Objective function is defined as the function of errors between the 

rated outputs of the model and the actual ones. Therefore, the parameter identification problem can be considered as an 

improvement problem, and the use of a better optimization algorithm is an important method [9]. Non-linear systems have 

been shown to be effective in dealing with parameter identification. However, as reported in some of GA's shortcomings, 

There are many more to overcome and Due to the loss of population diversity at a sub-point Premature integration is one of 

the main problems. It can track the local minima so that the best solution cannot be obtained, In a word; the search capability 

of the performance determines the ability to solve Identification of a complex system [10]. 

3. Gravitational search algorithm 

  Gravitational search algorithm (GSA) is a new heuristic search algorithm, which was first introduced by Rashedi et al. 

where it is constructed based on the law of Gravity and the notion of mass interactions. Gravity   force is a universe attracts 

other particle with a force that is directly proportional. In an earlier version of the GSA, the algorithm "gravity keys" Multi-

dimensional continuous space (search location) Causing direct changes in the position of search points [11]. The effect of 

these keys is on the binary vector Converts the probability value to each element, it guides those elements. Get a value of 0 

or 1 [1]. Gravitational search algorithm (GSA) In terms of the metaphor of gravity and mass interactions Based on the newly 

created population is a random optimization system [12]. This approach provides a functional mechanism in physics that 

reflects mass interactions under the influence of gravity and moves through a multi-dimensional search space. In this 

method, the particles are treated as objects and their efficiency is measured by their mass. Each particle represents a 

candidate solution to a search problem [13]. All particles are attracted to each other by the force of gravity, and this force 

causes the universal motion of all objects towards heavier objects. Therefore, masses cooperate with each other using direct 

communications by the force of gravity [14]. The gravitational search algorithm is a recent natural-inspired algorithm 

proposed to solve upgrade Problems based on the law of gravity. Many researchers point to a greater number of problems 

Used the gravity search algorithm, because this requires only two parameters and the ability to find the optimal solution 

globally and Provides better results compared to other nature inspired methods [15]. Explains the applications of the gravity 

search algorithm in different domains. The purpose of this study is to improve the complexity (gravity search algorithm), Is 

to provide a comprehensive survey of researchers in the field of mass intelligence and naturally inspired algorithms. The first 

purpose of this paper is to solve optimization problems Determine the number of methods derived from the original GSA, As 

well as design recognition, power system and Using the Gravity Search Algorithm in various fields such as data [16]. How 

many methods are proposed using mining, taxonomy & clustering and gravity search algorithm and other naturally study is 

to explore the importance of the gravity. New Holistic Newton's gravitation and motion. In the GSA, agents are treated as 

substances and their efficiency is measured by their mass [17]. All these objects are attracted to each other by the force of 

gravity, and this force causes the universal motion of all objects towards heavier objects. So masses cooperate using direct 

contact by the force of gravity. Heavy masses similar to good solution move slower than lighter ones, this guarantees the 

exploitation step of the algorithm [18]. In the GSA, each mass (agent) It has four specifications: static, passive mass, and 

active Gravitational mass and passive gravitational mass. The position of the mass is similar to the solution of the problem 

And its gravitational and passive masses Are determined using an exercise function [19]. In other words, every mass 

Provides a solution and is guided by the algorithm correct adjustment of the gravitational and inertial masses. Over time, the 

masses are expected to Inspired by the heavier mass. This mass search space providing an optimal solution. The GSA can be 

considered an isolated entity of the masses. This is Newton's gravity and the masses in accordance with the rules of motion 

Like a little artificial world. People obey the following laws [20]. 

4. Multi-objective Gravitational Search Algorithm (MOGSA) 

  MOGSA appears to be comparable or better performing when considering the other three. As can be easily guessed from, 

for MOP6, the GD factor in MOGSA outperforms the scale of the other three best GD metrics, and the S factor is greatly 

improved in addition to MOGA2. Slightly better spacing factor. Because of the use of MOGSA gravitational fields, the 

particles are attracted to the heavier masses around the barrette frontal area that are not uniformly distributed (thus the 

masses are thus defined) thus creating a better distribution of solutions [21]. Without using any inching method directly. 

Finally, it should be noted that although gravity-based methods have proven their effectiveness, the time taken to implement 

a iteration in MOGSA is slightly longer than other conventional methods such as PSO. K- Decreases at best time. As a future 

job, one can introduce the concept of ambiguous multi-purpose gravity search algorithm (FMOGSA) [22]. Ambiguity can be 

used before Barreto, meaning that each solution in the archive will have a number of members, indicating the extent to which 

solutions are considered non-dominant. MOGSA for each given, GA and ACO. In the order of the final stacking For the 
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purpose of describing the material of each layer, Glass layers are denoted by blank numbers, at the same time the carbon 

layers are denoted by underlined numbers [23]. Number of layers and materials there are two main factors in multi-purpose 

optimization. In addition, the angles of the composite layers play a role in determining the first natural frequency. If the value 

of the weight factor (α) is set to zero, the complexity of reducing cost is reduced to a single-purpose optimization complex. 

Thus, MOGSA can be used with laminated layers entirely of fiberglass [24]. All application modes, including GA, ACO and 

MOGSA, reach the best designs, with carbon-epoxy-based coatings on the exterior and glass-epoxy-on-the-interior. This 

creates a sandwich-type mix, Placed outside their Structural function is ensured by hard carbon layers, for the flexibility of 

the laminate there contribution will be maximum, At the same time the inner layers are used only to increase the distance. 

Reduces outer layers and total cost from neutral aircraft [25]. To evaluate the performance of our algorithm, in each test 

operation With 25 independent runs we used all the comparison methods. SPEA2, TV-PSO and CA-MOGSA NSGA-II Of 

results between four comparable algorithms Minimum (min), maximum (maximum), average and show constant deviation 

(std). MOGSA and NSGSA are Generative Distance (GD), respectively [26]. Accumulation (C) measurements, spacing (SP) 

and Based on maximum amplitude (MS). Also, FON as selected functions And shows the box plots of ZDT2. From, the 

performance of the proposed CA-MOGSA in terms of GD and C concentric measurements is much better than that of 

MOGSA, TVPSO and NSGSA and comparable to modern EAs [27]. Namely, NSGA-II and SPEA2. illustrate that for CUR, 

FON, and POL functions, CA-MOGSA can provide an approximate pareto-optimal set with lower GD and C values than 

other comparative algorithms. -MOGSA for ZDT1 and ZDT2 functions. The archive size is set to 50 for MOGSA, SPEA2, 

TV-PSO and up to 50 for CA-MOGSA. The cross-section and mutation probabilities are set to 0.9 and 0.1 for SPEA2 and 

NSGA-II, respectively, and the mutation ratios are set to 0.2 and 0.1 for TV-PSO and MOGSA, respectively [28]. Other 

parameters are set as given in the literature [94]. GSA is derived from the general law of gravitational force is a new multi-

agent optimization algorithm. Algorithm some particles are influenced by gravitational forces Based on the bottom 

movement, Used by others [29]. Hasanzade and Romani are the first in the GSA Proposed a multi-purpose variant; this is 

called Multi-Objective GSA (MOGSA). Save solutions that are not dominated by MOGSA Uses external archive and Simple 

as Canyon proposed to update the external archive Such as Multi-Objective PSO (SMOPSO) uses the same concept. For this 

purpose, of each objective function the space is divided into equal sections, the result is a full performance gap Divided into 

hyper-rectangles [30]. When the number of archived members exceeds the maximum archive length, of the most congested 

hyper-rectangle A member will be randomly selected and removed. The main problem with proposing a multi-purpose 

variant for the GSA, the renewal of the mass of particles based on the value of multiple purposes. In MOGSA, the mass of all 

moving particles is set together; The mass of the archived particles was updated at objective intervals based on distance. 

Neighboring neighbors. However, no equation has been given to relate mass value to distance value [31]. 

 

5. Adaptive gravitational search algorithm 

  Approximate algorithms designed to be used for med heuristic, engineering problems, including the Adaptive Gravity 

Search Algorithm method. It is clearly desirable that these algorithms be applied to real optimization problems without the 

need for very skilled labor. To date, however, adjusting the parameters for their application requires considerable time and 

effort, and therefore, from an engineering perspective, it is desirable to add strength and compatibility to these methods [32]. 

The latter adaptive characteristic is particularly important from the point of view of practical applications. To add 

adaptability to an optimization algorithm one must understand two significant relationships. One, the parameters and The 

quality between the behavior of the algorithm And quantity is the analysis of the relationship [33]. The other, the success of 

the search for the behavior of the algorithm or an analysis of the quality and quantity relationship between failure. The 

change in the algorithm due to the results of this analysis Should be carefully weighed, thus associated with the success of 

the search An optimal algorithm can determine behavior  again helps in maintaining the search conditions. This behavior is 

understandable [34]. The search process in GSAs depends on the number of N agents, the maximum number of repetitions 

kmax, the gravitational constant g (k) and the parameter that has a positive effect on the results of the algorithm. Since the 

number of agents and repetitions is constant, our Adaptive Gravity Search Algorithm (AGSA) uses ambiguous logic-based 

adaptation using ε (k) instead of (in g (k) and ε to k (4) [35]. As mentioned in the previous section of the SITO obscure 

module, this approach is different from the one proposed, in which an ambiguous logic block modifies the number of useful 

agents and g (k). In addition, our Adaptive Gravity Search Algorithm (AGSA) provides a simple ambiguous logic-based 

adaptation to the structure of other approaches that introduce ambiguous logic in evolutionary mechanisms. Controlling 

second-tier servo systems with an integrated component for optimal TS PI-FCs was discussed. em, and test results included 

[36]. In comparison, to provide some insight into the search performance of these algorithms, Fig. 3 and Fig. 4 illustrate the 

integration diagrams for all standard functions. As explained in the statistics, it is clear that for the immoral processes (F1 to 

F7) at the initial stage of the optimization process, the three algorithms combine in almost the same ratio [37]. Integration in 

the later stages of optimization. A similar conclusion can be drawn in multimodal operations IGSA to investigate at an early 

stage and to promote exploitation at the final stage of optimization. For low-dimensional functions, the three comparable 

algorithms show an equal integration rate in most of these functions because the operations are relatively simple. Exceptions 

are that AGSA integrates faster in F3 and F6, and AGSA offers the fastest integration rate in F9. However, all three 

algorithms have similar research capabilities, while GSA has better exploitation capabilities compared [38]. In comparison, 

to provide some insight into the search performance of these algorithms, illustrate integration maps for all key functions. As 

explained in the statistics, it is clear that for the immoral processes (F1 to F7) at the initial stage of the optimization process, 
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the three algorithms combine in almost the same ratio [39]. However, IGSA is relatively better than GSA and AGSA in 

accelerating integration in the later stages of optimization. A similar conclusion can be drawn in multimodal operations 

IGSA to investigate at an early stage and to promote exploitation at the final stage of optimization [40]. For low-dimensional 

functions, the three comparable algorithms show an equal integration rate in most of these functions because the operations 

are relatively simple. Exceptions are that AGSA integrates faster in F3 and F6, and AGSA offers the fastest integration rate 

in F9. However, all three algorithms have similar research capabilities, while GSA has better exploitation capabilities 

compared [41]. 

6. Binary gravitational search algorithm 

  In this section, we look at the BGSA for binary value enhancement We describe the algorithm. The original version of the 

GSA was Newton's gravity and the real value inspired by the operating rules is the search engine for upgrade. Introduced the 

Binary Gravity Search Algorithm (BGSA) to solve problems of binary value [42]. Feature selection shows that the results of 

the CBIR system have been improved. Furthermore, it can be seen from the precise diagrams in that FS using BGSA is more 

effective than GA and BPSO. The total number of features is 270 but the number of features is 149, 134 and 118 after FS 

using GA, BPSO and BGSA respectively [43]. So by selecting the feature, not only the accuracy is increased but also the 

number of features is significantly reduced. This means reducing complexity and improving performance . Such as computer 

vision and design recognition Feature selection is one of the most important activities in various fields [44]. In this paper, an 

improved version of the Binary Gravity Search Algorithm (BGSA) Proposed and intended to improve classification accuracy 

Used as a tool to select the best subset of features. By improving the transfer process, We provide BGSA with the ability to 

deal with stagnation [45]. This allows the search algorithm to explore a greater number of possibilities and avoid stagnation. 

Experienced in classifying some well-known databases and improving the accuracy of CBIR systems to evaluate the 

proposed enhanced BGSA (IBGSA). The results are compared with mechanisms such as electromagnetism [46]. The In the 

comparison results feature of the proposed IBGSA Confirm performance test [50]. BGSA uses interpersonal communication 

between agents to find the optimal solution. The forces acting on each other, the agents advance to a specific area, in which 

there may be better solutions, but in later optimization the different populations become dissatisfied, which can lead to 

entanglement in local optimism [47]. To address the undesirable effects of these deficiencies, a single agent other than the 

best one is chosen to enable mutation in approximately every iteration. The chosen one improves his position according to 

the following equation instead of the equation. Specialized agencies introduce new information to the public each time, thus 

increasing population diversity [48]. Although the mutation introduced above may partially alleviate the disadvantages of the 

algorithm, such as premature integration and entanglement in local optimism, the BGSA is a kind of intelligent optimization 

algorithm with its random search nature, which can have incomplete consequences [49]. To overcome the shortcoming, the 

BGSA should bring in some more interventions as an effective tool to lead people to better evolution and finally find the best 

solution. In this study, an alternative mutation strategy based on an in-depth analysis of the properties and structural controls 

of the units is proposed to function as this tool [50].  

 

7. Disruption based gravitational search algorithm 

  The range of PID controller parameters was taken to be between 0 and 5. The best performance of a DGSA tuned PID 

controlled system is shown by comparing the system's dynamic responses and Eigen values with a GSA tuned PID controller 

with a load disturbance of 0.01 pu MW. The strength of a DGSA tuned system is demonstrated GSA 9 was found to be 

3.2431 in repetitions and DGSA 4 was found to be 3.2396 in repetitions [51]. It is DGSA fast and explores search space and 

completes the minimum value compared to GSA. We will compare ADGSA with SGSA, PSO and IGSA considering the 

following performance indices: standard deviation from best, worst, average and best solutions above 30 runs so far [52]. In 

this section, time-varying speed control is provided to better simulate the kinetic process of masses. Subsequently, an 

adaptive disturbance operator and levels strategy was proposed to improve exploration and exploitation capabilities and to 

help the masses escape from local optimism [53]. The proposed algorithm is called DGSA. In this section, we compare 

DGSA with other selected algorithms for average best (average-to-far), standard deviation (hierarchical-to-far), best-value 

(best-to-far) and worst value (worst). -So far) 30 Results obtained by running independently. Meanwhile, the ranking of 

algorithmic performance (i.e. average-so far) provided an overall comparison between all algorithms [54]. DGSA has a 

strong ability to detect global optimization in F8, F9 and F11 operations, and good capability to detect optimal proximity in 

F10 and F12 operations. Therefore, DGSA makes significantly better results and stronger commitment than SGSA, PSO and 

IGSA in research and exploitation [55]. GSA is the law of gravity And by mass interactions. Inspired horticulture is a multi-

agent optimization approach. The GSA approach will be used by neighboring agents Based on the movement of agents under 

the forces of gravity. The efficiency of agents is proportional to its exercise activity [56]. In this work, there is a drive 

towards the motives Is to use and establish a relationship. To create a new hassle-based GSA (DGSA), A troubleshooting 

operator described has been introduced. By analysis, the main problem of DGSA Between each agent and its many purposes 

Is to establish a relationship. To solve this problem of DGSA, an NS concept [57]. Used to separate agents into multiple 

layers at performance intervals. Layers are sorted And the quality of the layer to which the agent belongs determines its 

mass. The defined length of the external archive is also used to store non-dominant solutions [58]. In GSA, the force of 

gravity Leads two solutions It is useless to move too close to each other, More research in the search space It is better to 

move one of them in order to upgrade. In case of pre-integration, There is no analytical capacity one astronomical based 
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disturbance operator has been added to improve the flexibility of GSA [59]. Interference-based Gravity To solve STHTS 

problems Search Algorithm (DGSA) proposed. Proposed DGSA approach Its study and Helps to increase the flexibility of 

exploitation skills. To simulate the proposed DGSA, the ideal solution (massive object, M) is considered to be the star of the 

system, and other solutions may disintegrate and scatter in space under the star's gravitational pull (Sarafrasi, Nejmabadi-

pour, & Saryasti). If all solutions except the best solution satisfy the disturbance level, these solutions will be disrupted [60]. 

 

8. Conclusion 

  Some optimization problems are two possible values, zero and there are variables with one. These issues are handled by 

binary versions. Introduced the Binary Gravity Search Algorithm (PGSA). In the binary context, each dimension has a value 

of 0 or 1. Moving in each dimension means that the corresponding value is changed from 0 to 1 or vice versa. In BGSA, the 

equations for force and speed upgrade are the same as in the continuous version, and the Hamming distance is used to 

calculate the ðRÞ distance. A control The optimization problem is mathematically defined as Eq. Under the Ng number of 

equation control functions Development of an objective process And this problem is caused by the Nh number of equation 

control functions expressed by g and h in the equation. Respectively. To deal with restrictions, It is common practice to 

impose punishment for objective action. To evaluate the solution X in the reduction problem Penalty functions are included 

in the objective process. GSA was inspired by Newton's theory: "Every particle in the universe attracts other particles with a 

force that is directly proportional to the product of their masses and inversely proportional to the square of the distance 

between them". Gravity is a force that pulls all objects together. The original version of GSA was designed to search for truly 

valuable issues are set in the binary separate encryption is introduced. In an earlier version of the GSA, the algorithm 

"gravity keys" Multi-dimensional continuous space (search location) Causing direct changes in the position of search points. 

Effect of these keys is on the binary vector Converts the probability value to each element, It guides whether those elements 

get a value of 0 or 1. GSA is a new multi-agent optimization. Algorithm derived from the law of general attraction. 

Algorithm gravity keys Based on the motion of certain particles under influence, Others use. Hasanzade and Romani are 

GSA's Proposed the first multipurpose variant, This is Canyon proposed to update the external archive to neighboring 

countries. is updated at intervals. Such as computer vision and design recognition features aimed at improving classification 

accuracy Used as a tool to select the best subgroup. By improving the transfer process, We provide BGSA with the ability to 

deal with stagnation. This allows the search algorithm to explore a greater number of possibilities and avoid stagnation. And 

in classifying some well-known datasets Experienced to evaluate the proposed enhanced BGSA (IBGSA). The results are 

compared with mechanisms such as the Electromagnetism. IBGSA proposed in the feature test Performance comparison 

results confirm. GSA is horticulture inspired by the law of gravity and mass interactions [18] Is the multi-agent optimization 

approach. The GSA approach will be used by neighboring agents Based on the movement of agents under the forces of 

gravity. The efficiency of agents is measured by their masses, And the weight of each agent is proportional to its exercise 

activity. There is a drive towards the use and establish a relationship between its conflicting purposes. To create a new 

hassle-based GSA (DGSA), [28] A troubleshooting operator described in has been introduced. By analysis, the main 

problem of DGSA is for each agent Is to establish a relationship between its many purposes. To solve in the performance 

interval Used to separate agents into multiple layers. The defined length of the external archive is also used to store non-

dominant solutions. 
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