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Although unfamiliar problems can sometimes be solved
by working through them step by step at a steady pace (e.g.,
Anderson & Lebiere, 1998; Newell & Simon, 1972), solu-
tions to insight problems exhibit a characteristic temporal
pattern: An initial period of purposeful problemsolvingac-
tivity is followed by an impasse, a state of mind in which
the problemsolver feels that all optionshave been explored
and he or she cannot think of what to do next. Continued
concentrationon the problem will, in a proportionof cases,
cause a new idea or option to come to mind. This so-called
aha-experience is typically unanticipated by the problem
solver (Metcalfe, 1986) and is followed by rapid comple-
tion of the solution, at least for the simple problems that
are used to study insight in the laboratory. Well-known ex-
amples of insight problems include the six matches prob-
lem (Katona, 1940), the two-string problem (Maier, 1931),
the candle problem (Weisberg & Suls, 1973), and the nine-
dot problem (MacGregor, Ormerod, & Chronicle, 2001;
Scheerer, 1963). After a pause in the decades after the

cognitive revolution in the 1950s, there has been a recent
resurgence of interest in insight (e.g., Smith, Ward, &
Finke, 1995; Sternberg & Davidson, 1995).

The impasse–insight sequence poses a double theoret-
ical challenge (Ohlsson, 1992). The first half of that chal-
lenge is to understand why people become stuck on prob-
lems for which they have the necessary knowledge.Many
insight problems have very short solution paths and re-
quire only concepts and skills that are well within the com-
petence of the average educated adult. Nevertheless, the
impasses produced by such problems can last for several
minutes or even hours. If a person is competent to solve a
problem, why does he or she experience an impasse? The
second half of the theoretical challenge is to explain how
impasses are resolved. If there is some cognitive mecha-
nism or factor that prevents a person from applyinghis or
her knowledge to a problem, why is the impasse not per-
manent? What are the cognitiveprocesses that allow a per-
son to break out of an impasse?

Theories of insight problem solving tend to emphasize
one or the other of these two challenges. The functional
fixedness hypothesis claims that mental representations
of objects are associated with the common functions for
these objects. If in a certain problem, a familiar object has
to be used in an unfamiliar way, the spontaneous retrieval
of its familiar function blocks its unfamiliar usage and an
impasse arises (Duncker, 1945; Keane, 1989). The mental
ruts hypothesis (Smith, 1995) claims that impasses are en-
countered because the repeated exploration of an unsuc-
cessful search path or the search for the same knowledge
element adds more and more activation to this path. This,
in turn, decreases the probabilityof exploring another path
and the problem solver gets stuck (see also Simon, 1966).
This concept is very similar to the Einstellungconcept in-
troducedby Luchinsand Luchins (1959).According to this
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The representational change theory of insight claims that insight problems cause impasses because
they mislead problem solvers into constructing inappropriate initial representations. Insight is attained
when the initial representation is changed. In the present study (N = 24), we tested three specific impli-
cations of these hypotheses againsteye movements recorded while participantssolvedmatchstickarith-
metic problems. The results were consistent with the predictions, providing converging evidence with
prior findings using solution rates and solution times. Alternative theories of insight can explain individ-
ual findings, but only the representational change theory accounts for both the performance data and
the eye movement data. The present study also suggests that eye movement recordings provide an im-
portant new window into processes of insight problem solving.



EYE MOVEMENTS AND INSIGHT 1001

hypothesis, once a solution path has become habitual, the
problem solver no longer searches the problem space for
alternative and potentiallymore efficient solution paths.
If the habitual path is blocked in some way, an impasse
results. MacGregor et al. (2001) have recently proposed a
principle of satisfactory progress that says that a person
is experiencingan impasse on the nine-dot problem when
he or she cannot find a next line to draw that picks up a
sufficient number of dots. All four of these hypotheses
explain why problem solvers enter impasses, but they do
not explain how impasses are resolved.

According to Gestalt theory (Köhler, 1924, 1925;Wert-
heimer, 1959), thinkingbegins when the perceptual field is
in a state of imbalance or tension. A solution appears in
consciousnesswhen the perceptual field reorganizes itself
into a better, more harmonious or balanced state (Ohls-
son, 1984a). Another type of explanation is the Darwinian
process of variationand selection (Simonton, 1988,1995).
The variation–selection hypothesis claims that novel solu-
tions are constructedby creating more or less random vari-
ants of existing solutions and then evaluating those vari-
ants until one is found that solves the current problem.
Others have described insight problem solving as a grad-
ual transformation of past experience (Perkins, 1981;
Weisberg, 1986;Weisberg& Alba, 1981).According to this
view, creative products or solutions result from gradual
transformations of past experience. These three hypothe-
ses explain how people can succeed in solving unfamil-
iar problems. However, they do not explain why there are
impasses. There is no clear reason why the reorganization
of the perceptual field, the variation–selection process,
or the gradual transformation of experience would come
to a standstill or be delayed longer on some problems than
on others.

We have developed a theory of insight that addresses
both theoretical challenges (Knoblich, Ohlsson, Haider,
& Rhenius, 1999;Ohlsson, 1984b,1992). Our explanation
for why people encounter impasses is that insight prob-
lems have a high probability of triggering an initial men-
tal representation that has a low probability of leading to
the solution. The problem as initially perceived by the
problem solver interactswith his or her prior knowledge in
such a way as to activate knowledge elements (i.e., analo-
gies, concepts, ideas, operators, principles, rules, schemas,
skills, etc.) that are not sufficient for solving it. It may
also lead to inhibition or suppression of knowledge ele-
ments that are essential for the solution.The activationof
unhelpful knowledge elements and the consequent inhi-
bition of more helpful ones is the cause of impasses.

The second principle of our theory says that impasses
are resolved by revising the unhelpful initial representa-
tion. The consequence of such a change is that the distri-
bution of activationover memory is altered and the prob-
lem solver might access knowledge elements that have so
far remained inactivebut are essential for the solution.The
appearance of a crucial but previously unheeded knowl-
edge element in working memory (and hence in subjective
experience) is the aha-experience. Problem representa-

tions can be revised in multiple ways (Ohlsson, 1992),
for instance by constraint relaxation (i.e., the deactiva-
tion of some knowledge element that has acted as a con-
straint on the options initially considered) and chunk de-
composition (i.e., the separation of the components of a
perceptual chunk; Knoblich et al., 1999).

Kaplan and Simon (1990) have proposed an alterna-
tive representational change theory of insight. They sug-
gest that people encounter impasses because their initial
problem representation is incomplete rather than mis-
leading. Hence, the problem solver has to resolve an im-
passe by noticing and encoding additional features of the
problem rather than by abandoning or deactivating un-
helpful ones. In particular, they hypothesize that people
search for and notice invariants (i.e., properties that re-
main the same when the problem is represented in differ-
ent ways). Although our notion of activationredistribution
claims that restructuring processes occur outside con-
sciousness (Bowden & Beeman, 1998; Metcalfe, 1986),
Kaplan and Simon (1990) suggest that those processes are
under conscious control.

In the past, researchers have typically tested their in-
sight theories against performance measures—primarily
the time it takes to find a solution and the probability of
finding a solution within a given time frame. Our own
past work is no exception (Knoblich et al., 1999). How-
ever, as argued by Newell and Simon (1972) and others,
performance measures provide only weak information
about underlyingprocesses and need to be supplemented
with process tracing methods. Verbal protocols have been
used to study insight (Kaplan & Simon, 1990; Schooler
& Melcher, 1995), but Schooler, Ohlsson, and Brooks
(1993) have questionedwhether the think-aloudmethod is
nonreactive vis a vis insight problem solving. Eye move-
ments present a potentially powerful alternative. There is
a close connectionbetween which display item a person is
looking at and which item he or she is thinking about, as
well as between fixation duration and amount of process-
ing (Just & Carpenter, 1976; Knoblich & Rhenius, 1995;
Rayner, 1978, 1998). Eye movement data thus provides
a temporally fine-grained record of problem solving pro-
cesses. In spite of the proven usefulness of eye movement
recordings, there are no studies that apply this method-
ology to insight problem solving. In the present study, we
tested three predictions from our insight theory against
eye movement data recorded while the participants solved
match stick arithmetic problems.

Eye Movements in Match Stick Arithmetic
We used matchstick arithmetic problems, because each

problem consists of a small number of distinct elements,
arranged in a horizontal sequence. Hence, we could deter-
mine with precision which problem component a partici-
pant was fixatingat any one moment in time. In matchstick
arithmetic, the problem solver is faced with an incorrect
arithmetic statement expressed in Roman numerals con-
structed out of matchsticks. The goal is to correct the
arithmetic statement by moving a single matchstick from
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one position in the statement to another. Three examples
are shown in Figure 1. Problem A is solved by moving
the vertical stick on the far left to the right hand side of
the Roman numeral V, thereby creating the correct arith-
metic statement, VI = III + III. Because all problems
used in our study are solved with a single, physically
trivial move, their degree of difficulty is solely a func-
tion of the probability of thinking of the right move. We
invite the reader to solve Problems B and C in Figure 1
before reading further.

Unlike Problem A, Problem B cannot be solved by
changing the values in the equation. Instead, one has to
change the plus sign into a second equal sign to obtain the
solution, III = III = III. In prior research, we have shown
that Problem B is considerably more difficult than Prob-
lem A (Knoblich et al., 1999; Knoblich & Wartenberg,
1998). Our explanation is that matchstick arithmetic prob-
lems activate the problem solver’s prior knowledge of
arithmetic and that this knowledge biases the initial repre-
sentation in such a way that values are encoded as variable
elements but operators (i.e., plus, minus, and equal signs)
are encodedas constants. In arithmetic, there are many op-
erations that change the values in an equation, but few that
change the operators. In fact, arbitrarily altering the oper-
ators in an equation usually violates the very meaning of
that equation.Unless the constraint against altering the op-
erators is relaxed, Problem B cannot be solved.

Like Problem A, Problem C is solved by changing a
value. The solution is to slide the left-slanted stick that
is part of the symbol X to the left, to obtain the solution
VI = III + III. Roman numerals are meaningful chunks for
our experimentalparticipants.Unless the relevant chunks,
IV and X, are decomposed into their components, Prob-
lems A and C cannot be solved. We have shown that Prob-
lem C is considerably more difficult to solve than Prob-
lem A (Knoblich et al., 1999). Our explanation is that it is
more difficult to intellectually detach a component that
has no meaning of its own, like the left-slanted stick in

X, than a stick that carries its own meaning, like the “I”
in IV.

If our account of insight problem solving in general
and matchstick arithmetic solutions in particular is cor-
rect, what regularities can we expect in the participants’
eye movements? We focus on three predictions.

First, impasses should affect the mean fixationduration.
During an impasse, the problem solver is not actively ex-
ploring the problem space. He or she does not know what
to do next, so he or she tends to stare at the problem with-
out testing particular solution ideas. The result should be
fewer eye movements per unit of time. Within a fixed
time frame, this translates into longer fixations. Because
we expect impasses in Problems B and C but not in Prob-
lem A, mean fixationduration shouldbe greater in the first
two problems. Furthermore, because impasses only occur
after the initial exploration of the problem space, mean
fixation duration should increase throughout the problem
solving effort for Problems B and C, as more and more
problem solvers enter impasses, but not for Problem A.
Finally, this pattern should hold for both successful and
unsuccessful problem solvers, because both are hypoth-
esized to experience impasses. We have no reason to ex-
pect impasse-driven fixations to be aimed at one prob-
lem element rather than at another, so this is strictly a
prediction about the duration of fixations over time, not
a prediction about the allocation of attention.

Second, the initial representation of the problem should
affect attention allocation. If the participants initially re-
gard the values in the equations as the variable elements
and the operators as constants, it follows that they should
focus on the values during the initial, exploratory phase of
problem solving. Hence, we predict that a larger propor-
tion of the total fixation time should fall on the values (re-
sults and operands) than on the operators. This prediction
holds only for the initial phase of problem solving, before
the constraint against altering other problem elements is
relaxed.

Figure 1. Matchstick arithmetic problems.
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A recent study by Ballard, Hayhoe, Pook, and Rao
(1997) suggests a functionaldistinctionbetween short and
long fixations. A short fixation primarily serves to reen-
code a problem element into working memory; it does not
necessarily imply that the reencoded element is processed
further. A longer fixation is more likely to signal deeper
processing. To take this distinction into account, we make
separate predictions for short and long fixations.

For short fixations, no differences are expectedbetween
different problem elements, because there is no reason
why any single element in a matchstick arithmetic prob-
lem should need to be reencoded more often than an-
other. Because there are five elements in each problem
(result, equal sign, operand1, plus sign, operand2), we
expect that, for short fixations, 20% of the fixation time
will be spent on each problem element. There should be
no differences between problems in this respect.

For long fixations, the percentageof fixation time spent
on the values in the expression should exceed the chance
level of 20%, and the percentage of fixation time spent
on the operators should fall below that level. Again, there
should be no differences between different problems, be-
cause the initial bias should be present whether it helps
or hinders the problem solving process. To be clear, we
are not predicting that fixations of values are longer, on
average, than fixations of operators, but that a larger pro-
portion of the total amount of time allotted to long fixa-
tions is spent looking at the values. Thus, this is a pre-
diction about the allocation of attention, not about the
duration of fixations.

Of course, focusing on the longer fixations poses the
potential problem that the populationof relevant fixations
includes not only those associated with deep processing,
but some that are associated with impasses as well. Clearly,
meaningful shifts in attentioncan only be expected to affect
the former and not the latter. A preponderance of impasse-
driven long fixations will dilute the predicted effects and
make them more difficult to observe in the data. For this
reason, the prediction about the distribution of fixation
time holds only for the initial, preimpasse phase of prob-
lem solving.

Third, the revision of the initial problem representation
that precedes insight should also affect attention alloca-
tion. We make separate predictions for Problems B and C.
In Problem B, the initial focus on the values implies that
the percentage of fixation time spent on the arithmetic op-
erators (the plus and equal signs) should be lower than the
percentage spent on the values. This holds for both suc-
cessful and unsuccessful problem solvers. For successful
problem solvers, this bias shouldbecome less pronounced
or should reverse when the constraint against altering the
operators is relaxed. The implied increase in the per-
centage of fixation time spent on the operators shouldonly
happen for successful problemsolvers. Unsuccessful prob-
lem solvers presumably fail because they never relax that
constraint, so there is no reason to expect a reversal in at-
tention allocation for them. The change in attention al-
location should affect long fixations but not necessarily
short ones.

In Problem C, the result is the crucial problem element.
Initially, the percentage of fixation time spent on the re-
sult should be comparable to the percentage fixation time
spent on other problem elements, and it should be the
same for successful and unsuccessful problem solvers.
When the crucial chunk X is decomposed, the percent-
age of fixation time spent on the result should increase.
This effect should only occur in successful problem
solvers. Unsuccessful problem solvers presumably fail
because they never decompose that chunk, so there is no
reason to expect a change in the time spent on the result
for them. Again, the change in attentionallocation should
affect long fixations but not necessarily short ones.

Considered one by one, these predictionsare not unique
to our theory. On the one hand, the principles of func-
tional fixedness, mental ruts, and Einstellung all predict
impasses and hence the elongationof fixation times after
the exploratory phase. However, because they do not pre-
dict changes in problem representation, they do not gen-
erate specific predictions about changes in attention al-
location. On the other hand, principles like variation and
selection and gradual transformation of past experience
do not predict impasses. In addition, they are very general
and lack any conceptual mechanism for relating them to
the details of either tasks or behaviors, so it is difficult to
derive precise predictions about attention allocation from
them. The conjunction of our three predictions depends
essentially on our analysis of exactly why people en-
counter impasses in matchstick arithmetic and exactly
how their problem representations change when they re-
solve those impasses.

METHOD

Participants
Twenty-four undergraduates from the University of Illinois at

Chicago, 10 of them male, participated in the study for course
credit. They ranged in age from 18 to 29 years. We selected only
participants who were familiar with Roman numerals. The partici-
pants were seen individually. Because of restrictions presented by
the eye movement monitor, the participants could not wear glasses
during the experiment, but were permitted to wear contact lenses. The
participants reported no eye abnormalities (e.g., lazy eyes).

Apparatus
A Dr. Bouis Monocular Oculometer was used to track eye move-

ments. Eye position was sampled at a rate of 1000 Hz. The initiation
of a fixation was defined as the point when five consecutive samples
each differed from the sample taken 5 msec earlier by less than 1/9
of a visual degree. The initiation of a saccade was defined as the point
when three consecutive samples each differed from the previous sam-
ple by more than 1/9. Problems were displayed on a VGA monitor po-
sitioned 72 cm from the participant. The visual angle subtended by
the problems was 12º horizontal and 2º vertical.

Procedure, Materials, and Design
The participants f irst went through a training phase to speed up

the recognition of Roman numerals. Then, the participants were
given a description of the eye tracking apparatus. Afterwards, the
experimenter prepared a bite bar that served to increase the preci-
sion of the measurement by stabilizing the participants’ heads. Fi-
nally, the participants received instructions about the rules of match-
stick arithmetic and the experimental procedure. Before presenting
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the first problem, a calibration procedure was conducted to adjust
the eye tracker.

The participants solved three matchstick problems (Problems A,
B, and C) that were presented in random order. They pushed a but-
ton as soon as they thought that they had found the solution to a
problem, removed their teeth from the bite bar, and said the solution
out loud. If the solution was correct, the next problem was pre-
sented. If not, they continued to work on the same problem until
they found another solution or until they reached the time limit of
5 min. If the participants did not solve a problem within 5 min, they
were told the solution.

A short recalibration was done (1) before presenting a new task,
(2) after an incorrect solution had been proposed, and (3) when a
participant had worked on a problem continuously for 1 min with-
out proposing a solution. The recalibration took between 3 and
10 sec.

RESULTS

The dependent variables were the frequency of solution
during a 5-min interval, the solution time for problems
solved, and the position and the duration of each fixa-
tion on the display.

Solution Frequencies and Solution Times
The performance results confirmed the predicted dif-

ferences in task difficulty. Figure 2 shows the cumulative
frequency of solutions across 1-min intervals for Prob-
lems A, B, and C.

As Figure 2 shows, the differences between problems
hold at each interval. Single chi-square tests were com-

puted to test whether frequency of solution within a 5-min
time limit differed significantly between two problems.
Problem B, which requires that the operator be changed,
was solved significantlyless often (9 out of 24 solved) than
was Problem A, which requires that the value of the result
be changed (23 out of 24 solved) [c2(1, N = 24) = 18.38,
p < .001]. Problem C, which requires decomposition of a
tight chunk, was solved significantly less often (18 out of
24 solved) than was Problem A, which requires decompo-
sition of a loose chunk [c2(1, N = 24) = 4.18, p < .05].
Moreover, Problem B was solved significantly less often
than Problem C [c2(1, N = 24) = 4.78, p < .05].

Solution times for Problems A, B, and C were analyzed
next. For problems that were not solved, solution times
were replaced with the upper time limit of 5 min. Because
the distribution of solution times was highly skewed, we
report median and quartiles and use ordinal tests to as-
sess statistical significance. Table 1 shows median and
lower and upper quartiles for Problems A, B, and C.

The medians, as well as the lower and upper quartiles,
are consistent with the expected rank ordering of task dif-
ficulty (Problem B > Problem A, Problem C > Problem A).
Single Wilcoxon tests were computed to assess the statis-
tical significanceof the differences. Problem A was solved
significantly faster than Problem B (n = 24, T = 1, p <
.001), and Problem A was solved significantly faster than
Problem C (n = 24, T = 22, p < .001). In addition, Prob-
lem C was solved significantly faster than Problem B (n =
24, T = 36, p < .05).

Figure 2. Cumulative solution rates for Problems A, B, and C.
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The observed differences in solution frequency and so-
lution times are indistinguishable from those obtained in
earlier experiments (Knoblich et al., 1999), during which
no eye movements were recorded and subjects were not
interrupted by recalibration procedures. In short, the eye
movement recording procedure was not highly reactive in
this situation.

Eye Movement Data
Only fixations that lasted longer than 100 msec were

included in the data analysis. Before computing the pro-
portion fixation time spent on each problem element, a
median split was used to categorize the fixations into short
and long. To trace changes in eye movements over time,
the problem solving process was divided into three inter-
vals of equal duration for each problem solver and each
task. Because the total solution time varied, so did the ab-
solute duration of the intervals. The relevant dependent
measures were aggregated across participants for each in-
terval.

Fixation duration. Figure 3 shows the results of the
analysis of mean fixation duration across the three in-
tervals.

Overall fixation durationwas higher in Problems B and
C than in Problem A. Mean fixation duration increased
monotonously across intervals in Problems B and C, but
remained constant after the second interval in Problem A.
We computed a 3 ´ 3 analysis of variance (ANOVA) with
problem (A, B, C) and interval (first, second, third) as
within-subjects factors to assess the statistical signifi-
cance of these differences. There was a significant main
effect for problem [F(2,44) = 3.49, p < .05]. Post hoc
comparisons showed that fixation duration for Problems
B and C were significantly greater than for Problem A
(both ps < .05). These results are consistent with the hy-
pothesis that problem solvers encounteredmore impasses
in Problems B and C. Furthermore, there was a signifi-
cant main effect of interval [F(2,44) = 8.58, p <.001].
Mean fixationdurationwas longer in later intervals.There
was no significant interaction between the two factors
[F(4,88) = 1.54, p = .20]. Further analyses showed that
there were also no significant differences in mean fixa-
tion duration between successful and unsuccessful prob-
lem solvers.

Fixation time on single elements during the initial
phase. To determine whether there was a preference for
certain problem elements in the initial phase of problem
solving, we computed the proportion of f ixation time
spent on different problem elements during the first in-
terval of problem solving. This measure was computed
separately for fixations that were below and above the
median of the mean fixation duration (i.e., for short and
long fixations). If fixationswere equallydistributedacross
different elements of the display, one would expect that

Table 1
Solution Times (in Seconds) For Problems A, B, and C

Problem Mdn Lower Q Upper Q

A 22 14 31
B 300 112 300
C 136 42 300

Figure 3. Mean fixation duration across intervals in Problems A, B, and C.
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20% of the overall fixation time was spent on each ele-
ment. Figure 4 shows the results (for the two operands,
the arithmetic mean of the two percentages is reported).

For short fixations (see Panel A in Figure 4), the per-
centage of fixation time spent on the result was lower than
the percentage time spent on all other elements. Conse-
quently, the percentage fixation time was lower than the
expected20% for the result and slightlyhigher than that for
the other problem elements. Accordingly, a 4 ´ 3 ANOVA
with element (result, operands, plus sign, equal sign) and
problem (A, B, C) as within-subjects factors resulted in
a significant main effect for element [F(3,63) = 2.82, p <
.05]. There was no significant main effect for problem
(p = .42) and no significant interaction (p = .26).

For long fixations (see Panel B in Figure 4), the per-
centage of fixation time spent on the result was higher
than the percentage time spent on the operands, which in
turn was higher than the percentage time spent on the plus
and the equal signs. The percentage of time spent on the
plus and equal signs was clearly lower than the 20% that

would be expected if fixations were equally distributed
across elements. Again, a 4 ´ 3 ANOVA with element (re-
sult, operands, plus sign, equal sign) and problem(A, B, C)
as within-subjects factors revealed a significant main ef-
fect for element [F(3,63) = 24.02, p < .001] but no sig-
nificant main effect for problem (p = .42). There was a
marginally significant interaction [F(6,126) = 2.06, p =
.06] that was due to the fact that the percentage of time
spent on the plus sign was especially low in Problem A.
Post hoc tests were conducted to confirm that the differ-
ences between the different conditionsof the element fac-
tor were significant. This was true for the difference be-
tween the result and the operands conditions (p < .01) and
the difference between the operands and the plus and
equal sign conditions(both ps < .001). In short, there was
a bias towards values for long fixations and no such bias
for short fixations.

Fixation time on crucial elements across intervals.
The next question is whether successful and unsuccessful
problem solvers differed in the percentage of time spent

Figure 4. Percentage of fixation time spent on different problem elements during the
initial phase of problem solving for short (A) and long (B) fixations.
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on the crucial element across successive intervals.We first
present the results from Problem B, in which the plus sign
and the equal sign were the crucial problem elements.

For short fixations (left panel of Figure 5), the percent-
age of time spent on the operators was higher for success-
ful problem solvers during the first two intervals. For un-
successful problem solvers, the rate never deviated from
the chance level of 20%. A 2 ´ 3 ANOVA with success
(successful, unsuccessful)and interval (first, second, third)
as within-subjects factors revealed no significant main
effects or interactions. However, a contrast analysis con-
firms that the difference between successful and unsuc-

cessful problem solvers during the first two intervals was
significant [F(1,22) = 7.09, p < .05].

For long fixations (right panel of Figure 5), the per-
centage of fixation time spent on the operators increased
across intervals for successful problem solvers but not for
unsuccessful problem solvers. Moreover, the percentage
remained below chance level for unsuccessful problem
solvers, but was above chance level in the third interval for
successful problem solvers. A 2 ´ 3 ANOVA with success
(successful, unsuccessful)and interval (first, second, third)
as within-subjects factors revealed a significant main ef-
fect of interval [F(2,44) = 12.35, p < .001] and a signif-
icant interaction between success and interval [F(1,22) =
7.91, p < .01]. There was no significantmain effect of suc-
cess (p = .28).

In Problem C, the result was the crucial problemelement.
Figure 6 shows the percentageof fixation time spent on the
result by successful and unsuccessful problem solvers
across intervals. For short fixations, this percentage was
consistently higher for unsuccessful problem solvers than
for successful problem solvers. Moreover, it was always
close to chance level for unsuccessful problem solvers, but
consistently below chance level for successful problem
solvers. However, a 2 ´ 3 ANOVA with success (success-
ful, unsuccessful) and interval (f irst, second, third) as
within-subjects factors revealed only a marginally signifi-
cant main effect of success [F(1,21) = 3.09, p = .09]. There
was no significant main effect of interval (p = .78) and no
significant interaction of success and interval (p = .87).

For long fixations, the percentageof fixation time spent
on the result was consistently above chance level in suc-
cessful and unsuccessful problem solvers. There was no
difference between the two groups during the first two in-
tervals. However, during the third interval, the percentage
fixation time increased dramatically for successful prob-
lem solvers and not at all for unsuccessful problem solvers.
A 2 ´ 3 ANOVA with success (successful, unsuccessful)
and interval (first, second, third) as within-subjects fac-
tors revealeda significantmain effect for interval [F(2,42) =
5.31, p < .01] and a significant interaction between suc-
cess and interval [F(2,42) = 5.08, p < .05] but no signifi-
cant main effect for success (p = .33).

DISCUSSION

The experiment tested three predictions about eye
movements derived from our theory of insight. The first
prediction follows from the principle that insight prob-
lems produce impasses. During an impasse, people tend
to sit and stare at the problem, so there should be fewer
eye movements (i.e., longer fixation times). This effect
should gradually increase throughout the problem solv-
ing process as more and more of the problems solvers in
the sample enter impasses. We found this pattern for the
two difficult problems, B and C, but not for the simpler
problem, A (see Figure 3).

The second prediction follows from the principle that
impasses are caused by inappropriate initial representa-
tions. In matchstick arithmetic, prior knowledge of arith-

Figure 5. Percentage of fixation time spent on the operators in
Problem B across intervals for successful and unsuccessful prob-
lem solvers and for short (A) and long (B) fixations.
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metic ought to bias people toward seeing valuesbut not op-
erators as variable problem elements. Hence, attention
should be differentially allocated to the values during the
initial phase of problem solving. This is the pattern we
found (see Figure 4, Panel B).

The third prediction follows from the principle that im-
passes are resolved by relaxing inappropriate constraints
and decomposing unhelpful perceptual chunks. Such revi-
sions of the problemrepresentationought to result in shifts
in attentionallocation.In Problem B, we expected problem
solvers to succeedbecause they finally relaxed the constraint

against manipulating the operators, which implies an in-
creased attention to the operators toward the end of prob-
lem solving.This is what we found for successful problem
solvers, butnot for unsuccessfulones (see Figure 5,Panel B).
In Problem C, we expected problem solvers to succeed by
decomposing the chunk X into its componentmatchsticks,
which should have led to increased attention to that symbol
toward the end of problem solving, but only for successful
problem solvers. This is what we found (see Figure 6,
Panel B).

The conjunction of these three regularities is not pre-
dicted by other theories of insight. There are several prin-
ciples that explain impasses, including functional fixed-
ness, mental ruts, Einstellung, and insufficient progress
(MacGregor et al., 2001). These principles all share the
prediction that fixation time should increase throughout
problem solving. However, because they do not explain
how impasses are resolved, they cannot predict in detail
how attention allocation will change at the moment of
insight.

The principles of Gestalt restructuring, the variation–
selection hypothesis, and gradual transformation of past
experience all predict, at a general level, that attention
should shift throughout a solution attempt. However, they
do not predict any particular regularities in attention al-
location. For example, the variation–selection hypothesis
cannot explain why our experimentalparticipants initially
focused on the values in Problem B but later shifted their
focus of attention to the operators, nor why this shift oc-
curred only in successful problem solvers. Similarly, the
gradual transformation principle cannot explain why at-
tention shifted to the symbol X, specifically, toward the
end of the successful solutions for Problem C.

Taken together, the three regularities we observed sup-
port our analysis of what happens when people solve
arithmetic matchstick problems. The arithmetic format
automaticallyactivates prior knowledgeabout arithmetic,
which brings with it mental habits and dispositions that
are not useful for solving such problems, primarily the
habit of regarding the values of the numbers as the vari-
able elements of the problem and the operators and the
equal sign as constant elements, and the disposition to see
complex Roman numerals as indivisible entities. These
habits and dispositions lead to impasses. When they are
abandoned or overcome, attention allocation and hence
processing shifts, the impasse is broken and the solution
is quickly found. This analysis successfully accounts for
both traditional performance measures (Knoblich et al.,
1999) and the patterns in the eye movement recordings.

The success of the task specific analysis lends credence
to the general representational change theory of insight
from which it was derived. People encounter impasses on
simple problems that they are competent to solve because
the presentationof the problem triggers the retrieval or ac-
tivation of prior knowledge that blocks the solution.
Changes in the inappropriate initial representation allow
previously unheeded possibilities to come to mind; this is
the moment of insight.However, there is still room for dis-

Figure 6. Percentage of fixation time spent on the result in
Problem C across intervals for successful and unsuccessful prob-
lem solvers and for short (A) and long (B) fixations.
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agreement about the exact nature of the processes of rep-
resentational change. Kaplan and Simon (1990) empha-
size the incompletenessof the initial representationand the
importance of invariant properties. This hypothesis has a
high degree of face validity with respect to their experi-
mental task, the mutilated checkerboard problem. How-
ever, it is not clear which invariant properties there are in
our matchstick problems, nor in the classical insight
problems such as the two-string problem or the nine-dot
problem. We prefer the hypothesis that initial representa-
tions are inappropriate or misleading rather than incom-
plete, and thus have to be deactivated or inhibited rather
than extended or elaborated, but the available data leave
the issue open.

The present study demonstrates the power of eye move-
ment recordings. Traditional performance measures like
solution time and solution rate could not have revealed
the structure of the participants’ attention allocation in
nearly the same amount of detail.We expect that extensive
use of eye movement recordings will enable insight re-
searchers to empirically differentiate between alternative
mechanisms of representational change.
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