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Abstract: When the satellite signal is lost or interfered with, the traditional GNSS (Global Navigation
Satellite System)/INS (Inertial Navigation System) integrated navigation will degenerate into INS,
which results in the decrease in navigation accuracy. To solve these problems, this paper mainly
established the PSO (particle swarm optimization) -LSTM (Long Short-Term Memory) neural network
model to predict the increment of GNSS position under the condition of satellite rejection and
accumulation to obtain the pseudo-GNSS signal. The signal is used to compensate for the observed
value in the integrated system. The model takes the advantages of LSTM, which is good at processing
time series, and uses PSO to obtain the optimal value of important hyperparameters efficiently.
Meanwhile, the improved threshold function is used to denoise the IMU (inertial measurement
unit) data, which improves the SNR (signal-to-noise ratio) of IMU outputs effectively. Finally, the
performance of the algorithm is proved by actual road test. Compared with INS, the method can
reduce the maximum errors of latitude and longitude by at least 98.78% and 99.10% while the satellite
is lost for 60 s, effectively improving the accuracy of the GNSS/INS system in satellite rejection.

Keywords: GNSS/INS integrated navigation; particle swarm optimization; LSTM neural network;
threshold denoising; satellite rejection

1. Introduction

Navigation technology uses scientific principles and methods such as electricity, mag-
netism, light and mechanics to locate and guide the motion process of a moving carrier, and
is broadly used in important fields such as weapons science, aerospace and transportation,
etc. Navigation system refers to the general term of all equipment combinations that can
complete certain navigation and positioning tasks. At present, the main navigation systems
include radio navigation system [1,2], satellite navigation system [3–5], astronomical navigation
system [6], inertial navigation system [7,8] and integrated navigation system [9–11], etc.

Among the mainstream navigation systems, satellite navigation system and INS are
most common. The satellite navigation system can realize all-weather global position-
ing [12], which requires short observation time and has high positioning precision. In
addition, the positioning error will not accumulate over time. However, GNSS requires
receivers to receive signals from satellites, and in areas where signals are susceptible to
interference, such as around tall buildings, indoor spaces and forests, where the need for
the location may not be met due to signal loss. Moreover, the frequency of GNSS signals is
relatively low. The inertial navigation system is an autonomous navigation system. It uses
the IMU’s own measurements to calculate location, without the need to receive an external
signal. In addition, the output frequency of INS is high and the concealment is stronger.
However, the IMU used in general INS belongs to the MEMS (micro-electro-mechanical
system), which has the advantages of small size and low price. However, the output of
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MEMS is susceptible to vibration and other factors. In addition, since the INS requires
integration, its errors will accumulate over time, which may lead to large differences in
navigation results over a long period of time [13]. Therefore, scholars have proposed a
method composed of GNSS and INS which contains the advantages of GNSS and INS. The
navigation result has high precision, fast refresh rate and mighty stability. It has achieved
good results in practical applications and become a mainstream integrated navigation
method [14]. In fact, GNSS/INS integrated navigation systems inevitably have disadvan-
tages. GNSS is prone to signal loss due to obstruction and electromagnetic interference,
especially in complex environments such as cities and battlefields. When GNSS signal are
lost, the integrated navigation system can only degenerate into pure inertial navigation and
rely on mechanical choreography to solve. Considering the limited performance of IMU
used in general GNSS/INS systems, the navigation accuracy of the GNSS/INS system will
be greatly compromised when the satellite signal is lost. Therefore, in the case of satellite
signal loss, how to compensate the GNSS/INS integrated navigation system through other
methods has become an advanced research hotspot.

Now scholars have proposed many methods to compensate for integrated navigation
while GNSS is out. Most of them mainly begin with two aspects of an integrated system.
One aspect is to improve the system input, such as preprocessing the data, or adding
auxiliary sensors to form a multi-source information fusion system and using other auxiliary
sensor information to correct the INS [15,16]. The other aspect is to improve the processing
methods of INS and GNSS data. Specifically, it can be divided into improving the data
fusion algorithm [17] and using artificial intelligence technology [18].

In the aspect of data preprocessing, because of the complicacy of the operating envi-
ronment of the INS, the IMU signal inevitably makes noise when in use, removing the noise
component of the IMU signal before the inertial navigation solution has become a pivotal
technology for processing the IMU signal. Wavelet transform method is broadly used in
the signal denoising, among which the wavelet threshold denoising method is the most
commonly used signal processing method in engineering applications because of its ad-
vantages of easy implementation and preserving the original signal characteristics [19,20].
The traditional hard threshold function will produce oscillations in reconstruction and it is
not continuous. The soft threshold function will have a certain deviation when the wavelet
coefficient is large, so the paper uses a continuous threshold function, which can retain
more useful signals, so as to effectively improve the SNR (signal noise ratio) and finally
improve the navigation accuracy. In terms of adding sensors to form a multi-source inte-
grated navigation system, sensors such as visual odometry and lidar are increasingly being
used. A visual odometer [21–24] can estimate the moving process of a moving carrier by
image sequence and its algorithm is relatively mature and simple, but its accuracy is easily
affected by image quality and environment. Lidar [25–29] is widely used in integrated
navigation because it can detect on a large scale and obtain 3D information. However, it is
subjected to environment and price. Of course, there are many other sensors that can be
used in this research, such as magnetic sensor [30,31], doppler velocimeter [32] and altitude
sensor [33]; however, adding sensors still faces many problems, although it can improve
navigation accuracy, such as the increase in calculation and economic costs, extra weight
and the failure rate also need to be considered.

In terms of improving capabilities of data fusion, except for the factor graph opti-
mization (FGO) [34], the Kalman filter is more often used in practical projects, which is a
stable and reliable method verified by engineering. KF is a method with linear unbiased
minimum variance estimation, which is often used to fuse navigation data in engineer-
ing [35–37]. Because most of the integrated navigation systems are nonlinear and have
colored noise, the deviation of the KF estimate is large. To solve these problems, many
improved Kalman filters have been proposed and utilized. R.E. Kalman et al. [38] proposed
the extended Kalman filter (EKF) algorithm. However, ignoring higher-order terms of the
Taylor expansion will cause the EKF to diverge while the nonlinearity of the system is
obvious. In 1988, Carlson [39] proposed a distributed filter, the federated Kalman filter,
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which solved the disadvantages of the centralized filter and improved the filtering accuracy.
Y. Zhao et al. [40] proposed a novel information fusion method based on the complemen-
tary filter for the SINS/CNS/GPS integrated navigation system to solve the problems of
heavy computational load and poor real time of the FKF. An improved innovation adaptive
Kalman filter (IAKF) was proposed by B. Sun et al. [41] in 2022 to solve the vulnerability of
KF in challenging environments. Compared with ordinary KF, this method improves the
adaptability. To sum up, the traditional fusion method represented by the Kalman filter
is to process the raw data from the sensor. It is cheap and scalable, but observations in
satellite rejection environment are limited and do not address the underlying problem.

In the aspect of artificial intelligence technology, neural network has good nonlinear
modeling ability, which is suitable for error modeling of an integrated navigation system.
C. Jiang et al. [42] proposed an AI method to denoise the MEMS IMU output signals by
RNN, which improved the precision of inertial navigation system by reducing the error.
This method takes advantage of the characteristic that RNN is suitable for dealing with
time series problems. J. Zhu et al. [18] used a LSTM/SVR-VBAKF algorithm to aid the
integrated navigation system when the Doppler velocity log (DVL) is prone to outliers or
even failures during measurement under water. B. Li et al. [43] used LightGBM regression
for predicting the position of a vehicle during a GNSS outage. Z. Zhi et al. [44] proposed a
wavelet threshold denoising method and a CNN–LSTM model which can extract network
input features to assist LSTM. S. Zhao et al. [45] combined CNN and a gated recurrent unit
(GRU) and used CKF to enhance the navigation accuracy. This is an effective combination
of neural network and filtering.

As can be seen from the above analysis, the improved method based on adding
multi-source sensor input can reach good results, but the cost and fault rate will increase
accordingly. The improved data processing method is relatively efficient in calculation, but
it is easy to be limited in engineering application due to the complexity of calculation. In
contrast, AI-based approaches, which balance computational burden and effectiveness, are
the most popular among scholars by far. However, when it comes to the value of neural
network hyperparameters, usually the empirical method or simple grid search method
is used, which cannot give full play to the advantages of artificial intelligence, which
not only consumes time but also is difficult to achieve the optimal effect. Aiming at the
shortcomings of traditional methods, a performance model of integrated navigation system
is proposed in this paper. Firstly, the SNR of IMUs is improved by an improved threshold
denoising method which can improve the shortcomings of hard or soft threshold denoising.
In addition, to enhance the efficiency of the LSTM network in a hyperparameter setting,
a PSO-LSTM model is established. In the case of GNSS signal loss, an LSTM network
can connect the position information of the past moment with the output of the current
moment, predict the GNSS position increment by training network, generate pseudo-GNSS
information and then participate in the integrated navigation solution.

The PSO-LSTM model can give full play to the performance of LSTM to improve
prediction accuracy and solve the problem of hyperparameter selection. In addition,
sufficient training data are used to prevent the model from overfitting. Training time will
increase but most training can be conducted offline. In this paper, the effectiveness of this
method is verified by an actual road test. The results show that this method improved the
accuracy compared with the pure inertial navigation solution.

The contribution of this article could be summarized as follows.

1. A GNSS/INS integrated navigation method is proposed, which can be used in the
case of satellite rejection. The method consists of two parts, which are the improved
threshold denoising algorithm and the PSO-LSTM model.

2. The effectiveness and superiority of the method have been verified by practical
road tests.

The content of each chapter in this paper is described as follows: Section 2 details
the GNSS/INS integrated navigation, the LSTM network unit and the PSO algorithm.
Section 3 introduces the architecture of the PSO-LSTM assisted integrated navigation
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system proposed in the paper. Section 4 introduces the simulation test and real road
test. Finally, Section 5 summarizes and discusses the prospects of the research focus for
future work.

2. Related Work
2.1. Wavelet Threshold Denoising

An improved threshold denoising method is used in the paper to preprocess IMU data.
The principle of wavelet threshold filtering can be summarized as follows: through wavelet
decomposition, the energy of a useful signal is concentrated on some wavelet coefficients
with a large amplitude in the wavelet domain, while the energy of white noise is distributed
in the whole wavelet domain, and the amplitude of the wavelet coefficient of the useful
signal after decomposition is greater than that of the noise signal. Therefore, appropriate
thresholds should be selected at different scales to process the wavelet coefficient. If the
wavelet coefficient is less than the threshold, it will be judged as a noise component, set to
zero, and the wavelet coefficient larger than the threshold will be retained, so as to realize
noise suppression. Finally, the inverse wavelet transform is carried out to complete the
wavelet reconstruction process. The process of denoising is shown in Figure 1.

Electronics 2022, 11, x FOR PEER REVIEW 4 of 20 
 

 

2. The effectiveness and superiority of the method have been verified by practical road 

tests. 

The content of each chapter in this paper is described as follows: Section 2 details the 

GNSS/INS integrated navigation, the LSTM network unit and the PSO algorithm. Section 

3 introduces the architecture of the PSO-LSTM assisted integrated navigation system pro-

posed in the paper. Section 4 introduces the simulation test and real road test. Finally, 

Section 5 summarizes and discusses the prospects of the research focus for future work. 

2. Related Work 

2.1. Wavelet Threshold Denoising 

An improved threshold denoising method is used in the paper to preprocess IMU 

data. The principle of wavelet threshold filtering can be summarized as follows: through 

wavelet decomposition, the energy of a useful signal is concentrated on some wavelet co-

efficients with a large amplitude in the wavelet domain, while the energy of white noise 

is distributed in the whole wavelet domain, and the amplitude of the wavelet coefficient 

of the useful signal after decomposition is greater than that of the noise signal. Therefore, 

appropriate thresholds should be selected at different scales to process the wavelet coeffi-

cient. If the wavelet coefficient is less than the threshold, it will be judged as a noise com-

ponent, set to zero, and the wavelet coefficient larger than the threshold will be retained, 

so as to realize noise suppression. Finally, the inverse wavelet transform is carried out to 

complete the wavelet reconstruction process. The process of denoising is shown in Figure 

1. 

 

Figure 1. The process of wavelet threshold denoising. 

As can be seen from Figure 1, the general steps of the denoising process are as fol-

lows. (1) Multi-scale wavelet decomposition of the original noisy signal. (2) According to 

the signal characteristics, the estimated wavelet threshold values at each scale are calcu-

lated, and the wavelet coefficients at each decomposition scale are quantized by threshold. 

(3) After reconstructing the wavelet coefficients of each layer after threshold processing, 

the output signal after denoising is obtained. 

Among these steps, the most important step is threshold estimation and how to deal 

with the threshold of wavelet coefficient. The selection of threshold estimation and thresh-

old function is the key to wavelet threshold filtering. The most commonly used threshold 

functions are hard threshold functions and soft threshold functions. 

Hard threshold function: 

, ,

,

,

,
ˆ

0,

j k j k

j k

j k

Thr

Thr

 




 
= 


 (1) 

Soft threshold function: 

( ) ( ), , ,

,

,

,
ˆ

0 ,

j k j k j k

j k

j k

sgn Thr Thr

Thr

  




  − 
= 



 (2) 

where 𝜔𝑗,𝑘 represents the wavelet coefficient after wavelet decomposition, and j repre-

sents the exponent of the discretized basis and k is the time interval coefficient. 𝜔𝑗,𝑘 is the 

wavelet coefficient obtained after threshold processing and Thr is the estimated value of 

the threshold. 

Figure 1. The process of wavelet threshold denoising.

As can be seen from Figure 1, the general steps of the denoising process are as follows.
(1) Multi-scale wavelet decomposition of the original noisy signal. (2) According to the sig-
nal characteristics, the estimated wavelet threshold values at each scale are calculated, and
the wavelet coefficients at each decomposition scale are quantized by threshold. (3) After
reconstructing the wavelet coefficients of each layer after threshold processing, the output
signal after denoising is obtained.

Among these steps, the most important step is threshold estimation and how to
deal with the threshold of wavelet coefficient. The selection of threshold estimation and
threshold function is the key to wavelet threshold filtering. The most commonly used
threshold functions are hard threshold functions and soft threshold functions.

Hard threshold function:

ω̂j,k =

 ωj,k,
∣∣∣ωj,k

∣∣∣ > Thr

0,
∣∣∣ωj,k

∣∣∣ ≤ Thr
(1)

Soft threshold function:

ω̂j,k =

sgn
(

ωj,k

)
·
(∣∣∣ωj,k

∣∣∣− Thr
)

,
∣∣∣ωj,k

∣∣∣ > Thr

0 ,
∣∣∣ωj,k

∣∣∣ ≤ Thr
(2)

where ωj,k represents the wavelet coefficient after wavelet decomposition, and j represents
the exponent of the discretized basis and k is the time interval coefficient. ωj,k is the
wavelet coefficient obtained after threshold processing and Thr is the estimated value of
the threshold.

Hard and soft threshold function methods both have some inherent shortcomings and
deficiencies although they are used widely. Therefore, necessary improvements need to be
made. The improved approach is to focus on a core purpose: eliminating the discontinuity
of the threshold function while making the function quickly approach the hard threshold
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function. Based on the investigation, this paper uses a simple and effective improved
threshold function, as shown below:

ω̂j,k =

 sgn
(

ωj,k

)
×
(∣∣∣ωj,k

∣∣∣2 − αThr2
) 1

2
,
∣∣∣ωj,k

∣∣∣ ≥ Thr

0,
∣∣∣ωj,k

∣∣∣ < Thr
(3)

where α represents the regulatory factor and is a positive number, which can be adjusted to
obtain the appropriate threshold function to make the method more flexible. The diagram
of the above threshold function while α = 1 and Thr = 1 is shown in Figure 2:
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2.2. GNSS/SINS Integrated Navigation Algorithm

INS are generally divided into two types. One is the platform INS, which perform
navigation calculations on the gyroscope-stabilized inertial physics platform. Because of its
large size and high price, it is only used in some extremely specialized fields. The second
is called strapdown INS(SINS) [46–48], in which the three-axis gyroscope and three-axis
accelerometer are mounted vertically to achieve angular rate and specific force. The output
of IMU is calculated to generate velocity, position and attitude information. In this paper,
the inertial navigation system adopts SINS.

According to the different observation information, GNSS/SINS integration can be
divided into three categories: loose integration [49,50], tight integration [51,52] and deep
integration [53]. Loose integration is a result-level fusion, GNSS positioning results are
combined with SINS as observed values. Tight integration belongs to the fusion at the
observation level, GNSS pseudo-range, phase and doppler are combined with SINS as
observed values. Deep integration belongs to signal level fusion. The position and velocity
of SINS recursion assist GNSS signal capture and tracking, and then GNSS provides
positioning results or original observation values to integrate with SINS for solving.

Because this paper mainly studies the prediction of pseudo-GNSS information by using
a neural network in the case of satellite rejection, compared with the other two combination
methods, the loose integration is simple in structure, mature in technology and easy to
implement, and its performance is sufficient to verify the prediction method in this paper;
so, the loose integration method was chosen. The common 15-dimension state vector is
selected as the KF parameter to be estimated. In the loose integrated model, the two systems
can calculate the navigation information independently. The position difference and speed
difference of the two systems are then fused into the Kalman filter, and then the results of
the SINS are minused from the fusion results to realize the error correction. The specific
content of the integration method is the same as that in reference [54]. The state vector of the
system contains attitude error in three directions, velocity error vector in three directions,
error vector of longitude, latitude and height, and the zero bias of the 3-axis gyroscope and



Electronics 2023, 12, 2905 6 of 19

accelerometer. The observed value of the filter is the error between the INS position and
the GNSS position.

2.3. LSTM Neural Network Algorithm

The LSTM neural network [55] is a deep learning model proposed by Hochreiter S. and
Schmidhuber J. in 1997. LSTM uses a memory unit to realize memory function, improves
the problem of vanishing gradient in RNN algorithm, and has long-term memory ability for
time series data. The internal structure of the unit and the structure of the LSTM network
are shown in Figure 3.
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As shown in Figure 3a, three gate units are forgotten gate ( ft), input gate (it) and
output gate (ot), respectively. ct represents status value of a unit, xt on behalf of the input
vector, ht is hidden unit state, t is the current moment and t − 1 is a moment before.

Firstly, calculate ft output, it output and state estimates of the unit ĉt according to
the characteristics vector of the input xt and ht−1 in the t − 1 moment. New unit state ct
is calculated by ft, it and ct−1, ĉt weighted separately. Sigmoid (σ) and the tanh are both
activation functions. The specific equations are as follows:

ft = σ(W f [ht−1, xt] + b f ) (4)

it = σ(Wi[ht−1, xt] + bi) (5)

ĉt = tanh(Wc[ht−1, xt] + bc) (6)

ct = ft · ct−1 + it · ĉt (7)

ot = σ(Wo[ht−1, xt] + bo) (8)

ht = ot · tanh(ct) (9)

Multiple LSTM units constitute the LSTM network structure. The structure of the
LSTM network is shown in Figure 3b. The structure can be divided into input layer,
intermediate layers, and fully connected layers. In fact, if the network is too deep, the
network may be overfitting and have a very slow training speed, so only two LSTM layers
are selected in this paper. The LSTM output enters the fully connected layer, with the Leaky
ReLU function as the activation function. The output after the activation function is used as
the final value of the network output, and the difference between it and the training truth
value is calculated to test the network performance. The Leaky ReLU activation function is
shown as follows:

Leaky ReLU =

{
ax, x < 0
x, x ≥ 0

(10)
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The main thought for using the LSTM neural network to assist the GNSS/SINS
integrated navigation algorithm is to find the mathematical relationship between navigation
information and dynamic data information of the carrier. In recent years, many artificial
intelligence-based models have been explored to solve these problems. These models can
be divided into three categories by differences in model output: OINS − δPINS, OINS − XK
and OINS − ∆PGNSS. The first model directly predicts the position error and, the second
model predicts the state vector of the KF. However, both of them mix GNSS errors with
SINS errors. The third model estimates GNSS position increments at adjacent times and
avoids introducing mixing errors from GNSS and SINS effectively.

Next, the input characteristics of the network should be determined. When the GNSS
signal is lost, only the inertial navigation system is still working; so, it is necessary to find
position-related variables as input feature vectors in the process of SINS position update.
As far as vehicle navigation is concerned, the pitch and roll angles are very small. In the
end, the method proposed in this paper chooses specific force, angular velocity, the velocity
of the INS and yaw angle as the input to the neural network. The relationship between
input and output can be expressed as:

∆PGNSS ∝ ( f b
ib, ωb

ib, VSINS, ψSINS) (11)

where ∆PGNSS is position increment, f b
ib is specific force, ωb

ib is angular velocity, VSINS is
the velocity of SINS and ψSINS represents yaw angle of SINS.

For the study of the neural network, the specific architecture of the network, the char-
acteristics of the dataset and the choice of training parameters will affect the convergence of
the network. Therefore, in practical applications, it is necessary to evaluate the convergence
of the network according to the specific situation, and carry out the necessary adjustment
and optimization. It is necessary to use sufficient training data, appropriate network archi-
tecture, appropriate loss functions and hyperparameter tuning methods to ensure network
convergence. In the experiment of this paper, the construction of our training set takes into
account the different motion states and trajectories of vehicle motion, mainly including
static, acceleration, deceleration and uniform movement on smooth roads. In terms of track,
there are straight lines, left and right turns, U-turns, loops, irregular tracks, etc.

In the design process of the network structure, network hyperparameters need to
be selected after actual verification. The number of hidden units and the batch size are
two important hyperparameters, and setting them too large will lead to a longer training
time to converge the algorithm, and may lead to overfitting problems. Traditionally, cross
validation and grid search method are usually used to select hyperparameters. However,
these methods rely on experience and have low efficiency, and the final set of network
hyperparameters is often not the optimal choice. Therefore, PSO is introduced in this
paper to help the LSTM network find the optimal solution of important hyperparameters
more efficiently.

2.4. Particle Swarm Optimization Algorithm

Particle swarm optimization [56,57] is a random search algorithm based on group
cooperation developed by simulating bird foraging behavior. It can promote each other
and generate randomly in different states. Even if the optimized function is not continuous
or differentiable, the PSO algorithm can also optimize and converge at a relatively fast
speed. The result of any problem in this algorithm can be compared to a bird in the search
space, that is, a particle. All alternative solutions in the solution space are determined by all
particles, and the matching value of all particles is determined by the optimization function.
In addition, they move freely in the full solution space with arbitrary speed, and obtain
discovery information by establishing a specific form of information exchange with other
particles, so as to guide the movement of the whole group.

The PSO algorithm has the advantages of simple structure, fewer parameters and
easy implementation. It is good at efficient optimization in multi-objective parameter
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optimization to obtain the best parameter results. Therefore, the PSO algorithm is used to
optimize the hyperparameters of the LSTM neural network in the paper.

Assuming that X = [X1, X2, · · · , Xn] represents a population of size n and each particle
has a search space of d dimensions, then the position and velocity of the ith particle can be
expressed by X = [Xi1, Xi2, · · · , Xid] and V = [Vi1, Vi2, · · · , Vin]. The updated formula of
the particle velocity and position is as follows:

Vt+1
i = ωVt

i + c1rt
i1(pt

best,i − Xt
i ) + c2rt

i2(gt
best − Xt

i ) (12)

Xt+1
i = Xt

i + Vt+1
i (13)

where Vt+1
i represents the velocity of the ith particle at iteration t + 1, and the initial speed is

0. ω is the inertia weight, which is used to control the global search and optimize locally. c1 is
the cognitive constant used to achieve self-knowledge, and c2 is the social constant used to
simulate interaction with the social population. These two constants usually take the value
of 2. rt

i1 and rt
i2 are random numbers with normal distribution, whose range is [0, 1], used

to increase the randomness of particles and avoid falling into local optimum. pt
best,i is

the historical optimal position of the ith particle up to the t. gt
best represents the historical

optimal position of the group, and xt
i is the position of the ith particle at iteration t.

3. Proposed Method
3.1. The Architecture of the Method

The method proposed in this paper can be divided into two modes: training mode
and prediction mode. When the GNSS signal is available, the system works in the training
mode. The architecture of the training mode is depicted in Figure 4a.

In training mode, on the one hand, specific force, angular velocity from IMU after
denoising and velocity, and yaw angle from SINS form the input to the PSO-LSTM model.
On the other hand, the position increment of GNSS becomes the training truth value of
the network model. The PSO-LSTM model is responsible for generating loss functions
between input and output. Meanwhile, the GNSS signal can enter the loose integrated
system to output integrated navigation result normally. As is shown in Figure 4b, when
the GNSS signal is interrupted (as shown by red ×), the compensation method converts to
prediction mode. The well trained PSO-LSTM model can use its input real-time to predict
the corresponding position increment, and cumulate them to obtain the pseudo-GNSS
positional information from the neural network. The pseudo-GNSS information is then
used to solve the integrated navigation and output the navigation results. In other words,
the neural network module plays the role of providing GNSS information to be integrated
with SINS when the satellite signal is lost.
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3.2. The PSO-LSTM Model

The proposed PSO-LSTM model is used to improve the integrated navigation system
when the GNSS interrupts. This model makes full use of the advantages of the LSTM neural
network, which is good at processing time series, and uses the intelligent optimization
method PSO to efficiently obtain the optimal value of important hyperparameters of the
network to further improve the prediction accuracy. In this model, the batch size and the
number of hidden units of the LSTM neural network are taken as the optimization objects,
and the root mean square error of the prediction result is taken as the judgment condition
of the prediction effect of the LSTM neural network. PSO keeps searching for optimization
according to the judgment conditions until the maximum number of iterations is met. The
hyperparameter corresponding to the result with the smallest root mean square error is
considered as the optimal hyperparameter.

The flow chart of the model is shown as follows:
As shown in Figure 5, the main training part is shown on the right. After particle

swarm initialization, the neural network model starts training and the fitness value is
calculated. The particle position is constantly updated until the maximum number of
iterations is reached. Then, the optimized parameters are put into the LSTM neural network
for GNSS position increment prediction, and the final result of the algorithm is obtained.
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4. Experiments and Analysis
4.1. Datasets

In the experiment, the algorithm needs to be trained offline by collecting a large
amount of road data to build a dataset in advance to preliminarily optimize the LSTM
network hyperparameters. The real road test dataset is measured by the unmanned vehicle
platform equipped with relevant sensors. Table 1 shows the parameters of each sensor used.

Table 1. Parameters of each sensor.

Sensor Type Measuring Range Zero Bias Random Walk Precision Frequency

Gyroscope ±400◦/s 0.5◦/h 0.15◦/
√

h - 125 Hz
Accelerometer 10 g 0.05 mg 0.06 m/s/

√
h - 125 Hz

GNSS receiver - - - ≤0.2 m 100 Hz

The inertial navigation module is STIM300 and GNSS information is from the IPMV
vehicle navigation module. The computing platform of the system uses Nvidia TX2
(1.33 TFLOPS), which can meet the algorithm requirements. The installation diagram of
the experimental devices on the unmanned vehicle is shown in Figure 6:
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Figure 6. The installation diagram of the experimental devices.

A total of 100 s of static data and 240 s effective dynamic data are collected by the
unmanned vehicle to form a real road test dataset. Before forming the test dataset, the
original data collected were preprocessed by time synchronization and outlier removal.
The vehicle’s trajectory in the experiment is shown as follows. The green dot is the starting
point, The four tracks selected to test are marked in red and cyan separately. T1, T3 test
track takes 60 s and T2, T4 test track takes 30 s. Each test track contains different trajectories
such as turns and straight lines. The trajectory is shown in Figure 7:
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Figure 7. The vehicle’s trajectory in the experiment.

4.2. Implementation Details

Firstly, the performance of the hard threshold, soft threshold and the improved thresh-
old denoising methods are verified and compared based on the gyroscope static and
dynamic data. Then the four methods, Pure INS, RBF, LSTM and PSO-LSTM, are compared
based on dynamic test data. The results calculated by various methods are compared with
the output of a high precision dual antenna GNSS receiver. The prediction targets of several
neural networks are all location increment information. The reason why we use the RBF
comparison is that the RBF neural network is an efficient feedforward neural network. The
biggest difference between the RNN neural network studied in this paper and the common
feedforward neural network is that the time series is added. We compare RBF with RNN to
study the performance of two kinds of networks for satellite information prediction.

When setting the parameters of the PSO-LSTM model, the grid search method was
used for preprocessing to reduce the number of hidden layer elements and the value range
of batch size to 30–80, so as to improve the experimental efficiency. The PSO-LSTM model
parameters are shown as Table 2:

Table 2. Parameters of PSO-LSTM model.

Parameters Value

Number of LSTM layer 2
Initial learning rate 0.005

Learning rate drop factor 0.2
Time step 8

Epochs 100
Gradient threshold 1

Number of hidden layer units 30–80
Batch size 30–80

The population size of PSO 10
Iteration number of PSO 15

Learning factor c1 2
Learning factor c2 2

Inertia weight 0.5

4.3. Results and Analysis

The results of three threshold denoising methods based on the gyroscope dynamic
data in T1 are shown in Figure 8.
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Figure 8. Results of gyroscope dynamic data in T1: (a) Original data. (b) Denoising result of hard
threshold function. (c) Denoising result of soft threshold function. (d) Denoising result of the
improved threshold function.

The results of three threshold denoising methods based on 30 s static data and T1 to
4 section of yaw angle are shown in Table 3.

Table 3. Results of gyroscope data denoising experiment.

Data Hard Threshold Soft Threshold Improved Threshold

Static data
SNR/dB 1.947 4.188 8.450

RMSE/deg/s 0.056 0.043 0.026

T1
SNR/dB 33.277 35.994 39.442

RMSE/deg/s 0.330 0.241 0.162

T2
SNR/dB 28.587 30.976 35.249

RMSE/deg/s 0.361 0.274 0.167

T3
SNR/dB 31.411 33.851 37.869

RMSE/deg/s 0.348 0.263 0.165

T4
SNR/dB 26.717 31.647 35.797

RMSE/deg/s 0.403 0.229 0.142

As can be seen from Table 3, for static data, the proposed method has a very obvious
denoising effect compared with the other two methods. The SNR is increased to 8.450 dB
and the RMSE (root mean square error) is reduced to 0.026 deg/s. In dynamic data
experiments, the improved threshold denoising method can effectively improve the SNR,
respectively increasing by 18.53%, 23.30%, 20.56% and 33.99% compared with the hard
threshold denoising method and increasing by 9.58%, 13.79%, 11.87% and 13.11% compared



Electronics 2023, 12, 2905 13 of 19

with the soft threshold denoising method. In addition, compared with soft threshold and
hard threshold functions, the improved method can increase the SNR by 33.99% and reduce
the RMSE by 64.76%.

Next, the results of various navigation methods above are shown as Figures 9–12. The
statistics of the results are shown in Tables 4–7.
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Error in latitude (m) 330.228 154.648 4.431 1.300 2.333 0.961 1.623 0.675
Error in longitude (m) 350.452 152.096 2.974 0.935 1.236 0.555 0.828 0.373

Error in northbound velocity (m/s) 12.461 6.786 1.815 0.755 1.462 0.473 1.009 0.332
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Table 7. Results statistics of period T4.

SINS RBF LSTM PSO-LSTM

MAX RMSE MAX RMSE MAX RMSE MAX RMSE

Error in latitude (m) 147.802 63.113 4.071 1.336 4.427 1.858 2.193 1.109
Error in longitude (m) 164.613 73.947 5.921 2.287 2.257 1.120 2.076 1.051

Error in northbound velocity (m/s) 10.623 5.843 3.935 2.769 2.643 1.232 1.439 0.855
Error in easterly velocity (m/s) 9.490 5.425 4.541 2.656 2.416 1.424 1.889 1.010

The performance of various algorithms can be seen from the above results charts, and
the specific analysis can be summarized as follows:

Inertial navigation errors gradually diverge with time and increase. Compared with
pure INS, the three neural network methods have improved navigation accuracy to some
extent. The GNSS position information obtained by network prediction can effectively
suppress the error divergence of the inertial navigation solution.

Among RBF, LSTM and PSO-LSTM neural network methods, the method proposed
in this paper has the best effect on reducing the maximum error. In the experiment of
period T1, which takes 60 s, compared with the pure inertial solution, the proportion of the
maximum error reduced by the three methods is, respectively, 96.85%, 98.38% and 98.78%
in the latitude direction, 96.43%,98.51% and 99.10% in the longitude direction, 51.72%,
67.15% and 74.85% in north velocity and 38.59%, 77.03% and 86.17% in east velocity. In T3,
the proportion of the maximum error reduced by the three methods is, respectively, 98.66%,
99.29% and 99.51% in latitude, 99.15%,99.65% and 99.76% in longitude, 85.43%, 88.27% and
91.90% in north velocity and 81.43%, 92.77% and 94.92% in east velocity. Regarding the 30 s
experiments, in T2, the proportion of the maximum error reduced by the three methods
is, respectively, 96.46%, 97.78% and 98.06% in the latitude direction, 95.42%,98.42% and
98.47% in the longitude direction, 72.05%,76.72% and 82.49% in north velocity and 83.42%,
92.38% and 93.13% in east velocity. In T4, the proportion of the maximum error reduced
by the three methods is, respectively, 97.25%, 97.00% and 98.52% in the latitude direction,
96.40%,98.52% and 98.74% in the longitude direction, 62.96%, 75.12% and 86.45% in north
velocity and 52.15%, 74.54% and 80.09% in east velocity. Overall analysis of the maximum
error and RMSE in the three groups of experimental results shows that the performance of
the LSTM method is better than that of the RBF method and the PSO-LSTM is the best for
this experimental dataset.

Compared with the simple LSTM neural network, the PSO algorithm can effectively
obtain the optimal important parameters of the LSTM network, and improve the accuracy
of the original LSTM neural network method which saves time and improves efficiency.
The design of the PSO-LSTM method structure is useful.

To sum up, the method described in this paper is useful for the improvement of the
positioning and velocity measurement accuracy of the inertial navigation system with
satellite blocking.

5. Conclusions

Aiming at the problem that the accuracy of traditional GNSS/INS integrated nav-
igation degrades to INS when satellite signals are lost or interfered with, in this paper,
the PSO -LSTM neural network model is established to assist the integrated system. The
network model can predict the GNSS position increment under the condition of satellite
blocking and obtain the pseudo-GNSS signal by accumulation. The pseudo-GNSS signal
is used to compensate the observed value in the integrated system. By combining the
advantages of LSTM and PSO, the model can quickly and accurately obtain the optimal
combination of the number of hidden units and the batch size parameters of the neural
network, and obtain a good effect of GNSS location increment prediction. At the same
time, the improved threshold function is used to denoise the IMU data, which improves
the SNR effectively. Finally, the performance of the algorithm is verified by designing a
vehicle navigation experiment. Compared with other methods, this method can effectively
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improve the accuracy in the case of satellite blocking. When the satellite is lost for 30 s, the
maximum error of latitude and longitude can be reduced by at least 98.06% and 98.47%,
respectively, compared with INS. When the satellite is lost for 60 s, the maximum error of
latitude and longitude can be reduced by at least 98.78% and 99.10%, respectively, com-
pared with INS. The experimental results show that this method has the significance of
improving navigation accuracy in practice.

There are still some limitations in this paper. Further research can focus on improv-
ing the filtering algorithm, adapting to the complex electromagnetic environment and
increasing the training dataset to improve the prediction effect and navigation accuracy.
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