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ABSTRACT Aiming at the problem that the existing bit scrambling encryption algorithm is not sensitive to

the bit scrambling between 8 bits of one pixel, and the anti-noise and anti-selective plaintext attack ability

is weak, a 3D cyclic shift bit scrambling image encryption algorithm is proposed in this paper. Discarding

the scrambling mode of 8 bits of one pixel and the bits of all pixels, the pixel values are converted into

binary arrays and then converted into 3D matrices in this paper. And the higher bit-planes and the lower

bit-planes, which contain the plaintext information of different weights, are scrambled by cyclic shifting

respectively. Therefore the sensitivity of the bit scrambling, the anti-noise attack ability of the algorithm and

the randomness of intermediate ciphertext are improved. Moreover the randomness and the anti-noise ability

can be adjusted by changing the number of higher bit-planes according to different encryption requirements.

A new type of Logistic-Fibonacci (L-F) cascade chaos is constructed to generate random sequences, which

solves the problem of blank windows in the uneven distribution of Logistic chaos. The initial value and the

control parameters are increased, the sequence randomness is improved, and the fastness of low-dimensional

chaos is preserved. By strongly correlating the key with SHA-256 of the plaintext, the key stream can change

adaptivelywith the plaintext, which greatly improves the sensitivity of the plaintext and the ability of resisting

the selective plaintext and ciphertext attack. The experiments show that the algorithm can encrypt all kinds

of images with high efficiency, and can resist common attacks. It is a secure and reliable image encryption

algorithm.

INDEX TERMS Image encryption, L-F cascade chaos, 3D bit scrambling, SHA-256.

I. INTRODUCTION

Images have the characteristics of intuition and vividness,

which is widely used in the modern digital age. However,

it is vulnerable to various attacks by hackers. For exam-

ple, literature [1]–[4] propose a series of image copy-move

forgery detection schemes. Therefore, more and more schol-

ars pay attention to image security. Traditional encryption

methods, such as DES, AES and IDEA, are suitable for text

encryption and inefficient in image encryption [5], [6]. Some

new encryption methods have been proposed, such as the

encryption scheme of pixel position scrambling and pixel

The associate editor coordinating the review of this manuscript and

approving it for publication was Ke Gu .

value replacement proposed by Chen G et al. [7] in 2004,

which satisfies Shannon’s confusion and diffusion principle

of cryptographic design, and has attracted a lot of attention,

improvement in literature [8]–[10]. However, because the

chaotic sequence is not related with the plaintext, the encryp-

tion method is broken by choose plaintext/ ciphertext

attack [11]–[13]. In 2010, Ye [14] proposed the idea of

bit scrambling to convert the image into a two-dimensional

binary matrix of M×8N. On this basis, the scrambling oper-

ation is performed, so that the pixel positions and the pixel

values are changed in one operation, and the encryption

algorithm complexity is reduced to save the encryption time.

However, the security is low, and it is attacked by known

plaintext, selected plaintext, and ciphertext only [15]–[17].
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Moreover, the algorithm uses the row-column transformation,

and does not change the proportion of 0, 1, so that the

ciphertext distribution is not uniform enough. In the same

year, Zhang et al. [18] added an XOR operation between

different positions of the same picture after bit scrambling.

This changes the 0 and 1 ratios to make the ciphertext dis-

tribution more uniform, but the encryption process becomes

cumbersome and increases the encryption time. At the same

time, the above two bit scrambling encryption methods are

not good for some dark or white images, especially for pure

white or pure black.

Recently, a large number of scholars have improved the

above two types of encryption methods [19]–[25]. For exam-

ple, Xiao-heng et al. [19] in 2014 and Guo-bo et al. [20]

in 2016 added bit scrambling after pixel position scrambling

on the basis of Literature [7], which not only retained the

advantages of the original algorithm, but also further changed

the pixel value through bit scrambling, better concealed the

statistical characteristics of plaintext. By associating chaotic

sequence with plaintext, the intermediate key adaptively

changes with the plaintext, which makes it more effective to

resist the selective plaintext attack, but it is still broken by

Shuqin Zhu’s selective plaintext attack [26]. Sun [21] added

bit scrambling and DNA coding in Literature [7] in 2018,

which increased the complexity of the algorithm and better

resisted all kinds of attacks, but the over-complex algorithm

increased the encryption time. The scrambling between 8 bits

of one pixel in the literature [19]–[21] causes insensitivity to

bit scrambling because it does not change the ratio of 0, 1 bit

of each pixel value. That is to say, in the process of decryption,

the outline of the plaintext can be seen without decrypting

the bit scrambling. At the same time the encryption process

is relatively cumbersome. In 2018, Gan et al. [22] used 3D

bit scrambling, while Lv et al. [23] rearranged all binary

numbers according to certain rules and then scrambled them.

In this way, replacing the above pixel position scrambling and

the scrambling between 8 bits of one pixel saves encryption

time and overcomes the problem that the bit scrambling is not

sensitive. However, the above improved algorithm scrambles

the higher and lower bits together, which causes the higher

bits to be switched to the lower, the ability to resist noise

attack is reduced. At the same time, the method of pure

row-column scrambling can’t change the 0, 1 ratio of each

row and column, the distribution of scrambled ciphertext is

not uniform enough, and the ability of anti-statistical analy-

sis is weak. Especially in Literature [23], in the process of

plane scrambling, it is impossible to change the proportion

of 0 and 1 per plane when the whole plane is scrambled

together.

Chaotic system has good pseudo-randomness, ergodic-

ity, high sensitivity to initial values and system parameters.

Using chaotic system to generate intermediate key stream

can reduce key volume, facilitate key transmission and dis-

tribution, and improve key sensitivity [27], [28]. Therefore,

chaotic-based image encryption scheme is considered to be

an image encryption scheme with great potential [29], [30].

A variety of chaos from one-dimensional logistic to five-

dimensional hyperchaotic are also used in the above encryp-

tion algorithms. The one-dimensional chaotic logistic simple

generation time is short, but there is a problem that the dis-

tribution is not uniform and the randomness is not high [31].

The high-dimensional chaotic dynamics are stronger, but the

time-consuming is longer.

This paper constructs a new type of L-F cascade chaos,

which overcomes the problem of uneven distribution while

ensuring the rapidity of Logistic. The chaotic interval, initial

value and parameters are enlarged to increase the key space

and enhance the system’s ability to resist brute force attacks.

The randomness of the scrambled ciphertext is improved and

the insensitivity of the bit scrambling is overcome by using

the bit scrambling method of 3D cyclic shift. Separating the

higher bit-planes containing a large amount of plaintext infor-

mation from the lower bit-planes of a small amount of infor-

mation improves the system’s ability to resist noise attacks.

The advantages and disadvantages of pixel scrambling and

bit scrambling are compared through experiments. Accord-

ing to different encryption needs, the appropriate higher bit-

planes number is selected, and the ciphertext randomness

after scrambling and the anti-noise ability of the algorithm

are coordinated. The encryption system uses SHA-256 of the

plaintext to strongly correlate chaotic keys, which effectively

improves the plaintext sensitivity and the ability to resist the

selective plaintext attack.

II. ENCRYPTION SCHEME

The encryption algorithm in this paper includes three parts:

L-F cascade chaos; key generation; 3D bit scrambling. The

principles of these three parts are introduced below.

A. L-F CASCADE CHAOS

Logistic chaotic mapping is simple to express, easy to imple-

ment, and has good randomness. It is widely used in vari-

ous fields of chaotic secure communication. The mapping is

defined as [31]

xn+1 = µxn(1 − xn) (1)

The chaotic map is in a chaotic state when the parameter

µ ∈(3.57,4], and its value is distributed in the range of

(0,1). In order to overcome the problem of blank windows

in the uneven distribution of Logistic chaos, the Logistic and

third-order Fibonacci cascade is used to make the full map

and distribute more uniformly when the parameter µ is in

the chaotic interval. The third-order Fibonacci function is as

follows [32].

Fn = (AFn−1 + BFn−2 + CFn−3) mod M (2)

In (2) A, B, C and M represent constants, mod is modular

operation. The L-F process takes the sequence xn generated

by Logistic as A, B and C in the third-order Fibonacci, and

replaces each F with a set of A, B and C values. In order

to make the initial value very sensitive, three initial values
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FIGURE 1. Bifurcation and sequence distribution diagrams of logistic
and L-F.

TABLE 1. Logistic and L-F NIST SP800-22 randomness test.

take the same value, namely F1 = F2 = F3 = int F .

The Equation is expressed as

Fn = (xn−1Fn−1 + xn−2Fn−2 + xn−3Fn−3) mod M (3)

In order to make the generated data consistent with the

data range generated by Logistic, it is convenient to use in

encryption, and then the generated sequence is mod 1, that is

Bn = Fn mod 1 (4)

The bifurcation diagram of Logistic and L-F, the sequence

distribution diagram and the random test of iteration 108

sequences, when µ = 3.999, x0 = 0.5, int F = 0.9 and

M = 191, are shown in Figure 1 and Table 1.

Figure 1 shows that the L-F parameter range is wider than

Logistic, and there is no blank window in the chaotic interval,

the distribution is more uniform, and the number of initial

values and control parameters is increased. The NIST test

is a pass test as long as the probability is greater than 0.01.

The greater the probability, the higher the randomness. From

Table 1, we can see that all 16 tests of L-F have passed

and are better than Logistic randomness. From the above

analysis, it can be concluded that L-F ismore secure for image

encryption and can better withstand statistical analysis and

brute force attack.

Chaos with different dimensions is generated on Intel (R)

core (TM) i5-8500 CPU@ 3.00Hz, 8GB memory and win10

64 bit operating system computers. The average time of gen-

erating 106 sequence values with MATLAB 2016a is shown

in Table 2.As can be seen from Table 2, L-F also retains the

short time characteristic of logistic generating sequence.

B. KEY GENERATION

In this paper, there are two sets of keys key1(x0,1, µ1,

int F0,1, k) and key2(x0,2, µ2, int F0,2), which are the initial

values and parameters of 3D bit scrambling and diffusion

chaos respectively. For another parameter M in L-F chaotic

system, the full text is set to 191. The k is the number of

higher bit-planes scrambled in 3D, which is not associated

with plaintext for convenience of direct control. Chaotic keys

are connected with plaintext SHA-256, which makes the key

stream adaptively change with plaintext. With the change of

key stream, there is a strong avalanche effect between plain-

text and ciphertext, which improves the ability of resisting

selective plaintext and ciphertext attack and realizes ‘‘one

plaintext, one key’’ and ‘‘one time, one key ’’. The 256-bit

hash value of plaintext is divided into a group of eight bits,

which can be expressed as H = h1, h2, · · · , h32, of which hi
is hi = [hi,0, hi,1, · · · , hi,7]. The x and the intF are generated

according to the following.

x0,1 = mod((x ′
0,1 + mod((h1 ⊕ h2 ⊕ h3 ⊕ h4 ⊕ h5

× ⊕ h6 ⊕ h7 ⊕ h8), 256)/256), 1) (5)

int F0,1 = mod((int F ′
0,1 + mod((h9 ⊕ h10 ⊕ h11 ⊕ h12

× ⊕ h13 ⊕ h14 ⊕ h15 ⊕ h16), 256)/256), 1) (6)

x0,2 = mod((x ′
0,2 + mod((h17 ⊕ h18 ⊕ h19 ⊕ h20 ⊕ h21

× ⊕ h22 ⊕ h24 ⊕ h25), 256)/256), 1) (7)

int F0,2 = mod((int F ′
0,2 + mod((h25 ⊕ h26 ⊕ h27 ⊕ h28

× ⊕ h29 ⊕ h30 ⊕ h31 ⊕ h32), 256)/256), 1) (8)

Among them, ⊕ is XOR operation, x ′
0,1, x

′
0,2 ∈ [0, 1],

int F ′
0,1, int F

′
0,2 ∈ [0, 1]. The control parameters µ1 and µ2

are generated by x0,1, int F0,1, x0,2 and int F0,2.

µ1 = mod(µ′
1/4+x0,1+int F0,1, 1)×(4 − 1.5) + 1.5 (9)

µ2 = mod(µ′
2/4+x0,2+int F0,2, 1)×(4 − 1.5) + 1.5 (10)

In (9) (10) the µ′
1, µ′

2 ∈ [1.5, 4]. x ′
0,1, x

′
0,2, int F

′
0,1,

int F ′
0,2, µ′

1, µ′
2 and k can be set according to the need to

control the encryption system conveniently.
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TABLE 2. Time comparison table (units: s).

C. 3D BIT SCRAMBLING

The process of 3D bit scrambling is to convert plaintext image

into binary sequence, and convert it into 3D matrix according

to the number of artificially set higher bit-planes, and then

scramble higher bit-planes and lower bit-planes separately.

1) CONSTRUCTION OF 3D BIT MATRIX

Before bit scrambling, image pixels need to be converted into

binary digits and reconstructed. Here introduces the scram-

bling method of color image. Gray and binary images are

not reconstructed. The color map has three channels of RGB.

First, we separate the three channels and convert them into

three m × n × 8 binary matrices. Put three-channel higher

bit-planes together and lower bit- planes behind. Taking the

number of higher bit-planes is 4 as an example, the first four

bit-planes of B, G and R are placed on planes 1-4, 5-8 and

9-12 respectively, and then the last four bit-planes are placed

on planes 13-16, 17-20 and 21-24 respectively to form a 3D

matrix of m× n× 24. The conversion process of 3× 3 color

image is shown in Figure 2.

FIGURE 2. The process of image transformation into binary and
reorganization.

2) BIT SCRAMBLING

In this paper, we adopt the scrambling method of right cir-

cular shift, such as [1, 2, 3, 4, 5, 6, 7, 8, 9] shifting 4 posi-

tions to [6, 7, 8, 9, 1, 2, 3, 4, 5]. The scrambling in this

paper is mainly divided into two steps: Row and col-

umn cyclic shift scrambling according to the given ran-

dom sequence on each plane; Row and column cyclic shift

operation between the first 3 × k planes and the last

3× (8− k) planes (for gray image and binary image, the first

k planes and the last 8-k planes) respectively. In the case

FIGURE 3. Row and column scrambling on each plane.

FIGURE 4. Row and column scrambling between planes.

FIGURE 5. Encryption process.

of k = 4, the two-step graphical process is given as shown

in Figure 3 and Figure 4.

In Figures 3 and Figure 4 the random sequences

{1 ≤ R1 ≤ n |R1 ∈ N }, {1 ≤ R2 ≤ m |R2 ∈ N },

{1 ≤ R3 ≤ 3× k |R3 ∈ N }, {1 ≤ R4 ≤ 3× (8− k) |R4 ∈ N }

(in gray image encryption {1 ≤ R3 ≤ n |R3 ∈ N }, {1 ≤ R4 ≤

8 − k |R4 ∈ N }), where N is an integer, m, n is the number

of rows and columns of the plaintext image, and k is the set

number of higher bit-planes. After completing the scrambling

operationmentioned above, a decimal noise-like intermediate

ciphertext is obtained by 3D constructing reverse operation

according to section II .C.1), which is prepared for the next

diffusion operation.
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FIGURE 6. Encryption and decryption results.

III. IMAGE ENCRYPTION AND DECRYPTION PROCESSES

Image encryption is mainly divided into two steps: 3D bit

scrambling encryption; diffusion operation. The encryption

process is shown in Figure 5.

A. 3D BIT SCRAMBLING

In this paper, themain steps of 3D bit scrambling are shown in

Section II C. First, an image f of m× n is read and converted

into binary sequence, then a simple reorganization between

9900 VOLUME 8, 2020
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binary sequences is made into a 3D matrix. On this basis,

bit scrambling is carried out and then converted into deci-

mal intermediate ciphertext. Four random sequences R1, R2,

R3, and R4 are generated by chaotic sequence L-F cascade

chaos. In order to eliminate the transient effect, it is iterated

N0,1 times. N0,1 is related to the initial value and parameter,

the Equation is as shown in (11).

N0,1=200+

⌊

mod((x0,1+int F0,1+µ1)×1012, 200)
⌋

(11)

⌊ ⌋ is upgraded. After iterating N0,1 times, the chaotic

sequence T can be obtained by continuing to iterate

26 × (m + n) times (gray image only needs 10 × (m + n)

times, changing 24 of (12-13) to 8, changing 3 × k of (14)

to k , and changing 3 × (8 − k) of (15) to 8 − k). Equa-

tions (12-15) converts it into four random sequences R1, R2,

R3 and R4 that are available for scrambling. The specific

bit scrambling encryption process of color image is shown

in Algorithm 1.

R1i =

⌊

mod(Ti×1012, n)
⌋

+1, i=1, 2, · · · , 24×m (12)

R2i =

⌊

mod(T24×m+i×1012,m)
⌋

+1, i=1, 2, · · · , 24×n

(13)

R3i =

⌊

mod(T24×(m+n)+i × 1012, 3 × k)
⌋

+ 1

i = 1, 2, · · · , 2 × m (14)

R4i =

⌊

mod(T26×m+24×n+i × 1012, 3 × (8 − k))
⌋

+ 1

i = 1, 2, · · · , 2 × n (15)

B. DIFFUSION OPERATION

3D bit scrambling changed the position of 0 and 1 bit,

but did not change the overall proportion. The main pur-

pose of diffusion operation is to change its proportion

and better cover up the statistical characteristics of the

image. At the same time, it also plays a diffusion role

and increases the avalanche effect between plaintext and

ciphertext.

The random sequence R5 used in the diffusion process

is generated by L-F cascade chaos. In order to eliminate

the transient effect, the sequence is obtained by iterating

N0,2 times, then 3 × m × n times (gray image only needs

m + n times) and converted from (17) to integer sequence

R5 between 0 and 255.

N0,2 = 200+

⌊

mod((x0,2+int F0,2+µ2)×1012, 200)
⌋

(16)

R5i =

⌊

mod(T ′
i × 1012, 256)

⌋

i = 1, 2, · · · · · · (17)

The random sequence R5 is transformed into a 3D matrix,

which is the same as the intermediate ciphertext, in the order

of row, column and plane, and then diffused by (18-20).

If it is grayscale image encryption, it only needs to use the

grayscale image as the R channel of the color map, and bring

Algorithm 1 3D bit Scrambling

Input: Color images f of size m × n and key1

1: Converting f into a 3D matrix P of m×n×24 according

to the 3D conversion mode of section II .C.1.

2: The number of pre-iterations is calculated by key1 and

(11) and the chaotic sequence T is obtained by introducing

L-F cascade chaotic system.

3: The chaotic sequences R1, R2, R3 andR4 for scrambling

are obtained by using (12) (13) (14) (15).

4: Scrambling by following pseudocode

for k1=1:24

for i1=1:m

tem(i1,:, k1)=cirshift(P(i1,:, k),

R1((k1-1)∗m+i1));

end

for j1=1:n

tem1(:, j1, k1)=cirshift(tem(:, j1, k),

R2((k1−1)∗n+j1));

end

end

for i2=1:m

tem2(i2,:,:)=cat(3, cirshift(tem1(i2,:,1:3∗k),

R3(2∗i2-1)),

cirshift(tem1(i2,:,3∗k+1:24),

R3(2∗i2)));

end

for j2=1:n

tem3(:, j2,:)=cat(3, cirshift(tem2(:, j2,1:3∗k),

R4(2∗j2-1)),

cirshift(tem2(:, j2,3∗k+1:24),

R4(2∗j2)));

end

5: The decimal intermediate ciphertext TC is obtained by

reverse operation of tem3 in section II .C.1) 3D conversion

mode.

Output: Intermediate ciphertext TC.

In the pseudocode above, a= cirshift (b, c) shifts array b to

the right in step c and assigns the result to a. a = cat (3, b,

c) is a newmatrix composed of three-dimensional matrices

b and c by overlapping planes, and assigned to a.

it into the formula (18) to complete the diffusion encryption

operation.

CR(i, j)=







































mod(TCR(i, j)+R5R(i, j), 256)⊕CR0,

i = 1, j = 1

mod(TCR(i, j)+R5R(i, j), 256)⊕CR(i−1, n),

1 < i ≤ m, j = 1

mod(TCR(i, j)+R5R(i, j), 256)⊕CR(i, j−1),

1 < j ≤ n

(18)
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CG(i, j)=







































mod(TCG(i, j) + R5G(i, j), 256) ⊕ CG0,

i = 1, j = 1

mod(TCG(i, j)+R5G(i, j), 256)⊕CG(i−1, n),

1 < i ≤ m, j = 1

mod(TCG(i, j)+R5G(i, j), 256)⊕CG(i, j−1),

1 < j ≤ n

(19)

CB(i, j)=







































mod(TCB(i, j) + R5B(i, j), 256) ⊕ CB0,

i = 1, j = 1

mod(TCB(i, j)+R5B(i, j), 256)⊕CB(i− 1, n),

1 < i ≤ m, j = 1

mod(TCB(i, j)+R5B(i, j), 256)⊕CB(i, j− 1),

1 < j ≤ n

(20)

CR, CG and CB are R, G and B channels of ciphertext

respectively. Similarly, TCR, TCG, TCB and R5R, R5G, R5B

are three channels of intermediate ciphertext and random

sequence converted to 3D matrix. CR0, CG0 and CB0 are the

initial values of diffusion. CR0 uses key2 to generate in (21)

while CG0 and CB0 are CR(m, n) and CG(m, n), respectively.

This makes the latter ciphertext affected by the former cipher-

text. The former channel of the three channels also affects

the latter channel ciphertext generation. Compared with the

way of setting an initial value for each of the three channels

in reference [23], the influence between the three channels

is more obvious. The specific steps of diffusion operation of

color image are shown in Algorithm 2.

CR0 =

⌊

mod((x0,2 + int F0,2 + µ2) × 1012, 256)
⌋

(21)

C. DECRYPTION PROCESS

The decryption process is the inverse process of the encryp-

tion process. The intermediate ciphertext TC is obtained by

using (22-24) (Grayscale images only need to be brought

in (22)) for diffusion decryption.

TCR(i, j)

=



































mod(CR(i, j) ⊕ CR0 + 256 − R5R(i, j), 256),

i = 1, j = 1

mod(CR(i, j) ⊕ CR(i− 1, n)+256−R5R(i, j), 256),

1 < i ≤ m, j = 1

mod(CR(i, j) ⊕ CR(i, j− 1)+256−R5R(i, j), 256),

1 < j ≤ n

(22)

TCG(i, j)

=



































mod(CG(i, j) ⊕ CG0 + 256 − R5G(i, j), 256),

i = 1, j = 1

mod(CG(i, j) ⊕ CG(i− 1, n)+256−R5G(i, j), 256),

1 < i ≤ m, j = 1

mod(CG(i, j) ⊕ CG(i, j− 1)+256−R5G(i, j), 256),

1 < j ≤ n

(23)

Algorithm 2 Diffusion Operation

Input: Intermediate ciphertext TC, key2

1: The number of pre-iterations is calculated by using

key2 and (16), which are brought into L-F cascade chaotic

system to obtain chaotic sequence T’.

2: The chaotic sequence R5 used for scrambling is obtained

by using (17) and converted into a 3D matrix like the

intermediate ciphertext.

3: The initial value CR0 of diffusion is obtained by using

key2 and (21).

4: Diffusion operations are performed according to the

following pseudocode

for k=1:3

switch k

case 1

cc=CR0;

case 2

cc=C(m,n,1);

otherwise

cc=C(m,n,2);

end

for i1=1:m

for j1=1:n

if (i1==1 && j1==1)

C(i1,j1,k)=bitxor(mod(TC(i1,j1,k)

+R5(i1,j1,k),256),cc);

elseif (i1∼=1 && j1==1)

C(i1,j1,k)=bitxor(mod(TC (i1,j1,k)

+R5(i1,j1,k),256),C(i1-1,n,k));

else

C(i1,j1,k)=bitxor(mod(TC (i1,j1,k)

+R5(i1,j1,k),256),C(i1,j1-1,k));

end

end

end

end

Output: Ciphertext C.

TCB(i, j)

=



































mod(CB(i, j) ⊕ CB0 + 256 − R5B(i, j), 256),

i = 1, j = 1

mod(CB(i, j) ⊕ CB(i− 1, n)+256−R5B(i, j), 256),

1 < i ≤ m, j = 1

mod(CB(i, j) ⊕ CB(i, j− 1)+256−R5B(i, j), 256),

1 < j ≤ n

(24)

The intermediate ciphertext is converted into 3D binary

matrix according to section II .C.1). Firstly, R4 and R3 are

used to transform the left cyclic shift of column-rows between

planes. Then, R2 and R1 are used to transform the left cyclic

shift of column-row for each plane. Finally, transform it

according to the inverse of Section II .C.1) convert to decimal

decrypted image f.
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IV. EXPERIMENTAL ANALYSIS

In order to verify the validity and feasibility of the proposed

algorithm, MATLAB R2016a is used as the simulation plat-

form, and grayscale, binary image, color image, and pure

black white image are selected as plaintext. Set x ′
0,1, x

′
0,2,

int F ′
0,1, int F

′
0,2, µ′

1, µ′
2 and k to 0.9, 0.95, 0.9, 0.95, 1.6,

1.65 and 3 respectively, and then generate different keys

according to SHA-256 of different encrypted images. The

results of encryption and decryption and the corresponding

histogram are shown in Figure 6.

Figure 6 shows that the intermediate ciphertext and cipher-

text of gray image, binary image and color image are noise-

like images. The histogram of the intermediate ciphertext has

been changed compared with the plaintext, and the cipher-

text histogram has been fairly smooth, which well conceals

the plaintext information. For pure black and white images,

because bit scrambling can’t change the proportion of 0 and

1 bits, so the intermediate ciphertext is the same as plaintext,

but the ciphertext histogram is smooth, the distribution of

pixel values is uniform, so this paper can encrypt all kinds

of images very well. The decrypted image under the correct

key is exactly the same as the plaintext, which shows that the

decryption effect is good.

A. COMPARISON AND ANALYSIS OF ANTI-NOISE ABILITY

AND DISTRIBUTION OF 3D BIT SCRAMBLED CIPHERTEXT

In this paper, when 3D bit scrambling, the planes with

more plaintext information are scrambled separately from

the planes with less plaintext information. When the number

of higher bit-planes of the three channels is increased from

0 to 8, the information entropy (H ) of the ciphertext after

scrambling and the correlation coefficient (CC) between the

plaintext and decrypted image of the ciphertext with the

Gaussian noise of intensity 0.1, are as shown in the Figure 7.

The higher bit-plane number is 0 as a special case, and the

right circular shift is used to perform pixel value scram-

bling, so as to compare the difference between bit scrambling

and pixel scrambling. Equation (25-27) respectively obtains

image information entropy, adds Gaussian noise to the image,

and CC of the two images.

H =

255
∑

i=0

p(i) log
1

p(i)
(25)

rm = uint8(rm× (1 + k1G)) (26)

CC =

M
∑

i=1

N
∑

j=1

[f (x, y)−f ][F(x, y)−F]

√

M
∑

i=1

N
∑

j=1

[f (x, y)−f ]2

√

M
∑

i=1

N
∑

j=1

[F(x, y)−F]2

(27)

Among them, p(i) is the probability when the pixel value

is i. k1 is the noise intensity. G is Gaussian noise of the mean

value is 0 and variance is 1. uint8(x) is rounded-off when

x ∈ [0, 255], 0 when x < 0, and 255 when x > 255. f (x, y)

FIGURE 7. The ciphertext information entropy and the CC between
decryption image and plaintext.

as plaintext, F(x, y) as decrypted image, f and F as the mean

of corresponding image pixels.

Figure 7 is obtained with scrambling only and no diffu-

sion process. The scrambling of k = 0 visible pixels does

not change the pixel value, so the information entropy is

relatively low, but it has the strongest anti-noise ability. Bit

scrambling anti-noise ability is reduced, but the plaintext

information can be clearly seen when the noise intensity is

not too large. At the same time, it changes the pixel value

while changing the position, and the ciphertext information

entropy is greatly improved. Therefore, bit scrambling is still

very practical. It can be seen from Figure 7 that in most

cases, the information entropy will increase with the increase

of k , except for some images with extremely uneven ratios

on some planes of 0 and 1 bits, such as Teresa Teng, but

they are much higher than the pixel scrambling. The anti-

noise ability generally decreases as k increases, but anoma-

lies occur when k = 1, which is mainly due to the fact

that the second bit-plane with a large amount of plaintext

information participates in the lower bit-planes scrambling.

This paper can adjust k according to different encryption

requirements for information entropy and anti-noise ability.

Since k = 3 has better information entropy and strong anti-

noise attack ability, this paper selects k = 3 without special

explanation.

B. SENSITIVITY ANALYSIS OF BIT SCRAMBLING

The scrambling of 8 bits of one pixel is not sensitive in the

bit scrambling process, that is, the plaintext information can

be seen without performing bit scrambling in the decryption

process. In this paper, we use 3D bit scrambling to solve

the problem. Since the comparative literature uses grayscale

images, this section of the plaintext image uses grayscale

images, and the decryption image of our encryption algorithm

and reference [19]–[21] without bit scrambling in the decryp-

tion process are shown in Figure 8.

From Figure 8, it can be seen that the image decrypted

without bit scrambling in reference [19]–[21] can still see the

outline of plaintext image. The imagewith high contrast, such

as Teresa Teng, has worse encryption effect and completely

loses effect when binary image appears. In these three cases,

the proposed encryption algorithm can’t see the plaintext

information at all. Therefore, the encryption scheme in this

paper is more sensitive to the bit scrambling.
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FIGURE 8. Sensitivity analysis of chaotic sequences used for bit scrambling.

FIGURE 9. Clipped ciphertext and its decrypted image.

C. ROBUSTNESS ANALYSIS

In the process of ciphertext transmission, ciphertext is vul-

nerable to information loss and pollution, so a good encryp-

tion algorithm must have the ability to resist crop and noise

attacks. Next, the anti-cropping and anti-noise attacks of

encryption algorithms are compared and analyzed.

1) CROPPING ATTACK

Figure 9 shows the areas of 1/16, 1/8, 1/4, and 1/2 cut in the

ciphertext image when the color image Lena (256∗256) is

used as the plaintext. And give the corresponding decrypted

image. As can be seen from Figure 9, when 50% of the data is

lost, the decrypted image can still be recognized and contains

FIGURE 10. Comparison of CC and MSE.

most plaintext information, which shows that the encryption

algorithm has strong robustness against cropping attacks.

To compare the anti-cropping ability, the CC between

decrypted and plaintext images with the same size of
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FIGURE 11. Decrypted image with noise added to ciphertext.

ciphertext cropping is calculated as shown in Table 3. In the

comparison literature, there are color image encryption and

grayscale image encryption. Therefore, the gray and color

maps of Lena and Teresa Teng are used as plaintext and the

ciphertext is cut 50% to obtain the decrypted image, and the

CC is obtained with between decrypted and plaintext images.

In Table 3, the CC of gray scale image is the mean of

two images and the CC of color image is the mean of three

channels of two images. Table 3 shows that the CC between

decrypted image and plaintext can reach 0.4 when 50% of the

ciphertext is crop, which is better than reference [19]–[23].

It shows that the algorithm has a good ability to resist the cut

attack.

2) NOISE ATTACK

In this paper, Equation (26) is used to add Gauss noise to

ciphertext, and mean square error (MSE) and CC are used

to evaluate the quality of decryption. The smaller the MSE

and the closer the CC to 1, the smaller the difference between

decrypted image and plaintext, the better the decryption effect

and the better the robustness of the encryption system.

MSE =
1

M × N

M
∑

i=1

N
∑

j=1

[F(x, y) − f (x, y)]2 (28)

The CC andMSE between the decrypted image and plain-

text are calculated after adding noise of different intensity as

shown in Figure 10.

MSE and CC of the color image in Figure 10 are the

average values of the RGB three channels. It can be seen

from Figure 10 that with the change of the noise intensity k1,

theCC of the proposed algorithm is closest to nearly 1 and the

MSE is the smallest, so the algorithm has the strongest anti-

noise attack capability. In order to visually see the difference,

the image is decrypted when k1 = 0.15 and plaintext as Lena,

as shown in Figure 11.

It can be seen from Figure 11 that the encryption algorithm

has the clearest decryption image under the same intensity

noise attack, and retains more detailed information. In the

comparative literature, the higher bits and the lower bits are

scrambled together, and the anti-noise attack capability is sig-

nificantly reduced. In particular, the reference [22] scrambles

the entire plane between 24 planes when the 3D Scrambling,

and the ability to resist noise attacks is highly dependent

on these 24 random numbers. At the same time, in [22],

in order to improve the interaction between the three channels

of RGB, the XOR between different channels is increased

during the diffusion, so that the items related to ciphertext

in the decryption process are one more than the proposed

algorithm and the reference [23]. This reduces it anti-noise

attack capability again. The proposed algorithm uses high and

low binary planes to separate scrambling, so that high-order

binary will not appear in the low-order planes. At the same

time, the row and column are performed twice in the process

of scrambling between planes, and the planes of each cor-

responding row and column are equivalent to the sum of the

cyclic shifts twice, so that the number of cyclic shifts between

planes corresponding to each row and column different, there

will be no case where the same plane is changed to another

planes. This scrambling process greatly improves the noise

immunity of the proposed algorithm.

Through the analysis of the crop attack and the noise attack,

it can be seen that the encryption algorithm greatly improves

the anti-noise attack ability without reducing the anti-crop

attack capability, so the proposed algorithm is more robust.

D. STATISTICAL CHARACTERISTIC ANALYSIS

This paper mainly analyses the statistical characteristics from

two aspects. One is the distribution of image pixel values and

the degree of value confusion, that is, histogram and entropy.

VOLUME 8, 2020 9905



Y. Guo et al.: Image Encryption Algorithm Based on L-F Cascade Chaos and 3D bit Scrambling

TABLE 3. CC between decrypted image and plaintext after 50% ciphertext cropping.

TABLE 4. The χ
2 value of histogram of gray scale images.

TABLE 5. The χ
2 value of histogram of color scale images.

The other is the degree of correlation between adjacent pixels

and three channels of color image.

1) HISTOGRAM ANALYSIS

Histogram has been given in Figure 6, next we mainly use

χ2 of the histograms to quantitatively reflect the unifor-

mity of histogram. The χ2 value of histograms of the cor-

responding plaintext, intermediate ciphertext and ciphertext

in Figure 6 are given in Table 4 and Table 5. In order to com-

pare the encryption effect of other algorithms, Table 4 and

Table 5 also gives the χ2 value of the histogram of the

intermediate ciphertext and ciphertext of other algorithms.

χ2 of histograms of an image with 256 gray levels can be

computed by [34]

χ2 =

255
∑

i=0

(zi − kk/256)2

kk/256
(29)

where z = {z0, z1, · · · , z255} is the vector of the histogram

values, and zi is the numbers of pixels which gray values

are equal to i. kk/256 is the expected occurrence frequency

of each gray level and kk is the number of all the pixels.

The χ2 of the histograms of color image in Table 5 are

the mean values of three channels. When the significant

level are 0.05 and 0.1, the corresponding χ2(0.05, 255) and

χ2(0.1, 255) are 293.25 and 284.34, respectively. The smaller

the value of the χ2, the more uniform the histogram distribu-

tion. If the χ2 value is lower than 293.25, it passes the χ2

test [34]. It can be seen from Table 4 and Table 5 that the χ2

value of the intermediate ciphertext in the proposed algorithm

is significantly lower than that in reference [19]–[23] when

using Lena and Fingerprint images, so the histogram distribu-

tion of the intermediate ciphertext in the proposed algorithm

is more uniform and the encryption effect is better. At the

same time, the χ2 value of ciphertext is not only less than

293.25 but also less than 284.34, so the proposed algorithm

can pass the χ2 test well.

2) ENTROPY ANALYSIS

Information Entropy is used to represent the overall random-

ness of a picture. The ideal value of information Entropy

is 8 for data of uint8 type. If the information entropy of

ciphertext image is less than 8, it may be attacked by a certain

degree of predictability. The information entropy is shown in

(25) and the results are shown in Table 6 and Table 7.

From Table 6 and Table 7, it can be seen that the random-

ness of ciphertext distribution of the encryption algorithm

proposed in this paper is consistent with existing literatures

and can reach 7.99, which is very close to the ideal value

of 8, this shows that the randomness of ciphertext is very

high. The intermediate ciphertext of this algorithm is also

distributed evenly. In references only the Reference [23] is

higher than our algorithm, and the gap is not very large, unlike

the other comparative, the gap reaches one decimal place.

The contrast reference in gray image only scrambles the 8-bit

binary of a single pixel, and does not change the 0-1 ratio of a

pixel. Obviously, the scrambling effect is not good together.

Reference [22] in color image is 3D scrambling, but when

it scrambles between planes, it scrambles the whole plane

together. It can’t change the 0-1 ratio of each plane, which

makes the information entropy of intermediate ciphertext not

high enough. Our algorithm uses 3D scrambling not only

changes the ratio of 0 and 1 per-pixel, but also changes the

ratio of 0 and 1 per-plane. At the same time, the algorithm can

also adjust the number of higher bit-planes to further improve

the information entropy. There is still a certain advantage in

the randomness of the intermediate ciphertext.

The local Shannon entropy [33] is used to measure the

local randomness of the image. It is divided into three steps

to obtain: firstly, the regions M1, M2, . . . , Mk in which the k

blocks are not repeated are taken in the test image, where in

each region has TB pixel values; then the information of each

region is calculated by using (25). Finally, the local Shannon

entropy is obtained by using (30).

H k,TB =

k
∑

i=1

H (Mi)

k
(30)
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TABLE 6. Information entropy comparison of gray images.

TABLE 7. Information entropy comparison of color images.

TheH (Mi) is the information entropy of theMi submodule.

In this paper, 20 submodules are not repeated in the image to

be tested, and each module has 1936 pixels. The results of

calculating the local Shannon entropy are shown in Table 8.

It can be seen from Table 8 that the average local Shannon

entropy of ciphertext is greater than 7.9 and the plaintext is

less than 7, which means that the ciphertext image obtained

by our algorithm has good local randomness and can resist

entropy attack.

3) CORRELATION ANALYSIS

The adjacent pixels of the plaintext image have high cor-

relation in the horizontal, vertical and diagonal directions,

and the attacker can recover the image by analyzing the

related information. Therefore, an effective encryption algo-

rithm should remove these pixel correlations and generate

low-correlation ciphertext. In order to visually see the cor-

relation of adjacent pixels, 10000 horizontal adjacent pixel

relationship diagrams of the gray Lena image and the color

Lena image of the proposed encryption algorithm are given,

as shown in Figure 12. The CC between the plaintext image

and the ciphertext calculated by (27) is shown in Table 9.

Figure 12 shows that plaintext is mainly distributed on the

diagonal line, indicating that its adjacent pixels are basically

the same, while the distribution of intermediate ciphertext

and ciphertext is very uniform, indicating that the algo-

rithm destroys the correlation of adjacent pixels of plaintext

very well. It can be seen from Table 9 that the effective

FIGURE 12. Lena image horizontal direction adjacent pixel correlation.

coefficient of the CC of the ciphertext of the proposed algo-

rithm reaches the last three decimal places are very close to 0.

Compared with the existing bit scrambling, there is a very low

correlation even more than the Reference [20]–[22]. Well,

the correlation of the ciphertext of the proposed algorithm has

been very low.

The algorithm can also eliminate the high correlation

among R, G and B components of color image. The R, G and

B components of Lena color image plaintext, intermediate

ciphertext and ciphertext are extracted from 10000 pixels in

the same position to draw the correlation figure of pixels,

as shown in Figure 13. At the same time, Table 10 lists the
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TABLE 8. Local shannon entropy.

TABLE 9. Pixel adjacent pixel correlation.

TABLE 10. The same location correlation of three channels.

pixel correlation of the same position between the R, G and

B components of the algorithm and comparative literature.

It can be seen from Figure 13 that the distribution of the

three-channel same position correlation figure in the plaintext

is extremely uneven, mainly distributed in the vicinity of

three straight lines, indicating that the correlation between the

plaintext and the three channels is very high. The interme-

diate ciphertext and ciphertext distribution are very uniform,

indicating that the three-channel correlation is extremely low.

It can be seen from Table 10 that the three-channel CC of

the proposed algorithm is already very low, and the effective

number that is the largest from 0 is also the last three digits of

the decimal point, indicating that there is almost no relation-

ship between them. At the same time, the correlation between

the three positions of the three channels is better than that of

the Reference [22], [23].

By analyzing histogram, χ2 of the histogram, information

entropy, and local Shannon entropy, the proposed algorithm

can achieve good randomness in ciphertext distribution. The

CC adjacent pixels and between R, G, B channels is also very

FIGURE 13. The same position correlation among R, G and B components.

low, so the algorithm can resist the statistical characteristic

attack well.

E. ANTI-DIFFERENTIAL ATTACK ANALYSIS

A differential attack is an attacker attempting to find the

relationship between two ciphertext images by modifying

one pixel or one bit of the plaintext image [35]. In order to

measure the influence of one pixel change on the ciphertext

of the plaintext image, the pixel change rate (NPCR) and

the unified average changing intensity (UACI) method are

used to quantitatively calculate the resilience of the encryp-

tion algorithm to the differential attack. Its Equation is as

follows [36]

NPCR =

∑

i

∑

j

p(i, j)

M × N
(31)

UACI =
1

M × N
[
∑

i

∑

j

|C1(i, j) − C2(i, j)|

256
]×100%

(32)

where p(i, j) = 0 when C1(i, j) = C2(i, j), otherwise

p(i, j) = 1. The ciphertexts C1 and C2 are respectively

encrypted by using two plaintext images with only one pixel

difference of 1, and the NPCR and UACI between the two

ciphertexts are calculated as shown in Table 11. The expected

values for NPCR and UACI for two random images of the

uint8 type are 99.6094% and 33.4635% [35].

It can be seen from Table 11 that the proposed algorithm

NPCR and UACI can reach 99.61 and 33.46, which is close

to the ideal value, indicating that the sensitivity of the plain-

text is high, and there is a strong avalanche effect between

plaintext and ciphertext. It can be seen from Table 12 that

the algorithm and the Reference [22], [21] have the same

NPCR and UACI, which is more effective than others, so the

algorithm can resist the differential attack well.
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TABLE 11. NPCR and UACI between two ciphertexts.

TABLE 12. Compares the mean values of NPCR and UACI in different references.

TABLE 13. Differences between two encrypted images generated by
slightly different keys.

F. KEY SENSITIVITY ANALYSIS

The key sensitivity is that the ciphertext should be completely

different when the key changes slightly during encryption.

Similarly, the decryption results of the two keys should be dif-

ferent when decrypted. In the encryption process, because the

encrypted images are all noise like images, this paper uses the

NPCR andUACI of encrypted images before and after the key

change to quantitatively analyze their differences. Figure 6 (I)

is used as the plaintext, and the encrypted image is obtained

when the key is slightly changed. The NPCR andUACI of the

corresponding encrypted image and Figure 6 (k) are calcu-

lated as shown in Table 13. In the decryption process, we can

easily use the naked eye to observe the decrypted image to

determine whether the decryption is successful when the key

is changed. Figure 6 (k) is used as the ciphertext, and the

decryption image of the key change is obtained as shown

in Figure 14, and calculate it the mean value of the absolute

value of CC of the three channels with plaintext. And every

time, only one parameter is changed and other parameters are

constant.

It can be seen from Table 13 that when the chaotic key

changes only 10−15, the NPCR can reach 99.63% and the

UACI can reach 33.45%, it is very close to the ideal values

of 99.61% and 33.46% of the two random images. It can be

seen from Figure 14 that when the key is slightly changed,

the decrypted image is still a noise like image, and the CC

between the decrypted image and the plaintext is also very

close to 0, so the decrypted image can be considered as

having no relationship with the plaintext at all. After the

above analysis, it can be seen that the algorithm is sensitive

to the key.

G. KEYSPACE ANALYSIS

The keys key1(x0,1, µ1, int F0,1, k) and key2(x0,2, µ2,

int F0,2) in this paper are the initial values and parameters for

the 3D bit scrambling and diffusion operations, respectively.

Among them, {0 ≤ k ≤ 8 |k ∈ N }, and each of the remain-

ing chaotic keys uses double-precision data. It can be seen

from IV. F that the chaotic key is very sensitive when

changing 10−15, so the 15 significant digits after the decimal

point are reserved. It is calculated that the key space of the

algorithm is at least 9 × 1090. The encryption algorithm can

also use another parameter M of chaos, the number of pre-

iterations of the chaotic sequence and the SHA-256 value of

the plaintext as keys, thereby further expanding the key. From

the security point of view, the key space ≥ 2100 ≈ 1030 can

meet the higher security level [27], so the key space of this

algorithm is safe for brute-force attack.

H. ANTI-SELECTIVE PLAINTEXT AND CIPHERTEXT ATTACK

ANALYSIS

Since the choice of plaintext and ciphertext attacks is themost

threatening to the encryption system, if the encryption system

can resist the choice of plaintext and ciphertext attacks, it can

resist other attacks against the encryption system [37]. There-

fore, this paper uses the selected plaintext attack to further

test the security of the system. Select plaintext attack, that

is, the attacker already knows the encryption and decryption

algorithms, and can arbitrarily select the plaintext and put

it into the encryption system to obtain the corresponding

ciphertext, and then analyze the key. The image obtained by

adding the pixel value of one pixel in the Lena color image

VOLUME 8, 2020 9909



Y. Guo et al.: Image Encryption Algorithm Based on L-F Cascade Chaos and 3D bit Scrambling

TABLE 14. Comparison of time complexities of different algorithms.

FIGURE 14. Decrypted image under error key and CC of it with plaintext.

FIGURE 15. Selecting a plaintext attack.

is used as an attack image, and a corresponding key stream is

obtained. And decrypt it with the ciphertext of the plaintext

of the Lena, the result is shown in Figure 15.

It can be seen from Figure 15 that when the attack

image and the plaintext that should be obtained by the

crack have only one pixel value difference of 1, the attack

cannot be successful, which is enough to indicate that there

is no possibility of successful cracking when the attack

image gap is larger. This is mainly because the key is

associated with the hash value SHA256 of the plaintext,

which causes each pair of plaintext and ciphertext to have

different keys, thereby generating different key streams,

achieving ‘‘one plaintext, one key’’, The key stream of

other plaintext and ciphertext pairs is used to decrypt dif-

ferent ciphertexts and lose the effect. The hash values

of the attack image and the plaintext in Figure 15 are

34d336607f972f4dd755681328d2e0b666fa0708526a686ea-

8ca9582475ea383 and 03d301011987ca5f194255ca81 67c-

6ca1881272572f7ce9d08aaa589177e6254, respectiv-ely, and

the key is changed from key1 (0.1305, 2.4062, 0.2320,

3), key2 (0.6258, 3.6191, 0.2469) to key1 (0.7555, 3.5879,

0.0797, 3), key2 (0.2508, 3.9805, 0.7664), so the key stream

obtained from the attack image is simply not correct, so the

cracked image is still a noise-like image.

I. COMPUTATION TIME ANALYSIS

The security of the encryption algorithm is important, and

the encryption speed is also important. Table 14 lists the

encryption time of each algorithm on the platform of chaotic

time comparison.

It can be seen from Table 14 that the Reference [19]–[21]

takes longer to encrypt the gray image, and even more than

the encryption time of some algorithms for color images.

This is mainly because in reference [19]–[21], pixels are

scrambled first and then bits are scrambled. Compared with

reference [22], [23] and the proposed algorithm, there is one

more way to scramble pixel values, and the pixel scrambling

is not repeated scrambling, and the bit scrambling is 8 bits

scrambling of each pixel. These two kinds of scrambling

cycle times are more. In Reference [22], [23], compared

with the proposed algorithm, the number of cycles in bit

scrambling is less, but the chaos they use is more complex,

which makes the time of generating sequence longer. At the

same time, in Reference [22], the process of transforming the

chaotic generated sequence into the available pseudo-random

sequence is too complex, which makes the encryption time

longer than the proposed algorithm. From the above analysis,

we can see that the efficiency of the proposed algorithm is

very high.

V. CONCLUSION

This paper mainly improves in three aspects. Firstly, an L-F

cascade chaos is designed, which solves the problem of blank

windows in the uneven distribution of Logistic chaos, while

retaining the rapidity of low-dimensional chaos. Moreover

the number of the initial value and control parameters are

increased, and the randomness of the sequence is enhanced.

Secondly, a 3D bit encryption method is designed, which

converts all pixels into binary sequences and reassembles

them into 3Dmatrix, and then scrambles the higher bit-planes

and the lower bit-planes by cyclic shifting respectively. This

method is more sensitive than the existing scrambling method

between 8 bits of one pixel. The algorithm has stronger anti-

noise ability and better encryption effect. At the same time,

we can adjust the randomness of the scrambled ciphertext and

anti-noise ability of the algorithm by adjusting the number

of higher bit-planes to meet more different encryption needs.

Thirdly, the key is associated with the plaintext hash value

so that the chaotic sequence can be adaptively changed with

the plaintext, which increases the avalanche effect between

plaintext and ciphertext and the ability to resist the attack of
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selective plaintext. The experiments show that the algorithm

can complete various types of images encrypt with high effi-

ciency. The ciphertext distribution is uniform, the plaintext

and the key sensitivity are strong. This algorithm can also

resist common attack, and has high practicability and safety.
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