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Abstract 
Image moments have been used in many research fields of the engineering. 
However, the related computation of invariant moments mostly adopted the 
polar coordinate system, which not only increase the computational load, but 
also cause large quantized error. To solve this problem, an improved algo-
rithm to compute Pseudo-Jacobi-Fourier moments in the Cartesian coordi-
nate system is proposed in this paper. The experimental results show that the 
reconstructed image with improved PJFM’s has more advantages than polar 
coordinate system, such as more information, fewer moments, less time con-
suming. And the recognition rate of the microscopic images of 8 helminth 
eggs was also higher than in polar coordinate system. 
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1. Introduction 

Image moments, because of their powerful description of the image content, 
have been used in many research fields of the engineering, such as image pro- 
cessing [1] [2], pattern recognition and machine vision [3]. The first introduc-
tion of image moments for classification purposes was performed by Hu [4], and 
then developed into other families, such as Legendre [5], Zernike [6], Pseudo- 
Zernike [7], Fourier-Mellin [8], Tchebichef [9], Krawtchouk [10], Pseudo-Jaco- 
bi-Fourier[11] moment. These moments can be used as image descriptors after 
an appropriate normalization procedure in order to achieve translation, scale 
and rotation invariance. However, the related computation for these moments 
mostly adopted the polar coordinate system, which not only increase the com-
putational load, but also cause large quantized error [12] [13]. To solve this 
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problem, an improved algorithm to compute Pseudo-Jacobi-Fourier moments in 
the Cartesian coordinate system is proposed in this paper. This improved algo-
rithm is applied to classify the microscopic images of helminth eggs by using 
Euclidean distance classifier [14], and the recognition rate is 92.2%. 

2. Improved Algorithm for Pseduo-Jacobi-Fourier Moments 
2.1. Definition of Pseduo-Jacobi-Fourier Moments 

Bhatia and Wolf have shown [15] that a polynomial that is invariant in form for 
any rotation of axes about the origin must be of the form 

( cos , sin ) ( ) exp( )  nV r r R r jmθ θ θ=                      (1) 

where ( )nR r  is a radial polynomial in r  of degree n . We now defined a new 
set of orthogonal moments, Pseudo-Jacobi ( )4, 3p q= = -Fourier Moments 
(PJFM’s), based on Jacobi polynomials. In the polar coordinates ( ),r θ , radial 
Jacobi polynomials ( ), ,nG p q r  are expressed as 
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where the function ( ), ,nG p q r  is orthogonal over the range [0,1]  
1

0
( ) ( ) ( )n k n nkG r G r w r dr b δ=∫                          (3) 

where nkδ  is Kronecker symbol, and 
( ) ( ) 11 p q qw r r r− −= −                          (4) 

( ) ( ) ( )
( )

( )
( )2

! 1
,   

2 2n
n n q n p n p q

b p q
n p n p

Γ + Γ + Γ + − +
= ×

+ Γ +
           (5) 

The radial polynomials of OFMM’s, CHM’s and ZM’s belong to Jacobi polyno-
mials with 2, 1 2p q p q= = = =  and 1p q m= = +  respectively. When  

4, 3p q= = , radial Jacobi polynomials become ( )4,3,0 0nG = , so Pseudo-Jacobi 
polynomials ( )nJ r  are defined as 
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( ) ( )1

0 n k nkJ r J r rdr δ=∫                       (7) 
So a new set of orthogonal polynomial function ( ),nmP r θ , which consists of 
radial function ( )nJ r  and angular function ( )exp jmθ , is obtained as 

( ) ( ) ( ), expnm nP r J r jmθ θ=                      (8) 

obviously, the ( ),nmP r θ  is orthogonal over the range [0, 1]. 

( ) ( )2 1

0 0
, ,nm kl nmklP r P r rdrd

π
θ θ θ δ=∫ ∫                 (9) 

According to the orthogonal theory, the image function ( , )f r θ  can be written 
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as an infinite series expansion in terms of ( ),nmP r θ  
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= ∑ ∑                  (10) 
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then nmφ  is defined as Pseudo-Jacobi-Fourier Moments (PJFM’s), and 1r =  is 
the maximum size of the objects that can be encountered in a particular applica-
tion. 

Actually, most of the images are defined in the Cartesian coordinate system. 
When calculating PJFM’s, the images need to be converted to polar coordinates, 
so may cause some problems: 1) Quantization error is introduced into the cal-
culation of PJFM’s, which increases calculating amount and additional noise; 2) 
In polar coordinates, the discrete points near from the origin are more than 
those in the Cartesian coordinate system, which lead to information redundancy; 
3) Far from the origin, the scattered points in the polar coordinate system are 
less than those in the Cartesian coordinate system, which lead to information 
loss. Therefore, an improved algorithm for computing PJFM’s Cartesian coor-
dinate system is developed in this paper. 

2.2. Improved Algorithm for Pseduo-Jacobi-Fourier Moments 

When calculating PJFM’s in the Cartesian coordinates, the image should first be 
normalized into the unit circle, and the integral region of Equation (11) as 
shown in Figure 1. 

Substitute Equation (6) into Equation (8)  

0
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Figure 1. The integral region of PJFM. 
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( ) ( )s jmr e x iy x iyθ α β− = + −  and ,
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Substitute Equation (13) and 2 2r x y= +  into Equation (12) 
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Figure 1 shows that s1 - s2 is not the part of the image and there is no pixel 
over it, Equation (15) can be written as 
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So Equation (16) is the general formula for calculating PJFM’s in Cartesian 
coordinate system.  

2.3. Image Reconstruction Using Improved Algorithm 

Image reconstruction can be used as an effective means to evaluate the quality of 
feature extraction. The more PJFM’s used to reconstruct images, the closer to the 
original image. An image of capital E, shown in Figure 2, is reconstructed by 
Equation (17). 

0

ˆ ( , ) ( )
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jm
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n m M
f r J r e θθ

= =−

= Φ∑ ∑                   (17) 

The four corners of the reconstructed image are black and some pixels have 
been lost in the Figure 3. But the black area of the four corners of the recon-
structed image is shrinking with the increase of N and M, and the edge infor-
mation is well preserved in the Figure 4. Figure 4 also shows that E is differen-
tiated well when N = M = 6 instead of N = M = 10 as in Figure 3. 

As for computation time, reconstruction time in the Cartesian coordinate 
system is much shorter than the polar coordinates system, shown in Table 1. 
 

 
Figure 2. The original image of E. 

 
Table 1. Reconstruction time comparison. 

N = M 1 5 10 15 20 

Cartesian (s) 0.5 1.3 3.8 5.6 7.4 

Polar (s) 2 36 76 134 360 

https://doi.org/10.4236/opj.2017.78B009


G. Amu 
 

 

DOI: 10.4236/opj.2017.78B009 72 Optics and Photonics Journal 

 

 
Figure 3. Reconstructed images in polar coordinates. 

 

 
Figure 4. Reconstructed images in Cartesian coordinates. 

2.4. Image Recognition Using Improved Algorithm 

In order to test the feature extraction performance of the improved PJFM’s, a 
recognition experiment was done by using microscopic image of 8 kinds of hel-
minth eggs, such as Fasciola hepatica (a), moniezia (b), Hairy ail nematode (c), 
paramphistomum (d), Nematodirus (e), Dicrocoelium chinensis (f), coccidium 
(g), Pancreatic Eurytrema (h). 

The training sets consist of 20 different versions from each kind of helminth 
eggs, including 160 images. Testing sets consist of 307 untrained images from 
different version of 8 kinds of helminth eggs. Figure 5 gives a multi-distorted 
image of the microscopic image of some helminth eggs in a testing set. 

Choosing N = M = 8, the image feature extracted respectively by using Equa-
tion (16) in Cartesian coordinate system and Equation (11) in polar coordinate 
system, then the target objects were recognized by the minimum average dis-
tance rules . Euclidean distances are calculated by Equation (18), and the result is 
shown in Table 2. 
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Figure 5. Part of the image of the experimental samples: (a) Fasciola hepatica; (b) monie-
zia; (c) Hairy ail nematode; (d) paramphistomum; (e) Nematodirus; (f) Dicrocoelium chi-
nensis; (g) coccidium; (h) Pancreatic Eurytrema. 
 
Table 2. Recognition result of parasite egg microscopic images  

Types (a) (b) (c) (d) (e) (f) (g) (h)  

Sample 18 18 54 49 44 39 20 65 307 

Cartesian (%) 
18 17 51 42 44 30 18 63 283 

100 94.4 94.4 85.7 100 76.9 90.0 96.9 92.2 

Polar (%) 
16 16 47 39 40 28 17 58 261 

88.9 88.9 87.0 79.6 90.9 71.8 85.0 89.2 85.0 
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where nmφ  is the PJFM of the testing object, and ( )nm i
φ  is the PJFM of the 

reference object of class i. 
As can be seen from Table 2, the total recognition rate of the microscopic 

images of 8 helminth eggs was 92.2% with improved PJFM’s, 7.2% higher than 
PJFM’s in polar coordinate system. 

3. Conclusion 

An improved algorithm to compute Pseudo-Jacobi-Fourier moments in the 
Cartesian coordinate system is proposed in this paper. The experimental results 
show that the reconstructed image with improved PJFM’s has more advantages 
than polar coordinate system, such as more information, fewer moments, less 
time consuming. And the recognition rate of the microscopic images of 8 hel-
minth eggs was also higher than in polar coordinate system. 
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