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Abstract—Recommendation systems have become prevalent 
in recent years as they dealing with the information 
overload problem by suggesting users the most relevant 
products from a massive amount of data. For media 
product, online collaborative movie recommendations make 
attempts to assist users to access their preferred movies by 
capturing precisely similar neighbors among users or 
movies from their historical common ratings. However, due 
to the data sparsely, neighbor selecting is getting more 
difficult with the fast increasing of movies and users. In this 
paper, a hybrid model-based movie recommendation 
system which utilizes the improved K-means clustering 
coupled with genetic algorithms (GA) to partition 
transformed user space is proposed. It employs principal 
component analysis (PCA) data reduction technique to 
dense the movie population space which could reduce the 
computation complexity in intelligent movie� 
recommendation as well. The experiment results on 
Movielens dataset indicate that the proposed approach can 
provide high performance in terms of accuracy, and 
generate more reliable and personalized movie 
recommendations when compared with the existing 
methods.  

Keywords—Movie recommendation, Collaborative 
filtering, Sparsity data, Genetic algorithms, K-means 

I. INTRODUCTION 
Fast development of internet technology has resulted 

in explosive growth of available information over the last 
decade. Recommendation systems (RS), as one of the 
most successful information filtering applications, have 
become an efficient way to solve the information 
overload problem. The aim of Recommendation systems 
is to automatically generate suggested items (movies, 
books, news, music, CDs, DVDs, webpages) for users 
according to their historical preferences and save their 
searching time online by exacting useful data. 

Movie recommendation is the most widely used 
application coupled with online multimedia platforms 
which aims to help customers to access preferred movies 
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intelligently from a huge movie library. A lot of work has 
been done both in the academic and industry area in 
developing new movie recommendation algorithms and 
extensions. The majority of existing recommendation 
systems is based on collaborative filtering (CF) 
mechanism [1-3] which has been successfully developed 
in the past few years. It first collects ratings of movies 
given by individuals and then recommends promising 
movies to target customer based   on   the   “like-minded”  
individuals with similar tastes and preferences in the past. 
There have been many famous online multimedia 
platforms (e.g., youtube.com, Netflix.com, and 
douban.com) incorporated with CF technique to suggest 
media products to their customers. However, traditional 
recommendation systems always suffer from some 
inherent limitations: poor scalability, data sparsity and 
cold start problems [3, 4]. A number of works have 
developed model-based approaches to deal with these 
problems and proved the benefits on prediction accuracy 
in RS [5-8].  

Model-based CF uses the user-item ratings to learn a 
model which is then used to generate online prediction. 
Clustering and dimensionality reduction techniques are 
often employed in model-based approaches to address 
the data sparse problem [5, 8-9]. The sparsity issues arise 
due  to  the  insufficiency  of  user’s  history  rating  data  and  
it is made even more severe in terms of the dramatically 
growth of users and items. Moreover, high-dimensional 
rating data may cause it difficult to extract common 
interesting users by similarity computation, which results 
in poor recommendations. In the literature, there have 
been many model-based recommendation systems 
developed by partitioning algorithms coupled, such as K-
means and self-organizing maps (SOM) [15-18, 20]. The 
aim of clustering is to divide users into different groups 
to   form   “like-minded”   (nearest)   neighbors instead of 
searching the whole user space, which could dramatically 
improve the system scalability. It has been proved that 
clustering-based recommendation systems outperform 
the pure CF-based ones in terms of efficiency and 
prediction quality [7, 9-11]. In many works, the 
clustering methods are conducted with the entire 
dimensions of data which might lead to somewhat 

30



 

inaccuracy and consume more computation time. In 
general, making high quality movie recommendations is 
still a challenge, and exploring an appropriate and 
efficiency clustering method is a crucial problem in this 
situation.  

To address challenges aforementioned, a hybrid 
model-based movie recommendation approach is 
proposed to alleviate the issues of both high 
dimensionality and data sparsity. In this article, we 
construct an optimized clustering algorithm to partition 
user profiles which have been represented by denser 
profile vectors after Principal Component Analysis 
transforming. The whole system consists of two phases, 
an online phase, and an offline phase. In offline phase, a 
clustering model is trained in a relatively low 
dimensional space, and prepares to target active users 
into different clusters. In online phase, a TOP-N movie 
recommendation list is presented for an active user due to 
predicted ratings of movies. Furthermore, a genetic 
algorithm (GA) is employed in our new approach to 
improve the performance of K-means clustering, and the 
improved clustering algorithm is named as GA-KM. We 
further investigate the performance of the proposed 
approach in Movieslens dataset. In terms of accuracy and 
precision, the experiment results prove that the proposed 
approach is capable of providing more reliable movie 
recommendations comparing with the existing cluster-
based CF methods. 

The remainder of this paper is organized as follows: 
section 2 gives a brief overview on collaborative 
recommendation systems and clustering-based 
collaborative recommendation. Then we discuss the 
development of our proposed approach called PCA-
GAKM movie recommendation system in detail in 
Section 3. In section 4, experiment results on movielens 
dataset and discussion are described. Finally, we 
summarize this paper and the future work is given. 

II. RELATED WORK 

A. Movie Recommendation Systems based on 
Collaborative Filtering 
Recommendation systems (RS), introduced by 

Tapestry project in 1992, is one of the most successful 
information management systems [12]. The practical 
recommender applications help users to filter mass 
useless information for dealing with the information 
overloading and providing personalized suggestions. 
There has been a great success in e-commerce to make 
the customer access the preferred products, and improve 
the business profit. In addition, to enhance the ability of 
personalization, recommendation system is also widely 
deployed in many multimedia websites for targeting 
media products to particular customers. Nowadays, 
Collaborative filtering (CF) is the most effective 
technique employed by movie recommendation systems, 
which is on the basis of the nearest-neighbor mechanism. 
It is on the assumption that people who have similar 

history rating pattern may be on the maximum likelihood 
that   have   the   same   preference   in   the   future.   All   “like-
minded”   users,   called   neighbors,   are   derived   from   their  
rating database that is recording evaluation values to 
movies. The prediction of a missing rating given by a 
target user can be inferred by the weighted similarity of 
his/her neighborhood.  

Reference [6] divides CF techniques into two 
important classes of recommender systems: memory-
based CF and model-based CF. Memory-based CF 
operate on the entire user space to search nearest 
neighbors for an active user, and automatically produce a 
list of suggested movies to recommend. This method 
suffers from the computation complexity and data 
sparsity problem. In order to address computational and 
memory bottleneck issues, Sarwar et al. proposed an 
item-based CF in which the correlations between items 
are computed to form the neighborhood for a target item 
[4]. In their empirical studies, it is proved that item-based 
approach can shorten computation time apparently while 
providing comparable prediction accuracy.  

Model-based CF, on the other hand, develops a pre-
build model to store rating patterns based on user-rating 
database which can deal with the scalability and sparsity 
issues. In terms of recommendation quality, model-based 
CF applications can perform as well as memory-based 
ones. However, model-based approaches are time-
consuming in building and training the offline model 
which is hard to be updated as well. Algorithms that 
often used in model-based CF applications include 
Bayesian networks [6], clustering algorithms [9-11], 
neural networks [13], and SVD (Singular Value 
Decomposition) [5, 14]. While traditional collaborative 
recommendation systems have their instinct limitations, 
such as computational scalability, data sparsity and cold-
start, and these issues are still challenges that affect the 
prediction quality. Over the last decade, there have been 
high interests toward RS area due to the possible 
improvement in performance and problems solving 
capability.  

B. Clustering-based Collaborative Recommendation 
In movie recommendation, clustering is a widely 

used approach to alleviate the scalability problem and 
provides a comparable accuracy. Many works have 
proved with experiments that the benefits of clustering-
based CF frameworks [15-18]. The aim of clustering 
algorithms is to partition objects into clusters that 
minimize the distance between objects within a same 
cluster to identify similar objects. As one of model-based 
CF methods, clustering-based CF is used to improve k-
nearest neighbor (k-NN) performance by prebuilding an 
offline clustering model. Typically, numbers of users can 
be grouped into different clusters based on their rating 
similarity   to   find   “like-minded”   neighbors by using the 
clustering technique. Then the clustering process is 
performed offline to build the model. When a target user 
arrived, the online module assigns a cluster with a largest 
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similarity weight to him/her, and the prediction rating of 
a specified item is computed based on the same cluster 
numbers instead of searching whole user space.  

According to early studies in [3, 6], CF coupled with 
clustering algorithms is a promising schema to provide 
accuracy personal recommendations and address the 
large scale problems. But they also concluded that good 
performance of clustering-based CF depends on 
appropriate clustering techniques and the nature of 
dataset as well. Li and Kim applied fuzzy K-means 
clustering method to group items which combined the 
content information for similarity measurement to 
enhance the recommendation accuracy [9]. In the 
conclusion of their work, it shows that the proposed 
cluster-based approach is capable of dealing with the 
cold start problem. Furthermore, Wang et al.  developed 

[19] a new approach to cluster both the rows and 
columns fuzzily in order to condense the original user 
rating  matrix.  In  Kim  and  Ahn’s  research,  a  new  optimal  
K-means clustering approach with genetic algorithms is 
introduced to make online shopping market segmentation 
[10]. The proposed approach is tested to exhibit better 
quality than other widely used clustering methods such 
as pure K-means and SOM algorithms in the domain of 
market segmentation, and could be a promising tool for 
e-commerce recommendation systems. 

Liu and Shih proposed two hybrid methods that 
exploited the merits of the Weighted RFM-based and the 
preference-based CF methods to improve the quality of 
recommendations [20]. Moreover, K-means clustering is 
employed to group customers based on their enhanced 
profile. The experiments prove that the combined models 
perform better than the classical K-NN mechanism. Xue 
et al. proposed a novel CF framework that uses clustering 
technique to address data sparsity and scalability in 
common CF [7]. In their work, K-means algorithm is 
employed to classify users for smoothing the rating 
matrix that is to generate estimated values for missing 
ratings corresponding to cluster members. In latter 
recommendation phrase, the clustering result is utilized 
to neighborhood selection for an active user. The 
experiment results show that the novel approach can 
demonstrate significant improvement in prediction 
accuracy. Georgiou and Tsapatsoulis developed a genetic 
algorithm based clustering method which allows 
overlapping clusters to personalized recommendation, 
and their experiment findings show that the new 
approach outperforms K-means clustering in terms of 
efficiency and accuracy [21].  

The above works have proved that clustering-based 
CF systems show more accuracy prediction and help deal 
with scalability and data sparse issues. 

III. PCA-GAKM BASED COLLABORATIVE FILTERING 
FRAMEWORK 

In this section, we aim at developing a hybrid cluster-
based model to improve movie prediction accuracy, in 
which offline and online modules are coupled to make 

intelligent movie recommendations. Traditional CF 
search the whole space to locate the k-nearest neighbors 
for a target user, however, considering the super high 
dimensionality of user profile vectors, it is hard to 
calculate a similarity to find like-minded neighbors based 
on ratings which leads to poor recommendation because 
of sparse. To address such an issue, our offline clustering 
module involves two phases: 1) to concentrate feature 
information into a relatively low and dense space using 
PCA technique; 2) To build an effective GA-KM 
clustering algorithm based on the transformed user space. 

Fig 1 shows an overview of the new approach: offline 
module represented by light flow arrows, is used to 
optimize and train the user profiles into different clusters 
on the basis of history rating data; online module is real-
time movie recommendation noted with dark flow arrows, 
to which a  target  user’s  rating  vector input, and come out 
with a TOP-N movie recommendation list. We explain 
the details in the following. 

 
Fig 1. Overview of proposed movie recommendation system 

framework 

A. Pre-processing Data using PCA  

In this section, we employ a linear feature extraction 
technique to transfer the original high space into a 
relatively low space in which carries denser feature 
information. Since the high dimensionality of user-rating 
matrix which is mostly empty at the beginning makes the 
similarity computation very difficult, our approach is 
started with PCA-based dimension reduction process. As 
one of the most successful feature extraction techniques, 
PCA is widely used in data prefilling and dimensional 
reduction of collaborative filtering systems [14][22-23]. 

The main idea of PCA is to convert the original data 
to a new coordinate space which is represented by 
principal component of data with highest eigenvalue. The 
first principal component vector carries the most 

32



 

significant information after ordering them by 
eigenvalues from high to low. In general, the components 
of lesser significance are ignored to form a space with 
fewer dimensions than the original one. Suppose we have 
user-rating m×n matrix in which n-dimension vector 
represents   user’s   profile.   It   turns   out   the   n   principal  
components after performing eigenvalue decomposition, 
and we select the only first d components (d≪n) to keep 
in the new data space which is based on the value of 
accumulated proportion of 90% of the original one. As a 
result, the reduced feature vectors from PCA are 
prepared to feed to GA-KM algorithm for classification. 

B. An Enhanced K-means Clustering Optimized by 
Genetic Algorithms 

Memory-based CF systems suffer from two main 
common flaws: cold-start and data sparse. Many research 
works have proved benefits of cluster-based CF in terms 
of the increased quality of recommendation and 
robustness. The objective of this section is to propose an 
effective classification method to ensure the users who 
have the same preference could fall into one cluster to 
generate accurate like-minded neighbors. The GA-KM 
algorithm we employed in this work can be roughly 
performed in two phases:  

z K-means clustering 

K-means algorithm is one of the most commonly 
used clustering approaches due to its simplicity, 
flexibility and computation efficiency especially 
considering large amounts of data. K-means iteratively 
computes k cluster centers to assign objects into the most 
nearest cluster based on distance measure. When center 
points have no more change, the clustering algorithm 
comes to a convergence. However, K-means lacks the 
ability of selecting appropriate initial seed and may lead 
to inaccuracy of classification. Randomly selecting initial 
seed could result in a local optimal solution that is quite 
inferior to the global optimum. In other words, different 
initial seeds running on the same dataset may produce 
different partition results.  

Given a set of objects 1 2( , , )nx x x , where each object 
is an m-dimensional vector, K-means algorithm aims to 
automatically partition these objects into k groups. 
Typically, the procedure consists of the following steps 
[24-25]:  

1) choose k initial cluster centers Cj, j=1,2,3…k; 
2) each xi is assigned to its closest cluster center 

according to the distance metric; 
3) compute the sum of squared distances from all 

members in one cluster: 

(1) 

where Mj denotes the mean of data points in 
Ctemp; 

4) if there is no further change, then the algorithm 
has converged and clustering task is end; 
otherwise, recalculate the Mj of k clusters as the 
new cluster centers and go to step2. 

To overcome the above limitations, we introduce 
genetic algorithm to merge with K-means clustering 
process for the enhancement of classification quality 
around a specified k.  

z Genetic algorithms 

Genetic algorithms (GA) are inspired by nature 
evolutionary theory which is known for its global 
adaptive and robust search capability to capture good 
solutions [26]. It can solve diverse optimization problems 
with efficiency due to its stochastic search on large and 
complicated spaces. The whole process of GA is guided 
by   Darwin’s   nature   survival   principle   and   provides   a  
mechanism to model biological evolution. A GA utilizes 
a   population   of   “individuals”   as   chromosomes,  
representing possible solutions for a given problem. Each 
chromosome contains number of genes which is used to 
compute fitness to determine the likelihood of 
reproduction for the next generation. Typically, a 
chromosome with the fittest value will be more likely to 
reproduce than unfit ones. GAs iteratively creates new 
populations replace of the old ones by selecting solutions 
(chromosomes) on the basis of pre-specified fitness 
function. During each successive iteration, three genetic 
operators are executed to construct the new generation 
known as selection, crossover and mutation. Selection 
process selects a proportion of the current population to 
breed a new generation according to their fitness value. 
Crossover operator allows swapping a portion of two 
parent chromosomes for each other to be recombined 
into new offspring. Mutation operator randomly alters 
the value of a gene to produce offspring. All above 
operators provide the means to extend the diversity of 
population over time and bring new information to it. 
Finally, the iterations tend to terminate when the fitness 
threshold is met or a pre-defined number of generations 
is reached. 

A common drawback of K-means algorithm has 
described above that sensitivity selection of initial seeds 
could influence final output and easy to fall into local 
optimum. In order to avoid the premature convergence of 
K-means clustering, we considered a genetic algorithm as 
the optimization tool for evolving initial seeds in the first 
step of K-means process in order to identify optimal 
partitions. In our study, a chromosome with k genes is 
designed for k cluster centers as 1 2( , , )kx x x , where xi 
is a vector with n dimensions. During the evolution 
process, we applied fitness function to evaluate the 
quality of solutions that is: 

(2) 

2

1
kJ x Mi C i jj temp �¦ ¦� 

1( ) min ( ( , ))
j

i k i jx X
f chromosome dist C x

d d�
 ¦
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The fitness value is the sum of distances for all inner 
points to their cluster centers and tries to minimize the 
values which correspond to optimized partitions. In every 
successive iteration, three genetic operators precede to 
construct new populations as offspring according to the 
fittest survival principles. The populations tend to 
converge to an optimum chromosome (solution) when 

the fitness criterion is satisfied. Once the optimal cluster 
centers have come out, we use them as initial seeds to 
perform K-means algorithm in the last step of clustering. 
Pseudo-code of the hybrid GA-KM approach is presented 
as follows, and other configuration parameters will be 
pointed in Fig 2. 

Algorithm：GA-KM Pseudo-code 
Initialization:  
 Parameters Initialization: 
  Maximum Iterations Tmax = 200 and iteration t=0; 
  Population Size popnum = 50; 
  Clusters Number: k; 
  Probability of Crossover: Pc; 
  Probability of Mutation: Pm; 
  Fitness function：minimize the total distance of every sample to its nearest center 

 

 Population Initialization: 
  Generate the initial population P(0) randomly, each individual consists of k centers; 
While (  t < Tmax )  
{ 
 For i = 1 to popnum 
   fi = f (chromosomei ); 
 End  
 Optimization Reserved for Each Population; 
 Selection Operator: 
  Roulette Selection; 
 Crossover Operator: 
  Select α∈[1,k]  randomly; 
  Crossover parent chromosomes with probability Pc: 
   Parent chromosomes  Ci1,Ci2, new pair of Children chromosomes  Ci1',Ci2': 

    Ci1' = [Ci1 (1: α, :); Ci2 (α+1: end, :)] 
                                                     Ci2' = [Ci2 (1: α,  :); Ci1 (α+1: end, :)] 

 
Compare  Ci1',Ci2' with  Ci1,Ci2, if the children chromosomes are better than the parents, the parents will 
be replaced with the children; 

  Replace the worst two chromosomes in population with Ci1',Ci2'; 
 Mutation Operator: 
  Mutate each center of the best chromosomes with probability Pm respectively: 
   For each center Ci: 
    Replace Ci  with random center in all samples; 
  Compare Cnew  with Ci, if it is better,  Ci  will be replaced with  Cnew ; 
 t = t + 1; 
}  
Get the initial k centers with the optimal fitness value. 
K-means Optimization: 
 Generate new clusters and new k centers; 

Fig 2. GA-KM clustering algorithm procedure 

The offline model was constructed by our PCA-
GAKM approach, and once the target user is reached, 
we calculate the most interesting movies as TOP-N 
recommendation list online from a cluster neighborhood 
instead of searching the whole user space. The 
estimated rating value for an un-rated movie given by 
Ua is predicted as follows [27]: 

(3) 

 

where  uR  is average rating score given by Ua, Cx is a 
set of neighbors belonging to one common cluster with 

,

,

( , ) ( )

( ( , ) )
x

x

a y i yy C
Ua item u

ay C

sim U y R R
P R

sim U y
�

�

u �
 �

¦
¦

1
( ) min ( ( , ))

j
i k i jx X

f chromosome dist C x
d d�

 ¦

34



 

Ua, yR denotes the average rating given by Ua’s  
neighbor y, sim(Ua , y) is a similarity function based on 
Pearson correlation measure to decide the similarity 
degree between two users. 

IV. EXPERIMENTS AND RESULTS 
In this section, we describe the experimental design, 

and empirically investigate the proposed movie 
recommendation algorithm via PCA-GAKM technique 
and compare its performance with benchmark 
clustering-based CF. Finally the results will be analyzed 
and discussed. We carried out all our experiments on 
Dual Xeon 3.0GHz, 8.0GB RAM computer and run 
Matlab R2011b to simulate the model.  

A.  Data Set and Evaluation Criteria 

We consider the well-known Movielens dataset to 
conduct the experiments, which is available online, 
including 100,000 ratings by 943 users on 1,682 movies, 
and assigned to a discrete scale of 1-5. Each user has 
rated at least 20 movies.   We   use   φ   to   describe the 
sparsity level of dataset: φml=1-
100,000/943×1682=0.9369. Then the dataset was 
randomly split into training and test data respectively 
with a ratio of 80%/20%. We utilized training data to 
build the offline model, and the remaining data were 
used to make prediction. To verify the quality of 
recommendation, we employed the mean absolute error 
(MAE), precision, recall as evaluation measures which 
have been widely used to compare and measure the 
performance of recommendation systems. The MAE is a 
statistical accuracy metric which measures the average 
absolute difference between the predicted ratings and 
actual ratings on test users as shown in Eq.(4). A lower 
MAE value corresponds to more accurate predictions.  

(4) 

where M is the total number of predicted movies, ,i jP , 
represents the predicted value for user i on item j, and 

,i jr is the true rating. 

To understand whether users are interested with the 
recommendation movies, we employ the precision and 
recall metrics which are widely used in movie 
recommender systems to evaluate intelligence level of 
recommendations. Precision is the ratio of interesting 
movies retrieved by a recommendation method to the 
number of recommendations. Recall gives the ratio of 
interesting movies retrieved that is considered 
interesting. These two measures are clearly conflict in 
nature because increasing the size of recommended 
movies N leads to an increase in recall but decrease the 
precision. The precision and recall for Top-N (N is the 

number of predicted movies) recommendation are 
defined in (5) & (6) respectively.  

(5) 

(6) 

B. Experimental Designs 

We try to conduct different clustering algorithms – 
K-means, SOM, and the proposed GA-KM on a 
relatively low dimension space after PCA 
transformation. K-means is easy with efficiency, but 
sensitive for initial cluster and often convergence to a 
local optimum. SOM, as an artificial neural network, 
has been applied to many intelligent systems for its 
good performance. In our GA optimal processing, we 
use Euclidean distance measure to decide the similarity 
of n-dimensional vectors in search space. The initial 
population is generated with the size of 50 and number 
of generation: Tmax=200. Parameter N represents the 
number of movies on the recommendation list. To 
decide the cluster number K suitably, we first make a 
robust estimation on unrated scores by performing 
global K-means clustering operations on dataset where 
K varies from 4 to 28. It has been seen in Fig 3 that 
smaller MAE values occurs when K is between 12 and 
18. Thus we set K to 16 as the total number of clusters 
to guide our numerical experiments. 

 
Fig 3. Precision error on different cluster numbers 

In this part, we use an all-but-10 method, in which 
we randomly held out ten ratings for each user in test 
data that should be predicted based on model. Prediction 
is calculated for the hidden votes by three clustering 
algorithms to compare the recommendation accuracy. In 
addition, to examine the prediction precision, we 
employed UPCC (Pearson Correlation Coefficient based 
CF) and up-to-date clustering-based CF methods to 
compare with the proposed hybrid clustering approach.  

We also conduct experiments to verify quality of the 
new hybrid model. Here cold-start users are defined as 
users who have rated less than 5 movies. We get five 
ratings visible for each test user; the rest of ratings 

, ,i ij jP r
MAE

M

�
 
¦

interesting TopN
precision
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interesting TopN
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replaced with null, and tried to prediction their values. 
Given5 data is designed to test cold-start problem 
caused by a new user with little history information. To 
normal target users, we also build Given10 to Given20 
and Allbut5 to Allbut10 test data to generate 
recommendation. In each above experiment, we repeat 
five times for randomly training and test datasets, and 
average the results.  

C. Results and Discussion 

The sparse of user-item rating matrix makes it hard 
to find real neighbors to form the final recommendation 
list. In our experiments, we compare the performances 
and some trends of the existing baseline CF movie 
recommendation systems with our approach, while the 
neighborhood size varies from 5-60 in an increment of 5. 
Detail explanation is showed as the follows from 
experiment results: 

1) Performance of PCA-GAKM CF approach 

We first try to evaluate the movie recommendation 
quality with the traditional cluster-based CFs. Fig 4 
shows that all methods tries to reach the optimum 
prediction values where the neighborhood size varies 
from 15-20, and it becomes relatively stable around 60 
nearest neighbors. All clustering with PCA algorithms 
performed better accuracy than pure cluster-based CFs. 
We consider that PCA process could be necessary to 
dense the original user-rating space, and then improve 
the partition results. Without the first step of 
dimensional reduction, GAKM and SOM gave very 
close MAE values and it seems that GAKM produce 
slightly better prediction than SOM. When coupling 
with PCA technique, GAKM shows a distinct 
improvement on recommendation accuracy compared 
with SOM. Moreover, the proposed PCA-GAKM 
performs apparently high accuracy among all the 
algorithms, and produces the smallest MAE values 
continually where the neighbor size varies. All K-means 
clustering CF generate increasing MAE values which 
indicate the decreasing quality for recommendation due 
to sensitiveness of the algorithm. Traditional user-based 
CF produces relatively worse prediction compared with 
the basic clustering-based methods.  

To exam the difference of predictive accuracy 
between our proposed method and other comparative 
cluster-based methods, we applied t-test in the 
recommendation results. As shown in Table 1, the 
differences between MAE values are statistically 
significant at the 1% level. Therefore, we can affirm 
that the proposed PCA-GAKM outperforms with 
respect to the comparable cluster-based methods. 

 

TABLE I.  THE T-TEST RESULTS FOR VARIOUS CLUSTER-BASED 
METHODS IN TERMS OF MAES. 

   PCA-
GAKM 

 

Method Mean Std. dev t-Value Sig* 
PCA-SOM 0.8018 5.900e-03 9.0633 .000 
SOM-CLUSTER 0.8078 2.589e-03 16.5194 .000 
UPCC 0.8232 1.292e-03 28.9869 .000 
KMEANS-
CLUSTER 

0.8175 2.244e-03 23.3691 .000 

PCA-KMEANS 0.8412 2.845e-03 37.0515 .000 
GAKM-CLUSTER 0.8040 2.786e-03 13.8541 .000 
PCA-GAKM 0.7821 4.747e-03   

*Statistically significant at the 1% level. 

 

 
Fig 4. Comparing accuracy with existing clustering-based CF 

2) Precision of PCA-GAKM CF approach 

To analyze precision of recommendation, we fix the 
neighbor size n=20. As seen from Fig 5, the overall 
precisions improve with the increasing number of 
recommendation, and the PCA-GAKM generates higher 
precision rates which indicate that it can recommend 
more interesting and reliable movies to users than other 
clustering-based algorithms when a relatively small 
number of movies on recommendation list are 
considered. In addition, Fig 6 compares the recall rates 
of user interesting movies,  and  it’s  apparently  that  PCA-
GAKM still provide greater recall rates with each value 
in N (the number of recommendation). The existing 
cluster-based CFs show lower precision and recall rates 
comparing to our optimal clustering approach. 

3) Recommendation of cold-start users 

We finally experiment the cold-start problem with 
“less   information”   users   who   has   rated   few   movies in 
history. It is understandable that searching neighbors in 
high dimensional space become difficult for cold-start 
users with few ratings. Fig 7 enables us to discover that 
clustering coupled with PCA methods may produce a 
generalized improvement in prediction accuracy for 
cold-start users. Among examined clustering methods, 
the proposed PCA-GAKM seems to have the best 
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performance in alleviating cold-start with the 
satisfactory MAE values. With increasing number of 
ratings used to make prediction, all approaches show the 
similar trend that prediction accuracy is getting higher 
as presented in Fig 7. 

 
Fig 5. Precision comparison with existing cluster-based CF 

 

 
Fig 6. Recall comparison as the recommendation size grows 

 

 
Fig 7. MAE comparisons in different rating reveal level 

V. CONCLUSIONS AND FUTURE WORK  
In this paper we develop a hybrid model-based CF 

approach to generate movie recommendations which 
combines dimensional reduction technique with 

clustering algorithm. In the sparse data environment, 
selection  of  “like-minded”  neighborhood  on  the  basis  of  
common ratings is a vital function to generate high 
quality movie recommendations. In our proposed 
approach, feature selection based on PCA was first 
performed on whole data space, and then the clusters 
were generated from relatively low dimension vector 
space transformed by the first step. In this way, the 
original user space becomes much denser and reliable, 
and used for neighborhood selection instead of 
searching in the whole user space. In addition, to result 
in best neighborhood, we apply genetic algorithms to 
optimize K-means process to cluster similar users. 
Based on the Movielens dataset, the experimental 
evaluation of the proposed approach proved that it is 
capable of providing high prediction accuracy and more 
reliable movie recommendations   for   users’   preference  
comparing to the existing clustering-based CFs. As for 
cold-start issue, the experiment also demonstrated that 
our proposed approach is capable of generating 
effective estimation of movie ratings for new users via 
traditional movie recommendation systems. 

As for future work, we will continue to improve our 
approach to deal with higher dimensionality and 
sparsity issues in practical environment, and will 
explore more effective data reduction algorithms to 
couple with clustering-based CF. Furthermore, we will 
study how the variation number of clusters may 
influence the movie recommendation scalability and 
reliability. To generate high personalized movie 
recommendations, other features of users, such as tags, 
context, and web of trust should be considered in our 
future studies. 
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