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Employee turnover is considered a major problem for many organizations and enterprises. �e problem is critical because it
a	ects not only the sustainability of work but also the continuity of enterprise planning and culture. �erefore, human resource
departments are paying greater attention to employee turnover seeking to improve their understanding of the underlying reasons
and main factors. To address this need, this study aims to enhance the ability to forecast employee turnover and introduce a new
method based on an improved random forest algorithm. �e proposed weighted quadratic random forest algorithm is applied
to employee turnover data with high-dimensional unbalanced characteristics. First, the random forest algorithm is used to order
feature importance and reduce dimensions. Second, the selected features are used with the random forest algorithm and the F-
measure values are calculated for each decision tree as weights to build the prediction model for employee turnover. In the area of
employee turnover forecasting, compared with the random forest, C4.5, Logistic, BP, and other algorithms, the proposed algorithm
shows signi�cant improvement in terms of various performance indicators, speci�cally recall and F-measure. In the experiment
using the employee dataset of a branch of a communications company in China, the key factors inuencing employee turnoverwere
identi�ed asmonthly income, overtime, age, distance fromhome, years at the company, and percent of salary increase. Among them,
monthly income and overtime were the two most important factors. �e study o	ers a new analytic method that can help human
resource departments predict employee turnover more accurately and its experimental results provide further insights to reduce
employee turnover intention.

1. Introduction

Employee turnover is “the movement of people into and out
of employment within an organization” [1]. A large number
of departures in a relatively concentrated period of time will
create di�culties for management. If the pace of recruitment
and training cannot be maintained, important positions may
remain vacant, resulting in daily work that is not carried out,
and a lack of advancement of the company’s development
goals and plans. �us, if we can predict which employees are
likely to leave in the future, we can plan ahead, take steps to
reduce the likelihood of departure, and train and recruit new
employees in advance, particularly, avoiding the loss of key
positions and the leaking of core information. In this way,
employee turnover forecasting can play an important role in
the steady development of an enterprise.

�ere are many e	ective algorithms, both qualitative
and quantitative, used to stabilize a company by predicting
employee turnover. Our focus is on quantitative algorithms.
Among these, some algorithms based on the social network
method have been applied to employee turnover prediction.
For example, Feeley et al. [2] proposed employee turnover
prediction based on a friendship network.Gloor [3] proposed
a prediction based on an e-mail network. Some classic
data mining algorithms have also been used in the �eld of
employee turnover prediction. For example, Hong et al. [4]
applied support vector machines (SVM) to the prediction of
employee turnover and Kao et al. [5] introduced a decision-
tree algorithm to predict turnover among nurses.

However, the methods in these studies referenced above
have various limitations in generating accurate employee-
turnover predictions such as the following:
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(1) Inadequate consideration of unbalanced data. �e
employee turnover data used in these studies repre-
sent only a small portion of all the employees.

(2) Ine	ective processing of high dimensional data.�ere
are many feature dimensions among employees and
these include static as well as dynamic ones.

(3) Lack of ranking. As the goal of the prediction is to
prevent employee turnover, we need to identify and
rank its features in terms of importance.

In this study, we propose a weighted quadratic random forest
algorithm (WQRF) based on the traditional random forest
algorithm combined with data characteristics. By calculating
the F-measure of each tree and introducing weighted voting,
the WQRF can solve the problem of unbalanced data and
rank the features to reduce dimensionality. Compared with
random forest, C4.5, Logistic, BP, and other algorithms, the
proposed algorithm shows signi�cant improvement in terms
of various performance indicators in the area of employee
turnover forecasting.

To test the e	ectiveness of the method, we apply it to an
employee dataset of a branch of a communications company
in China. �e performance of the dataset with the proposed
algorithm is proven to be e	ective. Many experiments have
shown that this prediction algorithm has obvious advantages
for enterprise employee turnover prediction.

In sum, the signi�cant contributions of this study are as
follows:

(1) It proposes a detailed process of WQRF, which is
e	ective in predicting high dimensional unbalanced
data.

(2) It proposes amethod of employee turnover prediction
based on WQRF and veri�es it using actual Chinese
enterprises.

(3) It points out the main factors of employee turnover
in Chinese communication enterprises and provides
guidance for the human resource department to help
reduce the turnover rate of employees. It also o	ers
value as a reference for the management of employees
in other industries.

�is rest of the paper is organized as follows. Section 2
presents related studies on employee turnover prediction,
some models used in employee turnover prediction, and
the factors underlying employee turnover. �e proposed
approach and feature selection are explained in Section 3
and the experiments and results are illustrated in Section 4.
Finally, the conclusions are presented in Section 5.

2. Literature Review

2.1. Employee Turnover Prediction Models. Research on
employee turnover prediction has been conducted for sev-
eral decades. Many useful models have been proposed in
both theory and practice. In recent years, some statistical
analysis techniques have been used to predict or analyze
employee turnover intention. Chien [6] applied the two-
phase cluster analysis method to predict employee turnover

intention. �e study added a self-organized mapping graph
into the cluster analysis to �nd clusters of employee turnover
intention features. Wu [7] used a decision-tree to pre-
dict employee turnover intention. �e study calculated the
relationship among job-satisfaction and work arrangements
and employee turnover intention; it created a classi�cation
method to identify and group potential turnover employees.
Mitchell et al. [8] initiated an embedded approach to turnover
and Holtom et al. [9] developed social network metrics for
oscillation and average response time to identify changes in
the communication behaviors of managers who were about
to quit their jobs.

2.2. �e Factors. Human resource departments need to
identify the personal employee characteristics, the work
environment factors, and the job attitudes that are most likely
to relate to employee turnover. Without such information,
turnover control e	orts are likely to be fragmented and
possibly misguided.

Jung and Yoon [10] surveyed employees in deluxe hotels
and found that job satisfaction was related to turnover intent.
�ey investigated how prioritizing an error management
culture (EMC) could lead to higher job satisfaction and lower
turnover intent. Labrague et al. [11] analyzed nurse turnover
in the Philippines and found that age, job satisfaction, and job
stress were the most inuential factors for turnover intention.
Tran [12] investigated high school principals’ turnover inten-
tions and found that pay satisfaction and school achievements
were negatively associated with turnover intention.

However, the accuracy of these algorithms is not strong
enough and the features of employee intention seldom
work well in these models. To address this, our study aims
to enhance the ability to forecast employee turnover and
introduce a newmethod based on an improved random forest
algorithm. Our study o	ers a new analytic method that can
help human resource departments better predict employee
turnover and identify the key factors inuencing employee
turnover intention.

3. Methodology

3.1. Random Forests. �e implementation of WQRF is based
on the traditional random forest (RF) algorithm. RF is a
combination algorithm proposed by Breiman [13] in 2001
where if the predicted result is a discrete value, it is a random
forest classi�cation, and if it is a continuous value, it is
a random forest regression. Many empirical studies have
con�rmed the theory that the random forest algorithm has
a high prediction accuracy with good tolerance for abnormal
value and noise.

�e RF classi�cation algorithm is used in two phases.
First, the RF algorithm extracts subsamples from the original
samples using the bootstrap resampling method and creates
decision trees for each sample. Second, the algorithm clas-
si�es the decision trees and implements a simple vote, with
the largest vote of the classi�cation as the �nal result of the
prediction. �e RF algorithm always includes three steps as
follows:
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(1) Select the training set. Use the bootstrap random
sampling method to retrieve K training sets from the
original dataset (M properties), with the size of each
training set the same as that of the original training
set.

(2) Build the RF model. Create a classi�cation regression
tree for each of the bootstrap training sets to produce
K decision trees to form a “forest”; these trees are
not pruned. Looking at the growth of each tree, this
approach does not choose the best features as internal
nodes for branches but rather the branching process
is a random selection of m⩽M of all features.

(3) Create simple voting. Since the training process of
each decision tree is independent, the training of
the random forests can work in parallel, which sig-
ni�cantly improves e�ciency. �e RF can be cre-
ated by combining K decision trees trained in the
same way. When classifying the input samples, the
results depend on the simple voting of the output of
each decision tree. �e RF algorithm determines the
samples by constructing a series of independent and
distributed decision trees and determines the �nal
category of the sample according to each decision
tree.

RF has been used in a wide range of �elds in recent years.
Malek et al. [14] combined RF and self-organizing maps to
predict pediatric fracture healing time e	ectively. Wang [15]
applied RF to the condition monitoring and fault diagnosis
of manufacturing and proposed a panoramic crack detection
method based on structured RF. Malazi and Davari [16] used
RF and emerging pattern algorithms to identify the complex
activities of elders at home and the performance reached a
high degree of accuracy with the F-measure index. Santana
et al. [17] quanti�ed the quality soil parameters based on
the multivariable regression of RF, making it possible to
develop a fast and automatic analysis process. Anitha and Siva
[18] proposed a new computer-aided brain tumor detection
method using the RF classi�er.

In addition, many scholars have optimized the RF algo-
rithm to improve the predictive ability of speci�c data sets.Hu
et al. [19] proposed the class incremental RF (CIRF) to solve
the identi�cation problem of new activities. Abellan et al.
[20] proposed a random trust RF (RTRF), which shows better
performance on the noise dataset. Gomes et al. [21] proposed
an adaptive RF algorithm (ARF) to classify the data stream.
Genuer et al. [22] put forward an RF algorithm that would be
suitable for big data analysis that solved parallel computing,
online modi�cation, and out-of-bag error problems. Zhu et
al. [23] proposed the class weights RF algorithm to solve the
medical class imbalance problem in data analysis.

Based on employee turnover data with high-dimensional
unbalanced characteristics, this study puts forward the
WQRF algorithm,which uses theRF algorithm in twophases.
First, the algorithm is used to rank each feature’s importance
and reduce the dimensions. Second, the selected features are
used with the RF algorithm and the performance evaluation
results are calculated for the F-measure value of each tree

Table 1: Confusion matrix of employee turnover prediction.

Prediction

Turnover No turnover

Actual
Turnover TP FN

No turnover FP TN

to establish the di	erent weights of the trees to generate the
prediction model.

3.2. Classi	er Evaluation Index. �e common evaluation
indices for the prediction model’s performance are accuracy
(ACC), recall, precision (PPV), and the area under the curve
(AUC). To calculate these indices, the confusion matrix is
used. In the matrix, the columns represent the prediction
categories and the sum of the value in the column is the
data observations in the category. In addition, the rows in
the matrix represent the actual categories and the sum of the
values in the rows represents the data observations in that
category. In this study, our focus is on whether or not there
is employee turnover, which is a binary classi�cation.

Turnover is set as the positive category and no turnover
set as the negative category. As shown in Table 1, TP denotes
that the actual turnover is predicted as turnover; FN denotes
that the actual turnover is predicted as no turnover; TN
denotes that actual no turnover is predicted as no turnover
and FP denotes that actual no turnover is predicted as
turnover.

Recall denotes the true positive rate (TPR) and the
equation is

������ = �	� = �	
(�	 + 
�) (1)

FPR denotes the false positive rate and the equation is
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Precision denotes the positive predictive value (PPV) and the
equation is

		� = �	
(�	 + 
	) (3)

ACC denotes accuracy and the equation is

�� = (�	 + ��)
(�	 + 
	 + 
� + ��) (4)

�e AUC denotes the area under the receiver operating char-
acteristics curve (ROC). It is an important index for judging
the advantage and disadvantage of a binary predictionmodel.
If its value is bigger, the performance of the model is better.
�e di	erences in the points of the ROC reect the di	erent
responses to the same signal stimulation. In addition, the x-
coordinate of the ROC curve is FPR and the y-coordinate is
recall.

In this study, we pay attention to the small classes (cate-
gorization features as turnover) in the problem of unbalanced
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classi�cation. �e main goal is to avoid misdiagnosis and
minimize misdetection. �erefore, recall, the F-measure, the
AUC, and the overall ACC will be used to evaluate the
performance of the classi�cation algorithm.

3.3. Features Ranking. �ere are many employee features
within an organization and they can be divided into several
general categories: basic information, job information, job
position information, education experience, training experi-
ence, quali�cation certi�cation, work experience, reward and
punishment, family background, compensation and bene�ts,
performance appraisals, resident region, evaluation infor-
mation, attendance information, and economic conditions.
In addition, di	erent countries, di	erent industries, and
di	erent company scale may a	ect this collection of features.

If all features (dimensions) are taken into account, this
would result in a signi�cant cost in terms of time and space
in the application of the algorithm, which then has a serious
impact on its performance. �erefore, the RF method is �rst
used to reduce the dimensions.

�eRFmethod can rank the features (variables) based on
their importance, so it can be used to reduce dimensions and
delete less important features. �e core idea is to calculate the
degree of decreasing accuracy of the RF prediction by adding
noise to each feature. �e importance calculation for each
feature X in the RF algorithm is shown as follows:

(1) For each decision-tree in the RF, use the correspond-
ing out-of-bag (OOB) data to calculate the OOB error
marked as errOOB1. Here, the OOB data refer to the
rest of the data, which are never used in the process
of training the decision trees. In addition, the OOB
data are about one-third of all the data. Moreover, the
OOB data can be used to evaluate the performance of
the decision tree and the prediction error rate of this
calculation is the OOB error.

(2) Add noise interference into the feature X for all OOB
data randomly; then calculate the OOB error again as
errOOB2.

(3) Assume that there are N trees in the RF and the
important score of feature X can be calculated by the
following equation:

�� =
∑��=1 (������2� − ������1�)

�
(5)

�e importance value of the expression can be used as
a measurement because the noise is randomly added to
the feature and the accuracy of the outer bag is reduced
signi�cantly. �is indicates that this feature has a strong
inuence on the classi�cation results of the sample; namely,
it has a higher degree of importance.

�e objective of the feature selection is (1) to improve the
accuracy of model prediction, (2) to construct a faster and
lower consumption model, and (3) to make the model more
explanatory. �e approach is (1) to �nd the characteristic
variables that are highly correlated with the target variable
and (2) select the characteristic variables that have fewer

numbers and can fully predict the value of the target variable.
�e steps of feature selection using RF are as follows.

Step 1. Use the current feature set to establish the model by
applying the RF algorithm.

Step 2. Calculate the I value (the importance score of the
variables) for each feature in the current feature set and sort
each variable in descending order according to I value.

Step 3. Determine the deletion ratio and remove the unim-
portant index from the current feature variable to obtain a
new feature set.

Step 4. Repeat Steps 1 to 3 until the remaining m features
(prede�ned) and the feature set consisting of m features use
the last selected feature set.

�is study uses the RF ranking method to measure the
features of the employees and to reduce the dimensions of
employee turnover prediction. Maintaining the mof themost
important features of employee turnover will increase the
e�ciency of the prediction.

3.4. �e Weighted Random Forest Algorithm. Commonly, all
decision trees of the RF have the same weight value while
voting for the classi�cation. However, it has a fatal defect
when usedwith the unbalanced data classi�cation prediction.
To solve this, we introduce the weighted F-measure into
the RF algorithm, which generates a better performance for
employee turnover prediction by assigning di	erent weights
to di	erent decision trees. From the viewpoint of data
mining, the problem in employee turnover predictions is the
binary classi�cation of the unbalanced data.

We set “turnover” as the positive category, while “not
leaving” as the negative category. It is obvious that the positive
category is minor and the negative category is the major
category. It is not su�cient to measure the performance of
the model for accuracy with unbalanced data; for example,
if a company’s employee turnover rate is 2% and no one is
expected to leave, the accuracy rate could be as high as 98%;
however, this does not make sense here.

Since we focus on minor categories, even if all the
minor categories are falsely classi�ed as major categories,
the accuracy is still very high but the model has no value
for employee-turnover research. In this study, it is better
to misjudge an employee who has no intention of leaving
as a possible departure than to overlook a person with a
genuine intention of leaving. �is research combines the
two evaluation indices of precision and recall and uses the
harmonicmeanof the F-measure to evaluate the performance
of each decision tree and calculate the weight of the vote.
Compared with the common RF algorithm, this updated
algorithm improves the performance of the unbalanced data
classi�cation.

�e F-measure here refers to F1 (namely, � is set as
one) and its formula is as shown in (6). �e F-measure
combines the results of precision and recall and the higher
the F-measure, the better the classi�cation performance. �e
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Figure 1: Schematic diagram of bootstrap resampling method.

precision rate and recall were discussed above under the
Classi�er Evaluation Index section.
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(6)

�e algorithm follows the steps as follows.

Step 1. Con�rm the training set, validation set, and test set.
Randomly extractK+1 datasets from the original dataset, with
known categories, by the bootstrap method. �e capacity of
each dataset is n, namely, the same as the original dataset.
Among the K+1 datasets, K sets are used as training sets and
the remaining set is used as the validation set. �e sample
that has not been drawn represents about a third of the total
sample of the original training set and constitutes the test set.
�e details of the bootstrap reextraction method are shown
in Figure 1.

Step 2. Construct the RF classi�er. Input K training sets
and use the RF algorithm to build the model; apply the
combination classi�er composed of K classi�cation decision
trees.

Step 3. Get the weight value by calculating the F-measure of
the subclassi�er. Input the validation set and classify each
sample in the validation set by regarding each decision tree
in the forest as an independent classi�er. �en get the TP, FP,
FN, TN, precision rate, and recall rate values of each classi�er.
Next, calculate the F-measure, corresponding to the weight
of each subclassi�er. �e weight of the subclassi�er for j is as
shown in (7).

Step 4. Input the test set to evaluate the performance of the
model.

Step 5. Input the unclassi�ed samples. Classify the samples by
the F-measure weighted random forest.�e result H depends
on the weighted vote of the classi�cation results of each
subclassi�er. �e classi�cation result of subclassi�er j is hj(x)
and the classi�cation weight result of subclassi�er j is Wj.

�e �nal classi�cation decision can be expressed as (8)

�� = 
� =
2�	�

2�	� + 
	� + 
��
(7)

�( ) = argmax
�

�
∑
�=1
��� (ℎ� ( ) = #) (8)

In (8), H(x) represents the combined classi�cation model
obtained by the weighted RF algorithm. ℎ� is the subclassi�er
(i.e., single decision tree), Y represents the output variables
(i.e., the classi�cation type), and function I( ) is the indicator
function.

In the employee turnover prediction question, parameter
Y has two options: leaving and not leaving. �erefore, in
(8), when Y denotes leaving, all the weighted values of the
subclassi�ers, classi�ed as turnover, will be added together as
the score of H(x). On the other hand, when Y denotes not
leaving, all the weighted values of the subclassi�ers, classi�ed
as not leaving, will be added together as the score of H(x).�e
comparison of the two scores and the corresponding value of
Y of the max values of the two scores represent the prediction
classi�cation values of the combined classi�cation model.
Figure 2 presents the structure of theweighted random forest.

3.5. �e WQRF Method Overview. Here, by introducing the
combination forecasting theory into this �eld of data mining,
the current employee data (leaving and not leaving employees
and the leaving status labels) are trained and modeled to
predict whether an employee will leave the job in the future.

�eWQRF algorithm is proposed to build the prediction
model. �e original data (historical) are divided into the
training set and the validation set randomly. In addition, the
not selected data (OOB) are used as the test set. In the �rst
calculation, the training set is used to rank the features by
importance applying the RF algorithm. �e m of the most
important features for employee turnover are selected. In
the second calculation, these m features are included in the
weighted RF algorithm with the training set to build the
prediction model of employee turnover. �e weights in the
weighted RF algorithm are obtained by using the validation
set to calculate the F-measure of each tree. For any employee,
the m features are obtained and input into the prediction
model, so the intention of the employee to depart in the future
can be predicted. �e prediction model can be evaluated by
a 10-fold cross validation method to obtain the accuracy,
sensitivity, precision, and AUC. In the next section, the
experiment will validate the performance of the algorithm
proposed here; it will show that it is actually better than
common predictive algorithms such as the RF, the decision
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tree (e.g., the C4.5 algorithm), the Logistic regression (Logis-
tic), and back propagation (BP) neural network. Figure 3 is a
schematic diagram of the WQRF algorithm.

4. Experiments

4.1. Data Overview. We use the real dataset of employees
of a branch of a communications company in China in our
experiment. �ere are 2000 employees with 32 features in the
dataset. Among these, 271 employees are marked as turnover,
meaning they are marked as “yes” in terms of the “attrition”
features. �e proportion of turnover is 13.5% and obviously
represents an unbalanced data problem.

Here, we select the most common and public employee
features and list these 32 features and their ranges in
Table 2.

In the experiment, we use Python with NumPy, SciPy,
SciKit-learn, Pandas, and Matplotlib and develop three tools:
one tool is for feature ranking based on the RF, one is a
visual tool for analysis of the feature variables and the target
variable, and one is a modeling tool for the RF based on the
weighted F-measure.

4.2. Feature Selection. �e �rst step in the WQRF here is to
apply RF for feature selection.�e feature of “EmployeeNum-
ber” is removed from the 32 features because it is not related
to the target variable. In order to call the RF algorithm in
Python, all features are converted to oat values.

Using the tool for feature ranking based on the RF, we
input the employee data into 2000 rows with 30 independent
features and one dependent variable. According to their
importance, we rank the 30 features in descending order as
shown in Table 3.

A�er removing the lower scoring features one by one, we
�nd that the accuracy, F-measure, and AUC perform better
when only the top 15 features are retained.

Of the 30 features, 15 are removed and the data are reor-
ganized into 2000 rows, 15 independent features, and 1 target
variable. �e 15 features based on importance are selected as
the features of the employee turnover prediction problem and
the operation dimensionality are reduced signi�cantly.

Using the visual tool to examine the relation between the
features and the target variable, we analyze six features scored
earlier and �nd some interesting results. Figure 4 shows
the relation between overtime and attrition and reveals that
as overtime increases so does turnover. Figure 5 shows the
association among age, years at the company, and attrition.
It indicates that the highest turnover is associated with
employees who have worked for a relatively few years at
the company and are younger. Figures 6 and 7 show the
associations between monthly income and attrition, and
among percent of salary increase, distance from home, and
attrition, respectively. In the �gures, turnover is identi�ed in
orange.

4.3. Weighted Random Forest Forecast. �e second step in
the WQRF algorithm is to add weight to the simple voting
mechanism of the RF; this will achieve a better classi�cation
prediction for employee turnover issues. In order to evaluate
the proposed WQRF algorithm based on the weighted F-
measure, we apply it to the employee dataset and we set the
value of “Attrition” tomean the status of turnover, where “yes”
means “leave” (turnover) and “no” means “not leave” (no
turnover).

By random sampling with replacement, we obtain 101
datasets. �e capacity of each dataset is consistent with the
original dataset and the count is 2000 rows. We select 100 as
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Figure 3: Flowchart of the weighted quadratic random forest algorithm.

the training set and to model the RF algorithm; we use the
rest as the validation set. In this model, we get 100 F-measure
values, which come from classifying the category features
to yes. We add these F-measures to the model as weighted
values, with the higher value of the F-measure representing
more voting weight. In this way, we get a new model. Next,
we get the performance index of the new model by using the
10-fold cross-validation method.

�eWQRFbased on theweighted F-measure is compared
with the RF, the C4.5 [24], the Logistic regression, and the BP
neural network; the result is that it shows better prediction
performance. �e evaluation index for the experiment is

shown in Table 4; the 10-fold cross-validation method to
predict the confusion matrix in Table 5; and the ROC curve
in Figure 8.

In Table 4, we can see that the WQRF algorithm shows
better performance for the indicatorsRecall, F-measure, ROC
Area, andACC than the algorithmsRF,C4.5, Logistic, andBP.
Although the comparisonwithRF forACC is not obvious, the
increase in the WQRF ACC value still shows better overall
performance.

Table 5 is the obfuscation matrix for the prediction results
of the �ve algorithms using the 10-fold cross-validation
method. In the dataset of 271 turnover employees, the RF
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Table 2: Value ranges of 32 features.

No. Feature Value Range

1 Attrition (class name) Yes, No

2 EmployeeNumber 0∼2000
3 Age 22∼60
4 Gender Female, Male

5 EmploymentNature Regular Worker, DispatchedWorker

6 JobLevel (high) 4∼13 (low)
7 JobRole Sta	, Junior Management, Middle Management, Senior Management

8 MonthlyIncome 5000∼97938
9 DepartmentType Sales, Management, Technical

10 DistanceFromHome 1∼20
11 Education Academy, Bachelor, Master, Doctor

12 EducationField Technology, Management, Economics, Other

13 RelationshipSatisfaction Low, Medium, High, Very High

14 WorkLifeBalance Bad, Good

15 EnvironmentSatisfaction Low, Medium, High, Very High

16 JobSatisfaction Low, Medium, High, Very High

17 OverTime Yes, No

18 AvgWorkHours 8∼16
19 MaritalStatus Yes, No

20 HaveChildren Yes, No

21 NumberCompaniesWorked 0∼3
22 TotalWorkingYears 0∼37
23 YearsatCompany 0∼36
24 YearsinCurrentRole 0∼14
25 YearswithCurrentManager 0∼12
26 WinningCount 0∼5
27 PerformanceRatingLastYear Low, Good, Excellent, Outstanding

28 PercentSalaryIncrease 0∼30
29 YearsSinceLastPromotion 0∼32
30 TrainingTimesLastYear 0∼5
31 NativePlace Local, Nonlocal

32 PhysicalCondition Healthy, Unhealthy

Table 3: Importance score of 30 features.

No. Feature Score No. Feature Score

1 MonthlyIncome 0.2816 16 EducationField 0.0137

2 OverTime 0.2762 17 WinningCount 0.0100

3 Age 0.0665 18 Gender 0.0093

4 DistanceFromHome 0.0431 19 NumberCompaniesWorked 0.0073

5 YearsatCompany 0.0317 20 HaveChildren 0.0069

6 PercentSalaryIncrease 0.0306 21 EnvironmentSatisfaction 0.0065

7 YearsinCurrentRole 0.0289 22 RelationshipSatisfaction 0.0062

8 TrainingTimesLastYear 0.0257 23 JobSatisfaction 0.0060

9 YearsSinceLastPromotion 0.0250 24 EmploymentNature 0.0056

10 YearswithCurrentManager 0.0218 25 MaritalStatus 0.0036

11 AvgWorkHours 0.0211 26 PerformanceRatingLastYear 0.0031

12 TotalWorkingYears 0.0208 27 WorkLifeBalance 0.0015

13 JobLevel 0.0173 28 PhysicalCondition 0.0007

14 Education 0.0141 29 JobRole 0.0007

15 DepartmentType 0.0140 30 NativePlace 0.0004
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Table 4: Experimental results of di	erent algorithms.

Algorithms Recall F-measure ROC Area ACC (%)

RF 0.627 0.698 0.850 92.65

C4.5 0.561 0.564 0.773 91.05

Logistic 0.469 0.259 0.807 90.20

BP 0.502 0.560 0.781 89.30

WQRF 0.653 0.711 0.881 92.80

Table 5: Prediction results for 10-fold cross-validation with
employee dataset.

Algorithms a b Classi�ed as

RF
1683 46 a=No

101 170 b=Yes

C4.5
1669 60 a=No

119 152 b=Yes

Logistic
1677 52 a=No

144 127 b=Yes

BP
1650 79 a=No

135 136 b=Yes

WQRF
1679 50 a=No

94 177 b=Yes

algorithm predicts 170 people correctly, the C4.5 algorithm
predicts 152 people correctly, the Logistic algorithm predicts
127 people correctly, and theBP predicts 136 people.However,
our WQRF algorithm predicts 177 people correctly, which is
the best out of the �ve algorithms.

As can be seen in Figure 8, the ROC curve of the WQRF
algorithm is closer to the upper le� corner and the C4.5 is
closer to the right. WQRF has a larger AUC value than the
other algorithms, which implies better predictive ability. In
sum, for the real employee dataset, the experiment proves that
WQRF has a better ability to predict employee turnover than
RF, C4.5, Logistic, and BP.

5. Conclusion and Future Work

In this study, an improved RF algorithm, the WQRF based
on the weighted F-measure, is proposed. �e main idea is
to follow two steps. First, the random forest algorithm is
used to order feature importance and reduce dimensions.
Second, the selected features are used with the random forest
algorithm and the F-measure values are calculated for each
decision tree as weights to build the prediction model. In
the area of employee turnover forecasting, compared with
the RF, C4.5, Logistic, and BP, the WQRF algorithm shows
signi�cant improvement in various performance indicators,
especially recall and F-measure. In the employee dataset
of a branch of a communications company in China, the
key inuencing factors for employee turnover were found
using the WQRF algorithm; these were monthly income,
overtime, age, distance from home, years at the company,
and percent of salary increase, with the monthly income as
the most important factor. �erefore, increasing employee
income is undoubtedly one of themost e	ectiveways to retain
employees.

�e algorithm proposed here has also been applied
in the prediction of employee turnover in industries such
as education, medical, �nance, and other �elds. Di	erent
enterprise employees will have some similar characteristics
but also some special attributes, which does not a	ect the use
of this algorithm.

If an organization can predict in advance which employ-
ees may turnover, it can develop a plan and take measures to
reduce this possibility, address the need to hire replacements
quickly, and make other adjustments to retain employees in
key positions. Using theWQRF approach, HR administrators
can predict better employee turnover and take timely action.

�is algorithm can be applied as well to the problem of
unbalanced data classi�cation in other �elds, for example, in
predictions of customer churn, cancer screening, and abnor-
mal testing. �ese problems have the same characteristics,
such as a focus on a minority class, and the requirement
that it is “better to mischeck than to misdetect.” Compared
with other algorithms, generally, the WQRF algorithm has a
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Figure 8: ROC curves of �ve di	erent algorithms.

higher recall rate for a minority class. In the future, we will
theoretically analyze the data characteristics in these �elds
and further verify and optimize the WQRF.

In terms of study limitations, adding the feature sort-
ing and weight calculation processes does mean that the
modeling has a higher cost in terms of time than other
algorithms. In future research, improvement in operational
e�ciency and overall prediction accuracy could be analyzed.
In addition, this algorithm is designed for unbalanced data
and not suitable for industries with high turnover rate. How
to increase the universality of the algorithm still needs to be
studied further.
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