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Abstract. The conventional nearest neighbor classifier (NNC) directly exploits the dis-
tances between the test sample and training samples to perform classification. NNC
independently evaluates the distance between the test sample and a training sample. In
this paper, we propose to use the classification procedure of sparse representation to im-
prove NNC. The proposed method has the following basic idea: the training samples are
not uncorrelated and the “distance” between the test sample and a training sample should
not be independently calculated and should take into account the relationship between dif-
ferent training samples. The proposed method first uses a linear combination of all the
training samples to represent the test sample and then exploits modified “distance” to
classify the test sample. The method obtains the coefficients of the linear combination by
solving a linear system. The method then calculates the distance between the test sample
and the result of multiplying each training sample by the corresponding coefficient and
assumes that the test sample is from the same class as the training sample that has the
minimum distance. The method elaborately modifies NNC and considers the relationship
between different training samples, so it is able to produce a higher classification accu-
racy. A large number of face recognition experiments on three face image databases show
that the maximum difference between the accuracies of the proposed method and NNC is
greater than 10%.
Keywords: Face recognition, Nearest neighbor classifier, Sparse representation, Classi-
fication

1. Introduction. The image recognition technique [1-3] can be used for a variety of
applications such as objection recognition, personal identification and facial expression
recognition [4-14]. For many years researchers in the field of image recognition have
adopted the following procedures to perform recognition: image capture, feature selec-
tion or feature extraction and classification. Usually these procedures are consecutively
implemented and each process is necessary. The nearest neighbor classifier (NNC) is an
important classifier. NNC is also one of the oldest and simplest classifiers [15,17]. The
nearest neighbors of the sample were used in a number of fields such as image retrieval,
image coding, motion control and face recognition [19,22]. NNC first identifies the train-
ing sample that is the closest to the test sample and assumes that the test sample is from
the same class as this training sample. Since “close” means “similarity”, we can also
say that NNC exploits the “similarity” of the test sample and each training sample to
perform classification. To determine the nearest neighbors of the sample is the first step
of NNC, so it is very crucial. In the past, various ideas and algorithms were proposed for
determining the nearest neighbors. For example, D. Omercevic et al. proposed the idea of
meaningful nearest neighbors [23]. H. Samet proposed the MaxNearestDist algorithm for

543



544 Y. XU, Q. ZHU, Y. CHEN AND J.-S. PAN

finding K nearest neighbors [24]. J. Toyama et al. proposed a probably correct approach
for greatly reducing the searching time of the nearest neighbor search method [25]. The
focus of this approach is to devise the correct set of k-nearest neighbors obtained in high
probability. Y.-S. Chen et al. proposed a fast and versatile algorithm to rapidly perform
nearest neighbor searches [26]. Besides the methods in these works, many other meth-
ods [26-30] have also been developed for computationally efficiently searching the nearest
neighbors. We note that most of these methods focus on improving the computation
efficiency of the nearest neighbor search.
We note that recently a distinctive image recognition method, the sparse representation

(SR) method was proposed [31]. The applications of SR on image recognition such as face
recognition have obtained a promising performance [32-34]. However, it seems that it is
not very clear why SR can outperform most of previous face recognition methods and
different researchers attribute the good performance of SR to different factors. In our
opinion one of remarkable advantages of SR is that it uses a novel procedure to classify
the test sample. Actually, this method first represents a test sample by using a linear
combination of a subset of the training samples. Then it takes the weighted sum of the
training sample as an approximation to the test sample and regards the coefficients of the
linear combination as the weights. SR calculates the deviation of the test sample from
the weighted sum of all the training samples from the same class and classifies the test
sample into the class with the minimum deviation. As the weighted sum of a class is
also the sum of the contribution in representing the test sample of this class, we refer to
this classification procedure as representation-contribution-based classification procedure
(RCBCP). We also say that SR consists of a representation procedure and a classification
procedure.
The main rationale of RCBCP is that when determining the distances between the test

sample and training samples, it takes into account the relationship of different training
samples. If some training samples are collinear, RCBCP will use the weights to reflect the
collinear nature and will classify the test sample into the class the weighted sum of which
provides the best approximation to the test sample. However, the conventional NNC
usually separately evaluates the distances between the test sample and training samples,
ignoring the similarity and potential relationship between different training samples. The
following example is very helpful to illustrate this difference between RCBCP and the
conventional NNC: if two training samples have the same minimum Euclidean distances
to the test sample, then NNC will be confused in classifying the test sample. However,
under the same condition, RCBCP usually obtains two different “distances” and is still
able to determine which training sample is closer to the test sample.
In this paper, motivated by RCBCP, we propose to exploit RCBCP to modify NNC. The

basic idea is to use a dependent way to determine the “distances” between the test sample
and training samples. We first use all of the training samples to represent the test sample,
which leads to a linear system. We directly solve this system to obtain the least-squares
solution and then exploit the solution and the classification procedure of NNC to classify
the test sample. Differing from the conventional NNC, the proposed method calculates
the distance between the test sample and the result of multiplying each training sample
by the corresponding weight (i.e., a component of the solution vector) and assumes that
the test sample is from the same class as the training sample with the minimum distance.
The proposed method is very simple and computationally efficient. Our experiments show
that the proposed method always achieves a lower rate of classification errors than NNC.
This paper also shows that one modification of the proposed method is identical to NNC.
This paper not only proposes an improvement to NNC but also has the following

contributions: it confirms that RCBCP is very useful for achieving a good face recognition
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performance. Moreover, it also somewhat illustrates that RCBCP is one of the most
important advantages of SR.

The rest of the paper is organized as follows. Section 2 describes our method. Section
3 shows the difference between NNC and the proposed method. Section 4 presents the
experimental results. Section 5 offers our conclusion.

2. Problem Statement and Preliminaries. Let A1, . . ., An denote all n training sam-
ples in the form of column vectors. We assume that in the original space test sample Y
can be approximately represented by a linear combination of all of the training samples.
That is,

Y ≈
∑n

i=1
βiAi. (1)

βi is the coefficient of the linear combination. We can rewrite (1) as

Y = Aβ, (2)

where β = (β1, . . . , βn)
T , A = (A1, . . . , An).

As we know, if ATA is not singular, we can obtain the least squares solution of (2) using
β = (ATA)−1ATY . If ATA is nearly singular, we can solve β by β = (ATA+ µI)−1ATY ,
where µ is a positive constant and I is the identity. After we obtain β, we calculate Y ′

using Y ′ = Aβ and refer to it as the result of the linear combination of all of the training
samples.

From (1), we know that every training sample makes its own contribution to repre-
senting the test sample. The contribution that the ith training sample makes is βiAi.
Moreover, the ability, of representing the test sample, of the ith training sample Ai can
be evaluated by the deviation between βiAi and Y , i.e., ei = ||Y − βiAi||2. Deviation ei
can be also viewed as a measurement of the distance between the test sample and the
ith training sample. We consider that the smaller ei is, the greater ability of representing
the test sample the ith training sample has. We identify the training sample that has
the minimum deviation from the test sample and classify Y into the same class as this
training sample.

3. Analysis of Our Method. In this section, we show the characteristics and rationale
of our method.

3.1. Difference between our method and NNC. Superficially, our method performs
somewhat similarly with NNC, because both of them first evaluate the “distances” be-
tween the test sample and each training sample and classify the test sample into the same
class as the training sample that has the minimum “distance”. However, our method is
different from NNC as follows: it does not directly compute the distance between the test
sample and each training sample but calculates the distance between the test sample and
the result of multiplying each training sample by the corresponding coefficient. Since the
sum of all the training samples weighted by the corresponding coefficients well approxi-
mates to the original test sample, the result of multiplying each training sample by the
corresponding coefficient can be viewed as an optimal approximation, to the original test
sample, generated from the training sample. Thus, the deviation between this approxi-
mation and the original test sample can be taken as the “distance” between the training
sample and test sample. Intuitively, the smaller the “distance”, the more “similar” to the
test sample the training sample.

As the weighted sum (i.e., a linear combination) of all the training samples well repre-
sents the test sample, we say that all the training samples provide a good representation
for the test sample in a competitive way. According to the classification procedure of our



546 Y. XU, Q. ZHU, Y. CHEN AND J.-S. PAN

method, the training sample that has the minimum deviation from the test sample wins
in the competition. This has the following rationale: the training sample that has the
minimum deviation is most similar to the test sample, because it can represent the test
sample with the minimum error. Figure 1 shows the flowchart of our method.
It should be pointed out that our method exploits all of the training samples to represent

the test sample. As a result, it is very different from SR and is not a sparse representation
method at all. It is clear that our method only needs to solve one linear system and is
computationally efficient.

Figure 1. Flowchart of our method. Here distance is also the deviation
of the test sample from the representation of the training sample.

3.2. More exploration. This subsection presents an alternative algorithm of the nearest
neighbor classifier (AANNC), which is helpful for formally showing the difference between
our method and the nearest neighbor classifier. AANNC first uses each training sample
to express the test sample and then exploits the error of expression to classify the test
sample. The formula to use the ith training sample Ai to express test sample Y is

Y = γiAi + Ei, i = 1, . . . , n, (3)

where γi is the coefficient and Ei denotes the error vector. Equation (3) shows that the
test sample can be expressed as the sum of a training sample weighted by a coefficient
and the error vector. We can convert (3) into

AT
i Y = γiA

T
i Ai + AT

i Ei, i = 1, . . . , n. (4)

Further, we solve (4) using

γi =
AT

i Y

AT
i Ai

, i = 1, . . . , n. (5)

If all the samples are unit vectors with length of 1, then we have

γi = AT
i Y, i = 1, . . . , n. (6)

AANNC then evaluates the ability of expressing the test sample of each training sample
using the following distance

di = ||Y − γiAi||2, i = 1, . . . , n, (7)

where γi is solved using (5). AANNC considers that the smaller distance di is, the
better ability of expressing the test sample the ith training sample has. As a result,
AANNC identifies the class-label of the training sample that has the minimum distance
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Figure 2. Flowchart of the modification of our method

d = min di and classifies the test sample into the same class. We use Figure 2 to show the
flowchart of AANNC. This figure clearly shows that AANNC repeatedly solves Equation
(3) and solving Equation (3) at a time produces only the coefficient for a training sample.
However, our method shown in Section 2 obtains the coefficients for all of the training
samples by solving Equation (2) at a time.

The following shows that AANNC is identical to NNC. As all of the samples are unit
vectors, we can transform (7) into

di = 1 + γ2
i − 2γiA

T
i Y = 1− γ2

i = 1− (AT
i Y )2, i = 1, . . . , n. (8)

If all the samples are unit vectors, the distance between each training sample and the test
sample can be formulated as

ddi = ||Y − Ai||2 = 2− 2AT
i Y, i = 1, . . . , n. (9)

Since NNC classifies the test sample based on the distance metric as shown in (9), it is
sure that the classification based on (8) has the same classification decision as NNC. As
a result, under the condition that all the samples are unit vectors, AANNC is identical
to NNC.

4. Experimental Results. We conducted a number of experiments using the ORL [35],
Yale [36] and AR [37] face databases. Later we will show the mean of the rates of the
classification errors of our method, NNC, the center-based nearest neighbor classifier
(CBNNC) proposed in [39] and the nearest neighbor line (NNL) classifier proposed in [40]
on the three databases. The codes are available at http://www.yongxu.org/lunwen/.html.
CBNNC and NNL were proposed respectively in 2007 and 2004 as two improvements
to conventional NNC [39,40]. Previous literature shows that these two improvements
can obtain a better performance than NNC in some cases [39,40]. The ORL database
[35] includes 400 face images from 40 subjects. The images include variations in facial
expression (smiling/not smiling, open/closed eyes) and facial detail. The subjects are
in an upright, frontal position with tolerance for some tilting and rotation of up to 20◦.
Each of the face images contains 112× 92 pixels. The Yale database contains face images
with a variety of expressions such as normal, sad, happy, sleepy, surprised, and winking,
all obtained under different lighting conditions. Some faces also wear glasses. From the
very large scale AR face database, we used 3120 gray face images from 120 subjects,
each providing 26 images. These images were taken in two sessions [39] and show faces
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with different facial expressions, in varying lighting conditions and occluded in several
ways. For the ORL and Yale databases, if s samples of all the n samples per class are

used for training, there are Cp
q = p(p−1)···(p−q+1)

q(q−1)···1 possible combinations. We use the same

combinations to determine training samples and test samples for all the classes. As a
result, there are Cs

n training sets and Cs
n testing sets. We dealt with the Yale database

in the same way. Using this experiment scheme, we can make the obtained experimental
result be representative. Table 1 shows from the ORL and Yale databases, how many
training sample sets per class were used.

Table 1. Number of training sample sets. The number of the test sets is
the same.

Number of training samples per class 1 2 3 4
ORL 10 45 120 210
Yale 11 55 165 330

We conducted experiments for all the training sets and testing sets of the ORL and
Yale databases. As the AR face database contains too many samples, we took the first 2,
4, 6 and 8 training samples per class and the others as training samples and test samples,
respectively. We then resized each face image of the AR database to a 40 by 50 image
by using the down-sampling algorithm presented in [41]. The face images of the ORL
database were also preprocessed in the same way. Before carrying out all the methods,
we first converted each sample into the vector with the norm of 1. We then converted
each image into a one-dimensional column vector before we implemented either of NNC
and our method. We solve Equation (2) using β = (ATA+ µI)−1ATY with µ = 0.001.
Figure 3 shows some face images of one subject from the AR face database. Figure

4 shows original test images of two subjects from the ORL database and the images
corresponding to the result of the linear combination of all of the training samples for
representing the test sample. As shown in Section 2, the result of the linear combination
of all of the training samples, i.e., Y ′ = Aβ is a column vector. In order to obtain the
images shown in the second and fourth rows of Figure 4, we first converted Y ′ into a two-
dimensional matrix with the same size as the original face image. Figure 5 shows a case
where our method correctly classified a test sample, whereas NNC failed to do so. Figure
6 shows the distances between the test sample shown in Figure 5 and all of the training
samples. Figure 7 shows the deviations between the test sample shown in Figure 5 and
the result of multiplying each training sample by the corresponding coefficient presented
in Section 2. From Figures 6 and 7, we see that though the first training sample is not the

Figure 3. Some samples of one subject from the AR database
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Figure 4. Original test images of two subjects from the ORL database
and the images corresponding to the result of the linear combination of all
of the training samples for representing the test sample. The first 5 images
per subject were used as the training samples and the others were used as
test samples. The first and third rows show the original test images and
the second and fourth rows show the images corresponding to the result of
the linear combination, respectively.

training sample that is the closest to the test sample, in our method it has the minimum
deviation from the test sample. As a result, our method can correctly classify the test
sample into the class that the first training sample belongs to, which is the genuine class
of the test sample.

Tables 2-4 show the experimental results. From these tables, we see that our method
almost always classifies more accurately than NNC, CBNNC proposed in [39] and NNL
in [40] for all the databases. For example, for the AR database, when the first two images
per class were used as training samples and the others were used as test sample, the ratios
of the classification errors obtained using our method, NNC, CBNNC proposed in [39] and
NNL proposed in [40] are 30.38%, 39.93%, 40.03% and 40.80% respectively. Moreover,
we see that the maximum value of the difference between the rates of classification errors
of NNC and our method is 11.14%. We also see that as NNL obtained a lower rate of
classification errors than CBNNC, NNL seems to be a better improvement to conventional
NNC in comparison with CBNNC.
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(a) (b) (c) (d) (e) (f)

(a’) (b’) (c’) (d’) (e’) (f’)

Figure 5. One original test image of one subject from the AR database
and the first 5 nearest images obtained using NNC and our method, respec-
tively. In the first row, while (a) denotes the test image, (b), (c), (d), (e)
and (f) respectively stand for the first to fifth nearest images obtained using
NNC. In the second row, while (a’) denotes the test image (same as (a)),
(b’), (c’), (d’), (e’) and (f’) respectively stand for the first to fifth nearest
images obtained using our method. It is clear that our method correctly
classified this test ample, whereas NNC did not. In this case, the first 4 face
images per class were used as training samples and the others were used as
testing samples.

Figure 6. The distances between the test sample shown in Figure 5 and
all of the training samples
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Figure 7. The deviations between the test sample shown in Figure 5 and
the result of multiplying each training sample by the corresponding coeffi-
cient presented in Section 2

Table 2. Means of the rates of the classification errors (%) of our method
and NNC on the Yale database

Number of training samples per class 1 2 3 4
Our method 15.52 5.67 4.17 3.69

NNC 18.97 9.17 5.89 4.71
CBNNC 18.85 9.44 6.23 5.11
NNL U 7.03 4.97 4.16

Rate difference between our method and NNC 3.45 3.5 1.72 1.02
Rate difference between our method and CBNNC 3.33 3.77 2.06 1.42
Rate difference between our method and NNL U 1.36 0.8 0.47

Table 3. Means of the rates (%) of the classification errors of our method
and NNC on the ORL databases

Number of training samples per class 1 2 3 4
Our method 30.06 17.78 11.92 8.73

NNC 33.94 20.54 13.83 9.98
CBNNC 34.11 20.60 13.84 9.89
NNL U 19.40 12.03 8.03

Rate difference between our method and NNC 3.88 2.76 1.91 1.25
Rate difference between our method and CBNNC 4.05 2.82 1.92 1.16
Rate difference between our method and NNL U 1.62 0.11 −0.7

5. Conclusions. The proposed method elaborately modifies NNC and exploits the abil-
ity, of representing the test sample, of the training sample rather than only a simple
distance to classify the test sample. This ability is related to the “similarity” between
the test sample and each training sample. We say that the proposed method evaluates
the “similarity” between the test sample and each training sample in a “competitive”
way, whereas NNC directly calculates the “similarity” between the test sample and each
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Table 4. Rates of the classification errors (%) of our method and NNC on
the AR database. We took the first 2, 4, 6 and 8 training samples per class
and the others as training samples and test samples, respectively.

Database
Training
samples

Our
method

NNC CBNNC NNL

Difference
between

our
method
and
NNC

Difference
between

our
method
and

CBNNC

Difference
between

our
method
and
NNL

AR
2 per
class

30.38 39.93 40.03 40.80 9.55 9.65 10.42

AR
4 per
class

31.55 42.69 42.69 42.50 11.14 11.14 10.95

AR
6 per
class

30.92 38.88 38.92 38.25 7.96 8.0 7.33

AR
8 per
class

33.89 41.76 41.76 41.34 7.87 7.87 7.45

training sample. When computing the distance between the test sample and each train-
ing sample, the proposed method not only exploits these two samples but also takes into
account the relationship between different training samples. As a result, the proposed
method can identify the training sample that has the greatest contribution in represent-
ing the test sample. A large number of face recognition experiments show that our method
always achieves a higher classification accuracy than NNC and the maximum difference
between the accuracies of our method and NNC is greater than 10%.
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