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AN INFINITE DIMENSIONAL MORSE THEORY

WITH APPLICATIONS

WOJCIECH KRYSZEWSKI AND ANDRZEJ SZULKIN

Abstract. In this paper we construct an infinite dimensional (extraordinary)
cohomology theory and a Morse theory corresponding to it. These theories
have some special properties which make them useful in the study of criti-
cal points of strongly indefinite functionals (by strongly indefinite we mean a
functional unbounded from below and from above on any subspace of finite
codimension). Several applications are given to Hamiltonian systems, the one-
dimensional wave equation (of vibrating string type) and systems of elliptic
partial differential equations.

0. Introduction

Let E be a real Hilbert space with an inner product 〈. , .〉 and let Φ be a twice con-
tinuously differentiable functional. Denote the Fréchet derivative and the gradient
of Φ at x by Φ′(x) and ∇Φ(x) respectively, where as usual

〈∇Φ(x), y〉 := Φ′(x)y ∀ y ∈ E.
Recall that a point x0 ∈ E is said to be critical if Φ′(x0) = 0, or equivalently, if
∇Φ(x0) = 0. The level c ∈ R will be called regular if Φ−1(c) contains no critical
points, and critical if ∇Φ(x0) = 0 for some x0 ∈ Φ−1(c).

Let a, b, a < b, be two regular levels of Φ. Denote M := Φ−1([a, b]) and consider
the restriction of Φ to M . In Morse theory one is interested in the local topological
structure of the level sets of Φ|M near a critical point and in the relation between
this local structure and the topological structure of the set M . To be more specific,
suppose that x0 ∈M is an isolated critical point of Φ. Then one defines a sequence
of critical groups of Φ at x0 by setting

cq(Φ, x0) := Hq(Φ
c ∩ U,Φc ∩ U − {x0}), q = 0, 1, 2, ...,(0.1)

where c := Φ(x0), Φc := {x ∈ E : Φ(x) ≤ c}, Hq is the q-th singular homology
group with coefficients in some field F and U is a neighbourhood of x0. Define
the Morse index of x0 to be the maximal dimension of a subspace of E on which
the quadratic form 〈Φ′′(x0)y, y〉 is negative definite. One shows that if x0 is a
nondegenerate critical point, i.e., if Φ′′(x0) : E → E is invertible, then cq(Φ, x0) = F
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for q = the Morse index of x0, and cq(Φ, x0) = 0 otherwise. So in this case the
groups cq(Φ, x0) are uniquely determined by the Morse index. If x0 is degenerate,
no such simple relation exists. The global aspect of Morse theory is expressed by
the Morse inequalities which relate the critical groups of all critical points of Φ|M
to the homology groups Hq(Φ

b,Φa) (which are isomorphic with Hq(M,Φ−1(a)) by
the excision property of homology).

In what follows we assume that the reader is somewhat familiar with Morse
theory in Hilbert spaces. Necessary prerequisites (and much more!) may be found
e.g. in Chang [10] and Mawhin and Willem [34]. Let us also mention that a different
approach to Morse theory, based on the Conley index, has been developed by Benci
(see [6] and the references there).

The purpose of this paper is to construct a Morse theory for strongly indefinite
functionals. In order to explain why the ordinary theory fails in this case, let us
consider the following very simple example: Let E = E+ ⊕ E− be an orthogonal
decomposition of E into two infinite dimensional subspaces and suppose Φ(x) =
1
2‖x+‖2− 1

2‖x−‖2, where x+ ∈ E+ and x− ∈ E−. Then 0 is the only critical point
of Φ; it is nondegenerate and has the Morse index +∞. Therefore cq(Φ, 0) = 0 for
all q (this can also be easily computed directly from the definition of cq). More
generally, if Φ(x) = 1

2‖x+‖2 − 1
2‖x−‖2 + ψ(x), where ∇ψ is a compact mapping

(i.e., it takes bounded sets to precompact ones), then the Morse index of any critical
point must necessarily be +∞. So in this case one cannot expect to obtain any
useful information from the usual Morse theory.

In order to remedy this difficulty, the second author has introduced a different
Morse theory in [41]. It was based on a suitably adapted version of an infinite
dimensional cohomology theory due to Gȩba and Granas [20, 21]. In the present
paper we construct another infinite dimensional cohomology theory and a Morse
theory associated with it. Let (En)∞n=1 be a filtration of E, i.e., an increasing
sequence of closed subspaces of E such that E = cl(

⋃∞
n=1En) (cl denotes the

closure), and let E = {En, dn}∞n=1, where (dn)∞n=1 is a sequence of nonnegative
integers. Then for a pair (X,A) of closed sets in E, A ⊂ X , we define cohomology
groups of (X,A) by setting

Hq
E(X,A) := {Hq+dn(X ∩En, A ∩ En)}∞n=1, q ∈ Z.(0.2)

Since we are only interested in the asymptotic behaviour of the sequences on
the right-hand side above, we will consider (ξn)∞n=1 and (ηn)∞n=1, where ξn, ηn ∈
Hq+dn(X∩En, A∩En), as equivalent (or representing the same element ofHq

E(X,A))
if ξn = ηn for almost all n. In applications En will be a direct summand of En+1,
and we will have dim(En+1 	 En) = k and dn = c + dn, where 0 < d ≤ k and the
constants c, d, k are independent of n.

In [41] the cohomology groups were obtained as the limit as n → ∞ of the
direct system {Hq+n(X ∩ En, A ∩ En),∆q

n}, where (En)∞n=1 is a filtration with
dim(En+1	En) = 1 and ∆q

n : Hq+n(X∩En, A∩En) → Hq+n+1(X∩En+1, A∩En+1)
is a certain Mayer-Vietoris homomorphism. The objects we construct here are
more unusual: each group Hq

E(X,A) is in fact a sequence of cohomology groups
of the spaces (X ∩ En, A ∩ En) approximating (X,A). Although this is a certain
disadvantage compared to [41], our approach here has advantages which prevail. It
is much more flexible and more elementary. In particular, the fact that we may
have dim(En+1	En) > 1 and dn+1− dn > 1 will turn out to be very convenient in
applications. E.g., for Hamiltonian systems in R2N the natural choice of En and dn
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is such that dim(En+1	En) = 4N and dn = N(1+2n) (En is in fact the space of n-
th partial sums in the Fourier expansion of functions in E, so dimEn = 2N(1+2n)).
By this choice it will be possible to avoid a tedious approximation procedure which
was needed in [41, Section 6]. Furthermore, if the functional Φ is invariant with
respect to an action of a group G, then in most cases En+1 	 En cannot be one-
dimensional if it is to be G-invariant.

The cohomology theory (0.2) will be constructed in Section 1, and in Sections 2–
5 we construct a corresponding Morse theory. We use an approach due to Gromoll
and Meyer [10, 22] and combine it with some ideas from the Conley index theory
[6, 11] (note that our cohomology is defined only on pairs of closed sets, so critical
groups cannot be introduced by a formula similar to (0.1)). Let us point out that
the functionals considered in [41] satisfied the Palais-Smale condition (PS) and
were of the form Φ(x) = 1

2 〈Lx, x〉 + ψ(x), with L linear and PF∇ψ compact (PF
is the orthogonal projector onto a certain subspace of E). Here we assume that Φ
satisfies the condition (PS)*, which is somewhat stronger than (PS) but makes any
further assumptions on the form of Φ unnecessary. In Section 6 a degree theory is
constructed. It is related to our Morse theory via formulas of Poincaré-Hopf type.

The remaining sections are devoted to applications. In Section 7 we consider the
problem of existence of periodic solutions for a Hamiltonian system of differential
equations

ż = JHz(z, t)

with Hamiltonian H asymptotically quadratic at 0 and infinity. We extend several
earlier results; see Remark 7.12 for more comments on previous work.

In Section 8 we are concerned with the asymptotically linear wave equation

utt − uxx = f(x, t, u)(0.3)

satisfying the boundary and the periodicity conditions

u(0, t) = u(π, t) = 0, u(x, t+ 2π) = u(x, t).(0.4)

We extend earlier results contained in [1, 27] (cf. Remark 8.7). Moreover, we work
directly with the functional

Φ(u) :=
1

2

∫
Ω

(u2
t − u2

x) dxdt+

∫
Ω

F (x, t, u) dxdt

(where Ω = (0, π) × (0, 2π) and F is the primitive of f) which is natural for this
problem. This is in fact one of the main advantages of our approach. In [1] a finite
dimensional reduction was performed, and for this purpose it was necessary to
assume that the derivative fu of f is bounded (here f need not be differentiable).
The gradient ∇ψ of the non-quadratic part of Φ does not satisfy the previously
mentioned compactness condition. Therefore the theory of [41] cannot be applied
directly. Still, in [27] this theory was used, but only after introducing a different
functional—which had all properties required in [41].

Section 9 is concerned with the system of elliptic partial differential equations

−∆v = Fu(x, u, v), −∆u = Fv(x, u, v), u|∂Ω = v|∂Ω = 0

in a bounded domain Ω ⊂ RN . Note that the functional

Φ(u, v) :=

∫
Ω

∇u · ∇v dx−
∫

Ω

F (x, u, v) dx

corresponding to this problem is strongly indefinite.
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Notation and terminology. The closure of a set X will be denoted by X or cl(X),
the interior by int(X) and the boundary by ∂X . B(p, r) is the open ball, B(p, r) the
closed ball and S(p, r) the sphere of radius r centered at p. Two sets A, B are said
to be bounded away from each other if d(A,B) := inf{‖x− y‖ : x ∈ A, y ∈ B} > 0.
An increasing sequence (En)∞n=1 of closed subspaces of a Hilbert space E is called
a filtration of E if E = cl(

⋃∞
n=1En). A filtration together with a given sequence

(dn)∞n=1 of nonnegative integers will be denoted by E = {En, dn}∞n=1 (somewhat
improperly, we will sometimes write E = (En)∞n=1 when the choice of the numbers
dn is immaterial). A continuous function is called a mapping, and a mapping
f : X → Y (or f : (X,A) → (Y,B)), where X,Y ⊂ E, is filtration-preserving if
f(X∩En) ⊂ En for almost all n. Homotopies and group isomorphisms are denoted
by ' and ∼= respectively. For level sets and critical sets we use the customary
notation

Φc := {x ∈ E : Φ(x) ≤ c},
K := {x ∈ E : ∇Φ(x) = 0} and Kc := K ∩Φ−1(c).

Occasionally we will write K(Φ) instead of K if we want to distinguish between
critical sets of different functionals.

1. Cohomology of filtered spaces

Let X be a metric space and A a closed subset of X . In what follows we denote
the Čech cohomology of the pair (X,A) with coefficients in a fixed field F by
H∗(X,A). It is well-known that the Čech cohomology satisfies all the Eilenberg-
Steenrod axioms. It also has some additional properties which will be useful later.

Property 1.1. [39, Corollary 6.6.3] Let (X,A) be a pair of closed subsets of a
normed linear space E, A ⊂ X. Let Λ be the family of all pairs (U, V ) of open
subsets of E such that X ⊂ U and A ⊂ V ⊂ U . Then Λ is an inverse system
directed by inclusion, and

H∗(X,A) = lim−→
Λ

H∗(U, V ).(1.1)

Since open sets in a normed linear space are absolute neighbourhood retracts, the
Čech and the singular cohomology of (U, V ) coincide. It follows that for pairs (X,A)
as above, Property 1.1 (with singular groups on the right-hand side of (1.1)) may
be taken as a definition of the Čech cohomology. See also [17, Sec. VIII.6]. Note
that in [39] Property 1.1 is shown to hold for the Alexander-Spanier cohomology.
However, for paracompact Hausdorff spaces the Čech and the Alexander-Spanier
theories are equivalent (by [39, Corollary 6.8.8] and the five lemma applied to the
exact sequence of pairs).

Property 1.2. (Strong excision) If A and B are closed subsets of a normed linear
space E, then the inclusion (A,A ∩ B) ⊂ (A ∪B,B) induces an isomorphism (the
so-called excision isomorphism)

H∗(A,A ∩B)
exc∼= H∗(A ∪B,B).

The above property, in a more general form, may be found in [39, Theorem
6.6.5]. See also [17, VIII.6.15].
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In order to introduce cohomology theory of filtered spaces we will need some pre-
liminaries. Let (Gn)∞n=1 be a sequence of abelian groups. We define the asymptotic
group [(Gn)∞n=1] by the formula

[(Gn)∞n=1] :=
∞∏
n=1

Gn
/ ∞⊕

n=1

Gn.

In other words, in the group

∞∏
n=1

Gn = {(ξn)∞n=1 : ξn ∈ Gn}

we introduce the equivalence relation (ξn)∞n=1 ∼ (ηn)∞n=1 if and only if ξn = ηn for
almost all n ≥ 1, and set

[(Gn)∞n=1] =
∞∏
n=1

Gn
/
∼ .

If in particular Gn = G for almost all n, we will write [G] instead of [(Gn)∞n=1].
Note that the above construction of asymptotic groups generalizes immediately to
modules.

Assume now that E is a real Hilbert space and there is a filtration (En)∞n=1

of E. Suppose that a sequence (dn)∞n=1 of nonnegative integers is given and let
E = {En, dn}∞n=1. If (X,A) is a closed pair of subsets of E, then for any integer
q we define the q-th E-cohomology group of (X,A) with coefficients in F by the
formula

Hq
E(X,A) :=

[(
Hq+dn(X ∩ En, A ∩ En)

)∞
n=1

]
.

Since F is a field, H∗
E(X,A) is in fact a (graded) vector space over F .

As admissible morphisms in the category of closed pairs in E we take all mappings
f : (X,A) → (Y,B) which preserve the filtration. It is clear that each such f induces
a homomorphism

f∗ : H∗
E(Y,B) → H∗

E(X,A)

given by the formula f∗ := [f∗n], or more precisely, by

f∗[(ξn)∞n=1] := [(f∗n(ξn))∞n=1],

where fn := f |(X∩En,A∩En) and ξn ∈ H∗+dn(Y ∩En, B ∩ En).

The coboundary homomorphism δ∗ : H∗(A) → H∗+1(X,A) is defined by setting
δ∗ := [δ∗n], where δ∗n : Hq+dn(A ∩ En) → Hq+dn+1(X ∩ En, A ∩ En) is the usual
coboundary homomorphism in the Čech theory.

A homotopy G between two admissible mappings f, g : (X,A) → (Y,B) will be
called admissible or filtration-preserving if G([0, 1] × (X ∩ En)) ⊂ En for almost
all n. It is easy to see that H∗

E is a cofunctor in our (extraordinary) cohomology
theory of closed pairs in E and filtration-preserving mappings. More precisely, we
have the following:

Proposition 1.3. (i) (Contravariance of H∗
E) If id is the identity mapping on

(X,A), then id∗ is the identity on H∗
E(X,A), and if f : (X,A) → (Y,B) and

g : (Y,B) → (Z,C) are admissible, then (g ◦ f)∗ = f∗ ◦ g∗.
(ii) (Naturality of δ∗) If f : (X,A) → (Y,B) is admissible, then δ∗(f |A)∗ = f∗δ∗.
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(iii) (Exactness) For each pair (X,A), A ⊂ X, of closed subsets of E, let i : A ⊂
X and j : X ⊂ (X,A) be the inclusions. Then the cohomology sequence

· · · −→ Hq
E(X,A)

j∗−→ Hq
E(X)

i∗−→ Hq
E(A)

δ∗−→ Hq+1
E (X,A) −→ · · ·

is exact.
(iv) (Strong excision) If A, B are closed subsets of E, then the inclusion

(A,A ∩B) ⊂ (A ∪B,B) induces the excision isomorphism

H∗
E(A,A ∩B)

exc∼= H∗
E(A ∪B,B).

(v) (Homotopy invariance) If f, g : (X,A) → (Y,B) are admissible and homo-
topic by an admissible homotopy, then f∗ = g∗.

(vi) (Exact sequence of a triple) For each triple (X,A,B), where B ⊂ A ⊂ X
are closed subsets of E, let i : (A,B) ⊂ (X,B) and j : (X,B) ⊂ (X,A) be the
inclusions. Then there exists a homomorphism δ∗ : H∗

E(A,B) → H∗+1
E (X,A) such

that the cohomology sequence

· · · −→ Hq
E(X,A)

j∗−→ Hq
E(X,B)

i∗−→ Hq
E(A,B)

δ∗−→ Hq+1
E (X,A) −→ · · ·

is exact.

The proofs follow immediately from the definitions and the corresponding prop-
erties of ordinary cohomology (see [17, 39] and Property 1.2). E.g., for a fixed n
one has the exact sequence

· · · → Hq+dn(X ∩En, A ∩En)
j∗n→ Hq+dn(X ∩ En, B ∩ En)

i∗n→ Hq+dn(A ∩En, B ∩ En)
δ∗n→ Hq+dn+1(X ∩ En, A ∩ En) → · · · ,

and this gives (vi).
Note that H∗

E satisfies all the Eilenberg-Steenrod axioms for cohomology ((i)–
(v) above) except the dimension axiom which is satisfied only in the trivial case
En = E and dn = 0 for almost all n. Note also that (iii) is a special case of (vi)
(take B = ∅).

Instead of the dimension axiom we have the following basic example:

Example 1.4. Suppose that F is a closed subspace of E, dim(F ∩ En) = kn and
d := limn→∞(kn − dn) exists, d ∈ Z ∪ {±∞}. Given p ∈ F and r > ‖p‖, let
D := B(p, r) ∩ F and S := S(p, r) ∩ F . For each n ≥ 1, D ∩ En is a closed ball
with boundary S ∩En and dim(D∩En) = kn. So if d = +∞ or −∞, then for large
n, Hq+dn(D ∩ En, S ∩ En) = 0, and Hq

E(D,S) = 0 for all q ∈ Z. If d 6= ±∞, then
q + dn = q + kn − d for almost all n and

Hq
E(D,S) =

{
[F ] for q = d,

[0] otherwise.

2. Critical groups

Let E be a real Hilbert space and E = (En)∞n=1 a filtration of E. Denote the
orthogonal projector of E onto En by Pn. Observe that if Z ⊂ E is a compact set,
then Pnx→ x as n→∞, uniformly for x ∈ Z.

Let Φ ∈ C1(E,R). A sequence (yj)
∞
j=1 is said to be a (PS)*-sequence (with

respect to E) if

Φ(yj) is bounded, yj ∈ Enj for some nj , nj →∞ and Pnj∇Φ(yj) → 0 as j →∞.
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If each (PS)*-sequence has a convergent subsequence, then Φ is said to satisfy the
(PS)*-condition (with respect to E), and if this is true for each (PS)*-sequence
contained in a closed set N , then Φ is said to satisfy the (PS)*-condition on N .

The (PS)*-condition (in a slightly different form) has been introduced by Bahri
and Berestycki [4, 5] and Li and Liu [25]. Note that if Φ satisfies (PS)*, then
each convergent subsequence of (yj) tends to a critical point of Φ. Moreover, Φ
satisfies the usual Palais-Smale condition (PS). Indeed, suppose (xj) is a sequence
such that Φ(xj) is bounded and ∇Φ(xj) → 0. For each j there exists an nj ≥ j
such that setting yj := Pnjxj , we obtain |Φ(xj)− Φ(yj)| ≤ 1, ‖yj − xj‖ ≤ 1/j and
‖∇Φ(xj)−∇Φ(yj)‖ ≤ 1/j. Hence Pnj∇Φ(yj) → 0, so (yj), and therefore also (xj),
has a convergent subsequence.

In what follows we will usually assume that Φ satisfies (PS)* on the whole space
E. However, let us remark that our results remain valid if (PS)* is satisfied only
on a suitable closed subset of E.

Definition 2.1. Let N ⊂ E − K, where K is the critical set of Φ. A mapping
V : N → E is called a gradient-like vector field for Φ on N if

(i): V is locally Lipschitz continuous;
(ii): ‖V (x)‖ ≤ 1 for all x ∈ N ;
(iii): there is a function β : N → R+ such that 〈∇Φ(x), V (x)〉 ≥ β(x) for all
x ∈ N and infz∈Z β(z) > 0 for any set Z ⊂ N which is bounded away from
K and such that supz∈Z |Φ(z)| <∞.

We say that a gradient-like vector field V for Φ on N is related to E (or E-related)
if the mapping V |Z preserves the filtration (En)∞n=1 on any set Z ⊂ N which is
bounded away from K and such that supZ |Φ| <∞.

Lemma 2.2. Let N be an open subset of E. If Φ ∈ C1(E,R) satisfies the (PS)*-
condition, then there exists an E-related gradient-like vector field V for Φ on N−K.

Proof. Let

Nk := {x ∈ N : d(x,K) >
1

k
, |Φ(x)| < k}.

Clearly, for each k ≥ 1 the set Nk is open, Nk ⊂ Nk+1 and
⋃∞
k=1Nk = N − K.

Hence there is an integer k0 ≥ 1 such that Nk 6= ∅ for k ≥ k0.
For each k ≥ k0 and n ≥ 1, let

γn(k) := inf{‖Pn∇Φ(y)‖ : y ∈ Nk ∩ En}
and

γ(k) :=
1

2
lim inf
n→∞ γn(k).

Evidently,

γ(k + 1) ≤ γ(k).(2.1)

Moreover,

γ(k) > 0(2.2)

for any k ≥ k0. For if γ(k) = 0, then there is a sequence (yj), yj ∈ Nk ∩ Enj , such
that nj →∞ and Pnj∇Φ(yj) → 0 as j →∞. Since |Φ(yj)| < k for any j, it follows

from (PS)* that after passing to a subsequence, yj → y ∈ Nk. Therefore y /∈ K.
But ∇Φ(y) = limj→∞ Pnj∇Φ(yj) = 0, a contradiction.
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For any x ∈ N −K, let

m(x) := min{k ≥ k0 : x ∈ Nk}
and define a function β : N −K → R+ by the formula

β(x) :=
1

2
γ(m(x) + 1), x ∈ N −K.

If Z ⊂ N−K, Z is bounded away from K and supZ |Φ| <∞, then there is a k ≥ k0

such that Z ⊂ Nk. Hence by (2.1), (2.2),

inf
z∈Z

β(z) ≥ 1

2
γ(k + 1) > 0.(2.3)

Let x ∈ N −K and define

Wx := {w ∈ S : 〈∇Φ(x), w〉 > 1

2
γ(m(x))},

where S := {w ∈ E : ‖w‖ = 1}. Observe that Wx is open (in S) and nonempty
(because ‖∇Φ(x)‖ = limn→∞ ‖Pn∇Φ(Pnx)‖ ≥ lim infn→∞ γn(m(x)) = 2γ(m(x))).
Denote Sn := S ∩ En. Since cl(

⋃∞
n=1 Sn) = S, the number

n(x) := min{n ≥ 1 : Wx ∩ Sn 6= ∅}
is well-defined. Let w(x) be an arbitrary point ofWx∩Sn(x). Since∇Φ is continuous
and Nm(x) is open, there exists an open neighbourhood U(x) of x such that

U(x) ⊂ Nm(x) −Nm(x)−2,(2.4)

〈∇Φ(y), w(x)〉 > 1

2
γ(m(x)) ∀ y ∈ U(x)(2.5)

and

‖∇Φ(y)−∇Φ(x)‖ < 1

2
γ(m(x)) ∀ y ∈ U(x).(2.6)

By (2.4),

m(y) = m(x) or m(y) = m(x) − 1 whenever y ∈ U(x).(2.7)

The open covering {U(x)}x∈N−K admits a locally finite Lipschitz continuous
partition of unity {λj}j∈J subordinate to it. For each j ∈ J there is an xj ∈ N −K
such that suppλj ⊂ U(xj). Define V : N −K → E by the formula

V (y) :=
∑
j∈J

λj(y)w(xj), y ∈ N −K.

Clearly, V is locally Lipschitz continuous and ‖V (y)‖ ≤ 1 for y ∈ N −K.
Let y ∈ N − K. If λj(y) 6= 0, then y ∈ U(xj), and in view of (2.7), m(xj) ≤

m(y) + 1. Therefore, by (2.5) and (2.1),

〈∇Φ(y), V (y)〉 =
∑
j∈J

λj(y)〈∇Φ(y), w(xj)〉 > 1

2
γ(m(y) + 1) = β(y).

This together with (2.3) shows that V is a gradient-like vector field for Φ on N−K.
It remains to show that V is related to E . Let Z ⊂ N − K be bounded away

from K and such that supZ |Φ| <∞. Then Z ⊂ Nm for some m ≥ k0. There exists
an n0 such that γn(k) > γ(k) for all n ≥ n0 and k0 ≤ k ≤ m. It follows that

‖Pn∇Φ(y)‖ > γ(k) whenever n ≥ n0, k0 ≤ k ≤ m and y ∈ Nk ∩ En.
(2.8)
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Let n ≥ n0 and y ∈ Z ∩ En. If λj(y) 6= 0, then y ∈ U(xj), and by (2.7), m(y) ≤
m(xj). Moreover, m(y) ≤ m since Z ⊂ Nm. Let w := ‖Pn∇Φ(y)‖−1Pn∇Φ(y) ∈
Sn. By (2.8) (with k = m(y)) and (2.6),

〈∇Φ(xj), w〉 = 〈∇Φ(y), w〉 − 〈∇Φ(y) −∇Φ(xj), w〉
= ‖Pn∇Φ(y)‖ − 〈∇Φ(y)−∇Φ(xj), w〉
> γ(m(y))− 1

2γ(m(xj)) ≥ 1
2γ(m(xj)).

Hence w ∈ Wxj ∩ Sn. It follows that Wxj ∩ Sn 6= ∅, and by the definition of n(x),
n(xj) ≤ n. Therefore w(xj) ∈ En(xj) ⊂ En and V (y) ∈ En.

Definition 2.3. Let A be an isolated compact subset of the critical set K of a
functional Φ ∈ C1(E,R). A pair (W,W−) of closed subsets of E is said to be
an admissible pair for Φ and A with respect to E if the following conditions are
satisfied:

(i): W is bounded away from K −A, W− ⊂ ∂W and A ⊂ int(W );
(ii): Φ|W is bounded;
(iii): there are a neighbourhood N of W and an E-related gradient-like vector

field V for Φ on N −A;
(iv): W− is the union of finitely many (possibly intersecting) closed sets each

of which lies on a C1-manifold of codimension 1, V is transversal to each of
these manifolds at points of W−, the flow η of −V can leave W only via W−,
and if x ∈ W−, then η(t, x) /∈W for any t > 0.

The gradient-like vector field V corresponding to (W,W−) will be called an
admissible field. In what follows we will usually omit the expressions “related to
E” and “with respect to E”.

Remark 2.4. Assume that a pair (W,W−) of closed sets satisfies the conditions
of Definition 2.3 except that the gradient-like field V in (iii) is defined only on a
neighbourhood N of ∂W . If Φ satisfies (PS)*, then, using Lemma 2.2 and partition

of unity, it is easy to construct a gradient-like field Ṽ : Ñ − A → E, where Ñ =
N ∪W . Thus (W,W−) is an admissible pair for Φ and A.

Proposition 2.5. Assume that Φ ∈ C1(E,R) satisfies (PS)*. Let a < b, W :=
Φ−1([a, b]) and W− := Φ−1(a). If A := K ∩ int(W ) and W is bounded away from
K −A, then the pair (W,W−) is admissible for Φ and A.

Proof. Clearly, there exists an open neighbourhoodN of W such that N is bounded
away from K −A. In view of Lemma 2.2, there is an E-related gradient-like vector
field V for Φ on N − A. Since 〈∇Φ(x), V (x)〉 > 0 whenever x ∈ W−, (W,W−) is
an admissible pair.

Recall that S(p, δ) = {x ∈ E : ‖x− p‖ = δ}.
Proposition 2.6. Suppose that Φ ∈ C1(E,R) satisfies (PS)* and has an isolated
critical point p. For each open neighbourhood U of p there exists an admissible pair
(W,W−) for Φ and p such that W ⊂ U and Φ|W− < c := Φ(p). Moreover, there is
a δ1 > 0 such that B(p, δ1) ⊂ int(W ) and if x ∈ S(p, δ1) ∩ Φc, then η(t, x) ∈ W−

for some t > 0 (η is the flow of −V ).
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Proof. Choose δ > 0 such that 0 < δ < d(p,K−{p}), B(p, δ) ⊂ U and supB(p,δ) |Φ|
<∞. Let V : B(p, δ)−{p} → E be a gradient-like vector field related to E and let

α := inf{β(x) :
δ

2
≤ ‖x− p‖ ≤ δ}

(β(.) is the function in (iii) of Definition 2.1). Choose ε > 0 with

0 < ε <
αδ

4
.(2.9)

Let δ1, δ2 > 0 be such that δ2 < δ1/2 < δ/4 and

B(p, δ1) ⊂ {x ∈ E : |Φ(x)− c| < ε}.
Set N := B(p, δ). Define now a locally Lipschitz continuous function ω : N →

[0, 1] such that ω(x) = 0 in a neighbourhood of p, ω(x) = 1 for δ2 ≤ ‖x − p‖ ≤ δ,
and consider the initial value problem

dσ

dt
= −ω(σ)V (σ), σ(0, x) = x ∈ N.

Having all this, define

W := {σ(t, x) : t ≥ 0, x ∈ B(p, δ1), Φ(σ(t, x)) ≥ c− ε}
and

W− := W ∩ Φ−1(c− ε).

We will show that W ⊂ B(p, δ). Assuming the contrary, there are x ∈ B(p, δ1)
and 0 ≤ t1 < t2 such that δ/2 < ‖σ(t, x)−p‖ < δ for t ∈ (t1, t2) and ‖σ(t1, x)−p‖ =
δ/2, ‖σ(t2, x)− p‖ = δ. Hence

δ

2
≤ ‖σ(t2, x)− σ(t1, x)‖ ≤

∫ t2

t1

‖V (σ(s, x))‖ ds ≤ t2 − t1.(2.10)

Moreover, by Definition 2.1,

Φ(σ(t2, x))− Φ(σ(t1, x)) =

∫ t2

t1

d

ds
Φ(σ(s, x)) ds

=

∫ t2

t1

〈∇Φ(σ(s, x)),−V (σ(s, x))〉 ds ≤ −α(t2 − t1).

Therefore, in view of (2.9), (2.10),

Φ(σ(t2, x)) ≤ Φ(σ(t1, x))− α(t2 − t1) ≤ c+ ε− αδ

2
< c− ε,

a contradiction.
The set W is closed. For if yn := σ(tn, xn) ∈ W , where xn ∈ B(p, δ1), tn ≥ 0

and yn → y ∈ ∂W , then xn may be chosen so that σ(t, xn) /∈ B(p, δ2) for 0 ≤
t ≤ tn. Since Φ(σ(tn, xn)) ≥ c − ε, we obtain that the sequence (tn) is bounded.
Hence tn → t ≥ 0 (possibly after passing to a subsequence), xn = σ(−tn, yn) →
σ(−t, y) =: x ∈ B(p, δ1), and y = σ(t, x) ∈W .

The set W− is obviously closed, and it is a subset of the submanifold B(p, δ) ∩
Φ−1(c− ε). Since the mapping t 7→ σ(t, x) is transversal to this manifold, (W,W−)
is an admissible pair (and Φ|W− < c).

To prove the second conclusion, note that since inf{β(x) : δ1/2 ≤ ‖x − p‖ ≤ δ}
> 0, there exists an ε0 > 0 such that if x ∈ S(p, δ1) and Φ(x) ≤ c, then Φ(σ(t, x))
≤ c − ε0 whenever ‖σ(t, x)‖ = δ1/2. Choosing δ2 smaller if necessary, we obtain
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Φ(x) > c− ε0 for each x ∈ B(p, δ2). Therefore σ(t, x) cannot enter B(p, δ2). Since
ω(x) = 1 and β(x) is bounded away from 0 as δ2 ≤ ‖x− p‖ ≤ δ, Φ(σ(t0, x)) = c− ε
for some t0, and η(t0, x) = σ(t0, x) ∈W−.

From now on we assume that the sequence (dn) has been given and that E =
{En, dn}. Let p be an isolated critical point of a functional Φ ∈ C1(E,R) satisfying
the (PS)*-condition and let (W,W−) be an admissible pair for Φ and p. We define
the q-th critical group (q ∈ Z) of Φ at p with respect to E by the formula

cqE(Φ, p) := Hq
E(W,W

−).

Proposition 2.6 asserts the existence of an admissible pair (W,W−). We will prove
now that cqE(Φ, p), q ∈ Z, is well-defined, i.e., it does not depend on the particular
choice of such a pair.

Proposition 2.7. Suppose that Φ satisfies (PS)* and (W1,W
−
1 ), (W2,W

−
2 ) are

two admissible pairs for Φ and an isolated critical point p. Then H∗
E(W1,W

−
1 ) ∼=

H∗
E(W2,W

−
2 ).

Proof. To (Wi,W
−
i ) there correspond a neighbourhood Ni of Wi and an admissible

vector field Vi on Ni − {p}, i = 1, 2. According to Proposition 2.6, there is an
admissible pair (W,W−) for Φ and p such that W ⊂ int(W1) ∩ int(W2). It suffices
to show that

H∗
E(W1,W

−
1 ) ∼= H∗

E(W,W
−).

Assuming that (W,W−) is constructed as in Proposition 2.6, we easily obtain

(using an appropriate partition of unity) a gradient-like vector field Ṽ which is
admissible for both (W,W−) and (W1,W

−
1 ). Note in particular that since W− ⊂

Φ−1(c− ε), where c := Φ(p), the flow η̃ of −Ṽ cannot re-enter W after leaving it.
Consider the initial value problem

dσ

dt
= −ω̃(σ)Ṽ (σ), σ(0, x) = x ∈W1,

where ω̃ : N1 → [0, 1] is a locally Lipschitz continuous function such that ω̃ ≡ 0
on B(p, δ0/2), ω̃ ≡ 1 on N1 −B(p, δ0), and δ0 is chosen so that B(p, δ0) ⊂ int(W ).
Observe that whenever n is large enough, then

σ(t, x) ∈W1 ∩ En provided x ∈ W1 ∩ En and σ(t, x) ∈W1(2.11)

(because the mapping W1 3 x 7→ ω̃(x)Ṽ (x) preserves the filtration).

Since the mapping W1 3 x 7→ ω̃(x)Ṽ (x) is locally Lipschitz continuous and
bounded, it follows that for a given x ∈ W1 either there is a unique t = t(x) ∈ [0,∞)
such that σ(t(x), x) ∈ W−

1 or σ(t, x) ∈ W1 for all t ≥ 0. In the latter case we set
t(x) = +∞. The implicit function theorem and the transversality condition on W−

1

imply that the function x 7→ t(x) is continuous on the set {x ∈W1 : t(x) <∞}.
Let A := {σ(t, x) : t ≥ 0, x ∈ W−}∩W1 and let W̃ := W ∪A, W̃− := W̃ ∩W−

1 .

Then (W̃ , W̃−) is an admissible pair for Φ and p, and Ṽ is an admissible field.
Since

Φ(σ(t, x)) − Φ(x) =

∫ t

0

ω̃(σ(s, x))〈∇Φ(σ(s, x)),−Ṽ (σ(s, x))〉 ds

≤ −
∫ t

0

ω̃(σ(s, x))β̃(σ(s, x)) ds,

(2.12)
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where β̃ corresponds to Ṽ (in the sense of (iii) of Definition 2.1), and since ω̃ = 1

and β̃ is bounded away from 0 on W1 − int(W ), it follows that t(x) <∞ whenever
x ∈ A. Therefore the mapping

[0, 1]×A 3 (λ, x) 7→ σ(λt(x), x) ∈ A
is a strong deformation retraction of A onto W̃−. Since it preserves the filtration (cf.

(2.11)), we have H∗
E(A, W̃

−) = 0. Now the exactness of the cohomology sequence

of the triple (W̃ , A, W̃−) and the excision property imply that

H∗
E(W̃ , W̃−) ∼= H∗

E(W̃ , A)
exc∼= H∗

E(W,W
−).(2.13)

Let W0 = W̃ ∪W−
1 . Then (W0,W

−
1 ) is an admissible pair for Φ and p. Excising

again, we see that

H∗
E(W̃ , W̃−)

exc∼= H∗
E(W0,W

−
1 ).(2.14)

We will show that H∗
E(W0,W

−
1 ) ∼= H∗

E(W1,W
−
1 ). There is a T > 0 such that for

any x ∈W1 either σ(t, x) ∈ W̃ for T ≤ t ≤ t(x) or T ≥ t(x). Indeed, if σ(t, x) /∈ W̃ ,

then by (2.12), Φ(σ(t, x)) ≤ Φ(x) − tβ, where β := inf
W1−W̃ β̃(x) > 0. So we can

choose T = (supW1
Φ− infW1 Φ)/β.

Consider the mapping ξ : [0, T ]×W1 →W1 given by the formula

ξ(t, x) :=

{
σ(t, x) if 0 ≤ t < t(x),

σ(t(x), x) if t(x) ≤ t ≤ T .

Since the function x 7→ t(x) is continuous on the set {x ∈ W1 : t(x) < ∞}, we get
that ξ is a filtration-preserving deformation of the pair (W1,W

−
1 ) into (W0,W

−
1 )

and ξ([0, T ]×W0) ⊂W0, ξ([0, T ]×W−
1 ) ⊂W−

1 . It follows that the pairs (W0,W
−
1 )

and (W1,W
−
1 ) are homotopy equivalent by filtration-preserving homotopies. In-

deed, if i : (W0,W
−
1 ) → (W1,W

−
1 ) is the inclusion and ξT := ξ(T, .), then ξT ◦i ' id

on (W0,W
−
1 ) and i ◦ ξT ' id on (W1,W

−
1 ). Hence H∗

E(W0,W
−
1 ) ∼= H∗

E(W1,W
−
1 ),

which together with (2.13), (2.14) completes the proof.

The critical groups c∗E(Φ, p) have a certain continuity property which will be
useful further on.

Proposition 2.8. Suppose that Φ satisfies (PS)*, p is an isolated critical point of
Φ and (W,W−) is an admissible pair for Φ and p. There exists an ε > 0 such that

if Φ̃ ∈ C1(E,R) satisfies (PS)*, supW |Φ̃| < ∞, supW ‖∇Φ(x) − ∇Φ̃(x)‖ < ε, Φ̃

has only one critical point p̃ in W and W is bounded away from K(Φ̃)− {p̃}, then

(W,W−) is an admissible pair for Φ̃ and p̃.

Proof. Choose a neighbourhood N of W such that N is bounded away from K(Φ)−
{p} and supN |Φ| < ∞. Let V : N − {p} → E be an admissible vector field for Φ
and let B(p, δ) ⊂ int(W ). Since the set N − B(p, δ) is bounded away from K(Φ),
β := inf{β(x) : x ∈ N − B(p, δ)} is positive (again, β(·) is the function in (iii) of

Definition 2.1). Let ε ∈ (0, β) be fixed. If Φ̃ satisfies our hypotheses, we may assume

after shrinking N if necessary that supN |Φ̃| <∞ and supN ‖∇Φ(x)−∇Φ̃(x)‖ < ε.
Evidently, for x ∈ N −B(p, δ),

〈∇Φ̃(x), V (x)〉 = 〈∇Φ(x), V (x)〉+ 〈∇Φ̃(x)−∇Φ(x), V (x)〉 ≥ β(x)− ε ≥ β − ε > 0.
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So p̃ ∈ B(p, δ) and N −B(p, δ) is bounded away from K(Φ̃). Invoking Remark 2.4,
we easily conclude the proof.

Corollary 2.9. Let {Φλ}λ∈[0,1] be a family of C1-functionals satisfying (PS)*, and
suppose there is an open set U such that each Φλ has a unique critical point pλ ∈ U ,
sup{|Φλ(x)| : x ∈ U, λ ∈ [0, 1]} <∞ and the mapping λ 7→ ∇Φλ is continuous, uni-
formly in x ∈ U (i.e., supU ‖∇Φµ(x) −∇Φλ(x)‖ → 0 as µ→ λ). Then c∗E(Φλ, pλ)
is independent of λ ∈ [0, 1].

Proof. Take any λ ∈ [0, 1] and a ball Bλ ⊂ U around pλ. There is an admissible
pair (Wλ,W

−
λ ), Wλ ⊂ Bλ, for Φλ and pλ. By Proposition 2.8, there is an ε > 0

such that for each µ ∈ [0, 1], |µ − λ| < ε, (Wλ,W
−
λ ) is an admissible pair for

Φµ and pµ (that pµ ∈ B(pλ, δ) ⊂ Wλ is seen in the same way as in the proof of
Proposition 2.8). Hence c∗E(Φµ, pµ) = c∗E(Φλ, pλ). The conclusion follows from the
connectedness of [0, 1].

Recall our earlier observation that the results above remain valid if (PS)* is
satisfied on a suitable closed subset of E. In particular, in Lemma 2.2 (PS)* is
needed on N , in Proposition 2.6 on a closed neighbourhood of p, in Proposition 2.7
on a closed neighbourhood of W1 ∪W2, and in Corollary 2.9 all Φλ should satisfy
(PS)* on U .

Corollary 2.10. Suppose p is an isolated critical point of Φ and let Φp(x) :=
Φ(x+ p). If there exists a closed neighbourhood N of p such that Φ satisfies (PS)*
on N and ∇Φ is uniformly continuous on N , then c∗E(Φ, p) = c∗E(Φp, 0).

Proof. Let pn := Pnp. We show first that Φp−pn satisfies (PS)* on B(p, δ) for n large

and δ small enough. Suppose xk ∈ B(p, δ)∩Enk , nk →∞ and Pnk∇Φp−pn(xk) → 0.
Since∇Φ is uniformly continuous onN , ‖∇Φ(xk+p−pn)−∇Φ(xk+pnk−pn)‖ → 0,
and therefore Pnk∇Φ(xk+pnk−pn) → 0 as k →∞. Moreover, xk+pnk−pn ∈ N ∩
Enk for almost all k. Hence (xk) has a convergent subsequence. Now let (W,W−),
W ⊂ B(p, δ), be an admissible pair for Φ and p. Choosing a larger n if necessary,
it follows from Proposition 2.8 that (W,W−) is also an admissible pair for Φp−pn
and pn. Since the mapping x 7→ x − pn is a filtration-preserving homeomorphism
and (W − pn,W− − pn) (where W − pn := {x− pn : x ∈W}) is an admissible pair
for Φp and 0, c∗E(Φ, p) = H∗

E(W,W
−) ∼= H∗

E(W − pn,W
− − pn) = c∗E(Φp, 0).

Remark 2.11. It is easy to see that if A = Kc, where c is an isolated critical value,
then Propositions 2.6 and 2.7 remain valid for Φ and Kc.

Suppose now that the critical set K = K(Φ) is compact. A pair (W,W−) of
closed subsets of E will be called a globally admissible pair for Φ and K with respect
to E if (W,W−) satisfies the conditions of Definition 2.3 with A = K and N = E
(i.e., K ⊂ int(W ) and the gradient-like vector field V is defined on E −K). The
field V will be referred to as globally admissible. We also define the critical groups
of the pair (Φ, K) by setting

cqE(Φ, K) := Hq
E(W,W

−),

where (W,W−) is a globally admissible pair.

Proposition 2.12. Suppose that Φ satisfies (PS)* and the critical set K is com-
pact. Then the critical groups cqE(Φ, K) are well-defined.
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Proof. Let (W,W−) := (Φ−1([a, b]),Φ−1(a)), where a and b are chosen in such a
way that K ⊂ int(W ), and let V : E−K → E be a gradient-like vector field related
to E . It is easily seen (cf. Proposition 2.5) that (W,W−) is globally admissible.

Let (W1,W
−
1 ) be another globally admissible pair with a corresponding globally

admissible field Ṽ . Choose a and b above so that W1 ⊂W . Since Ṽ is also globally
admissible for (W,W−), the argument of Proposition 2.7 shows that H∗

E(W,W
−) ∼=

H∗
E(W1,W

−
1 ) (the cutoff function ω̃ should be 0 in a neighbourhood of K and 1

outside a neighhbourhood U of K, where U ⊂ int(W1)).

Lemma 2.13. Suppose that Φ satisfies (PS)* and the critical set K is compact.
Then there exists a bounded globally admissible pair (W,W−) for Φ and K.

Proof. Choose a and b so that a < Φ(x) < b for x ∈ K. Let V : E −K → E be
a gradient-like vector field related to E and let N , U be two neighbourhoods of K
such that N is closed, U open and N ⊂ U ⊂ Φ−1([a, b]). Consider the initial value
problem

dσ

dt
= −ω(σ)V (σ), σ(0, x) = x,

where ω : E → [0, 1] is locally Lipschitz continuous and ω(x) = 0 for x ∈ N ,
ω(x) = 1 for x /∈ U . Define

W := {σ(t, x) : t ≥ 0, x ∈ U, Φ(σ(t, x)) ≥ a}
and

W− := W ∩ Φ−1(a).

It is easy to see using the argument of Proposition 2.6 that (W,W−) is a globally
admissible pair and W , W− are bounded sets.

The critical groups c∗E(Φ, K) have a continuity property similar to the one known
from the Conley index theory [6, 15]:

Proposition 2.14. Let {Φλ}λ∈[0,1] be a family of C1-functionals satisfying (PS)*.
Suppose that the mapping λ 7→ ∇Φλ is continuous, uniformly on bounded subsets
of E, and there exist a bounded set N and a constant C such that K(Φλ) ⊂ N and
supN |Φλ| ≤ C for all λ ∈ [0, 1]. Then c∗E(Φλ, K(Φλ)) is independent of λ.

Proof. Choose λ ∈ [0, 1] and a bounded globally admissible pair (Wλ,W
−
λ ) for Φλ

and K(Φλ). It is easily seen from the proof of Proposition 2.8 that (Wλ,W
−
λ ) is a

globally admissible pair for Φµ and K(Φµ) whenever |λ− µ| is small enough. Note
in particular that supWλ

|Φµ| < ∞ (because Wλ is bounded and supWλ
|Φλ| < ∞)

and K(Φµ) ⊂Wλ (because K(Φµ) ⊂ N and

‖∇Φµ(x)‖ ≥ ‖∇Φλ(x)‖ − ‖∇Φµ(x)−∇Φλ(x)‖ > 0

for x in a neighbourhood of N− int(Wλ)). Also, using partition of unity it is easy to
construct a gradient-like vector field Vµ : E−K(Φµ) → E for Φµ such that Vµ = Vλ
in a neighbourhood of ∂Wλ. So the conclusion follows from the connectedness of
[0, 1].

Remark 2.15. Let M0 be a C2 Riemannian manifold and (Fn)∞n=1 a filtration of a
Hilbert space F . Denote the orthogonal projector of F onto Fn by Qn and define
M := M0 × F , Mn := M0 × Fn and Pn(x, y) := (x,Qny) for (x, y) ∈M0 × F . It is
easy to see by inspection that the results of this and the preceding section remain
valid for M .
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3. Morse inequalities

Denote [Z] :=
∏∞
n=1 Z

/⊕∞
n=1 Z and [Z+] := {[(ξn)∞n=1] ∈ [Z] : ξn ≥ 0 for almost

all n}. Let (X,B) be a pair of closed subsets of E with the property that for each
q ∈ Z there is an n(q) such that

dimHq+dn(X ∩ En, B ∩En) <∞
whenever n ≥ n(q). Then

dimE H
q
E(X,B) :=

[(
dimHq+dn(X ∩ En, B ∩ En)

)∞
n=1

]
(3.1)

is a well-defined element of [Z+]. The sequence on the right-hand side of (3.1) will
often be constant for almost all n. In such a case we will write dimE H

q
E(X,B) =

[d], d being the constant. We will say that the pair (X,B) is of E-finite type,
or E-finite for short, if dimE H

q
E(X,B) is well-defined (in the above sense) and

dimE H
q
E(X,B) = [0] for almost all q ∈ Z.

Suppose that Φ satisfies (PS)* and (W,W−) is an admissible pair for Φ and
A := {p1, ..., pk}. We will say that pj is of E-finite type, or E-finite, if some (and
therefore every) admissible pair for Φ and pj is E-finite. If (W,W−) and all pj are
E-finite, then we define

M q
E (W,W−) :=

k∑
j=1

dimE c
q
E(Φ, pj), q ∈ Z,(3.2)

and

βqE(W,W
−) := dimE H

q
E(W,W

−), q ∈ Z.(3.3)

Moreover, in such a case we may define the Morse and the Poincaré polynomials of
(W,W−) by setting

ME(t,W,W−) :=

∞∑
q=−∞

M q
E (W,W−) tq

and

PE(t,W,W−) :=

∞∑
q=−∞

βqE(W,W
−) tq.

Note that ME and PE are not polynomials in the usual sense (because some expo-
nents q may be negative). Formally, ME and PE are elements of [Z][t, t−1].

Theorem 3.1. (Morse inequalities) Suppose that Φ ∈ C1(E,R) satisfies (PS)*
and (W,W−) is an admissible pair for Φ and A := {p1, ..., pk}. If all pj are E-finite,
then the pair (W,W−) is E-finite and there is a polynomial Q(t) =

∑∞
q=−∞ aqt

q

such that aq ∈ [Z+] for all q and

ME(t,W,W−) = PE(t,W,W−) + (1 + t)Q(t).

Note that an equivalent way of expressing the Morse inequalities is

q∑
j=−∞

(−1)q−jM j
E(W,W

−) ≥
q∑

j=−∞
(−1)q−jβjE(W,W

−), q ∈ Z.

First we prove the following special case of Theorem 3.1:

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use



3196 WOJCIECH KRYSZEWSKI AND ANDRZEJ SZULKIN

Lemma 3.2. Under the hypotheses of Theorem 3.1, suppose that Φ(p1) = Φ(p2) =
... = Φ(pk). Then

M q
E(W,W

−) = βqE(W,W
−) for all q ∈ Z.

Proof. Let (Wj ,W
−
j ) be an admissible pair for Φ and pj , 1 ≤ j ≤ k. We may assume

that the Wj ’s are pairwise disjoint. Then (
⋃k
j=1Wj ,

⋃k
j=1W

−
j ) is an admissible pair

for Φ and A. Using Remark 2.11, we obtain

Hq
E(W,W

−) ∼= Hq
E
( k⋃
j=1

Wj ,

k⋃
j=1

W−
j

) ∼= k⊕
j=1

Hq
E(Wj ,W

−
j ) =

k⊕
j=1

cqE(Φ, pj).

So the conclusion follows from the definitions (3.1)–(3.3).

Proof of Theorem 3.1. Our argument follows closely [34] and [41].
Let X ⊃ Y ⊃ Z be closed subsets of E. In the exact sequence of the triple

(X,Y, Z) (cf. (vi) of Proposition 1.3) denote the range of a mapping by R and
dimE H

q
E(.) by βqE(.). Assume that the pairs (X,Y ), (X,Z) and (Y, Z) are E-finite.

It follows (using the exactness) that

βqE(X,Z) = dimE R(jq) + dimE R(iq),

βqE(Y, Z) = dimE R(iq) + dimE R(δq),

βqE(X,Y ) = dimE R(δq−1) + dimE R(jq).

Hence

βqE(X,Y ) + βqE(Y, Z) = βqE(X,Z) + dimE R(δq−1) + dimE R(δq).(3.4)

Denote the Poincaré polynomial of (X,Y ) by PE(t,X, Y ), and set

Q(t,X, Y, Z) :=

∞∑
q=−∞

dimE R(δq) tq.(3.5)

Since dimE R(δq) = [0] for almost all q, it follows by multiplying (3.4) by tq and
summing over q that

PE(t,X, Y ) + PE(t, Y, Z) = PE(t,X, Z) + (1 + t)Q(t,X, Y, Z).(3.6)

Let c1 < c2 < ... < cm be the critical values of Φ|W . Chooose numbers di such
that d0 := infW Φ, dm := supW Φ and

d0 < c1 < d1 < c2 < ... < dm−1 < cm < dm.

Define

Wi := (W ∩ Φdi) ∪W−, i = 0, 1, ...,m,

and, for all i = 1, . . . ,m,

W̃i := {x ∈ Wi : Φ(x) ≥ di−1}, W̃−
i := {x ∈Wi−1 : Φ(x) ≥ di−1}.

Note that Wm = W , W0 = W− and

H∗
E(Wi,Wi−1)

exc∼= H∗
E(W̃i, W̃

−
i ), i = 1, ...,m.(3.7)
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Since 〈∇Φ(x), V (x)〉 > 0 whenever x ∈ W ∩ Φ−1(di) (cf. (iii) of Definition 2.1), it

is easy to see that (W̃i, W̃
−
i ) is an admissible pair for Φ and the critical points pj

satisfying Φ(pj) = ci. Hence

M q
E(W,W

−) =

m∑
i=1

M q
E (W̃i, W̃

−
i ) =

m∑
i=1

βqE(W̃i, W̃
−
i )(3.8)

according to Lemma 3.2.

By (3.8), each pair (W̃i, W̃
−
i ) is E-finite, and by (3.7), the same is true for

(Wi,Wi−1). Exactness of the cohomology sequence of the triple (Wi,Wi−1,Wi−2)
implies that also the pair (Wi,Wi−2) is E-finite. So the E-finiteness of (W,W−) =
(Wm,W0) follows by induction.

Substituting X = Wm ≡W , Y = Wi and Z = Wi−1 in (3.6), we obtain

PE(t,W,Wi) + PE(t,Wi,Wi−1) = PE(t,W,Wi−1) + (1 + t)Q(t,W,Wi,Wi−1).

Adding these equalities gives

m∑
i=1

PE (t,Wi,Wi−1) = PE(t,W,W−) + (1 + t)Q(t),(3.9)

where Q(t) has coefficients aq ∈ [Z+] and aq = [0] for almost all q (cf. (3.5)).
Finally, multiplying (3.8) by tq, summing over q and employing (3.7), (3.9) and the
definitions, we obtain

ME(t,W,W−) =

m∑
i=1

PE(t, W̃i, W̃
−
i )

=

m∑
i=1

PE(t,Wi,Wi−1) = PE(t,W,W−) + (1 + t)Q(t).

If Φ satisfies (PS)*, a < b, Φ−1(a), Φ−1(b) are bounded away from the critical
set K and K ∩ Φ−1(a, b) is finite, then (W,W−) := (Φ−1([a, b]),Φ−1(a)) is an
admissible pair, as follows from Proposition 2.5. Since

H∗
E(W,W

−)
exc∼= H∗

E(Φ
b,Φa),

we may denote the Morse and Poincaré polynomials of (W,W−) by ME(t,Φb,Φa)
and PE(t,Φb,Φa) in this case.

Corollary 3.3. Suppose that Φ ∈ C1(E,R) satisfies (PS)*, Φ−1(a), Φ−1(b) (where
a < b) are bounded away from K and the set A := K ∩ Φ−1(a, b) is finite. If all
points of A are E-finite, then

ME(t,Φb,Φa) = PE(t,Φb,Φa) + (1 + t)Q(t),

where Q(t) is as in Theorem 3.1.

Remark 3.4. Note for further reference that if (En)∞n=1 is the trivial filtration of E
(i.e., En = E for all n) and dn = 0 for all n, then essentially our theory is equivalent
to the usual Morse theory. In particular, in this case our notion of admissible pair
is a variant of the notion of Gromoll-Meyer pair as defined in [10].
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4. Auxiliary results on linear mappings

In order to study the local behaviour of a functional Φ near an isolated critical
point p one usually assumes that Φ satisfies (PS), the second Fréchet derivative of
Φ exists, at least at p, and L := Φ′′(p) is a Fredholm operator [10, 34, 41]. Then L
is necessarily self-adjoint, of index 0 and

E = R(L)⊕N(L),

where R(L) and N(L) are the range and the null space of L. Note that if L is
Fredholm, it is proper on bounded sets, i.e., if C is compact, then the intersection
of L−1(C) with any closed ball is compact. In other words, if (xj) is a bounded
sequence such that Lxj → y, then (xj) possesses a convergent subsequence.

If Φ satisfies (PS)* instead of (PS), it seems natural to replace the condition
Lxj → y by xj ∈ Enj and PnjLxj → y, i.e., to assume that L is A-proper. More
precisely, let E be a real Hilbert space with a given filtration E = (En)∞n=1. Recall
that a mapping f : D → E, D a closed subset of E, is said to be A-proper (with
respect to E) if each bounded sequence (xj)

∞
j=1 ⊂ D such that xj ∈ D ∩ Enj for

some nj , nj →∞ and Pnjf(xj) → y ∈ E as j →∞, has a convergent subsequence.
Clearly, if xjk → x as k → ∞, then f(xjk) → f(x) and f(x) = y. It is easily
seen that if B is a compact mapping and f(x) = x + B(x), then f is A-proper.
More generally, f is A-proper if f(x) = Ax + B(x), where A is a bounded linear
Fredholm operator of index 0, A(En) ⊂ En for all n and B is compact. A survey of
A-proper mappings may be found e.g. in Petryshyn [35, 36]. The definition given
there is more general than ours. On the other hand, in [35, 36] it is assumed that
dimEn <∞, which is not necessarily the case here.

In [36, Theorem II.3.1] it is shown that if L is an A-proper bounded linear
operator, then L is Fredholm of index ≥ 0. For the sake of completeness and
because we do not assume that dimEn <∞, we give a proof for a self-adjoint L.

Denote the space of bounded linear operators from E to F by L(E,F ).

Proposition 4.1. If L ∈ L(E,E) is A-proper and self-adjoint, then L is a Fred-
holm operator of index 0.

Proof. In order to prove that dimN(L) < ∞, assume the contrary. Then there
exists a sequence (xj) ⊂ N(L) such that ‖xj‖ = 1 and ‖xi − xj‖ ≥ 1 if i 6= j. For
each j there is a zj ∈ Enj , nj ≥ j, such that ‖zj −xj‖ ≤ 1/j. Then ‖zi− zj‖ ≥ 1/2
for all i, j sufficiently large, i 6= j . On the other hand,

‖PnjLzj‖ = ‖PnjL(zj − xj)‖ ≤ 1

j
‖L‖ → 0,

so (zj) has a convergent subsequence, a contradiction.
Since L is self-adjoint,

E = R(L)⊕N(L).

To show that R(L) is closed, let yj → y, where yj ∈ R(L). Then yj = Lxj for some

xj and we may assume that xj ∈ R(L). Again, there is a zj ∈ Enj , nj ≥ j, such
that ‖zj − xj‖ ≤ 1/j. Hence

PnjLzj = PnjLxj + PnjL(zj − xj) = Pnjyj + PnjL(zj − xj) → y.

(4.1)

Therefore, if (zj) is bounded, zj → z after passing to a subsequence, and Lz = y.
So y ∈ R(L). If (zj) is unbounded, we may assume ‖zj‖ → ∞. Let wj := zj

/‖zj‖.
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It follows from (4.1) that PnjLwj → 0, so after passing to a subsequence, wj → w
and w ∈ N(L), ‖w‖ = 1. On the other hand, since zj − xj → 0,

lim
j→∞

xj
‖xj‖ = lim

j→∞
wj = w.

Hence w ∈ R(L). This contradiction completes the proof of the closedness of R(L).
We have shown that L is a Fredholm operator. Since it is self-adjoint, its index

must be 0.

Assume from now on that L ∈ L(E,E) is a self-adjoint Fredholm operator (of
index 0) and E is a given filtration. As usual, Pn is the orthogonal projector of E
onto En.

Lemma 4.2. (i) There exists an n0 such that if n ≥ n0, then Pn|N(L) : N(L) →
PnN(L) is a linear isomorphism and ‖z‖ ≤ 2‖Pnz‖ for all z ∈ N(L).

(ii) En = (R(L) ∩ En) ⊕ PnN(L), and the spaces R(L) ∩ En and PnN(L) are
orthogonal.

Proof. (i) This is obvious because dimN(L) < ∞ and Pn → I uniformly on com-
pact sets (I is the identity operator).

(ii) Let x ∈ En and suppose that x is orthogonal to PnN(L). Then

0 = 〈x, Pnz〉 = 〈x, z〉 ∀ z ∈ N(L).

It follows that x ∈ R(L), so the orthogonal complement of PnN(L) in En is R(L)∩
En.

Let Qn be the orthogonal projector of R(L) onto R(L)∩En. Since Pn|R(L) and
Qn map R(L) into E, Pn −Qn may be considered as an element of L(R(L), E).

Proposition 4.3. Pn −Qn → 0 in L(R(L), E) as n→∞.

Proof. Let x ∈ R(L). Since Pny = Qny = y whenever y ∈ R(L) ∩ En,

〈Pnx−Qnx, y〉 = 0 ∀ y ∈ R(L) ∩En.
Therefore, in view of (ii) of Lemma 4.2, Pnx−Qnx ∈ PnN(L). So Pnx−Qnx = Pnzn
for some zn ∈ N(L). By (i) of Lemma 4.2,

‖zn‖ ≤ 2‖Pnzn‖ = 2‖(Pn −Qn)x‖ ≤ 4‖x‖(4.2)

for almost all n. Since x ∈ R(L), Qnx ∈ R(L) ∩ En and zn ∈ N(L),

‖(Pn −Qn)x‖2 = 〈Pnzn, (Pn −Qn)x〉
= 〈Pnzn, x〉 = 〈Pnzn − zn, x〉 ≤ ‖(Pn − I)zn‖‖x‖.

(4.3)

Since Pn → I uniformly on bounded subsets of N(L), it follows from (4.2) and
(4.3) that (Pn −Qn)x→ 0 as n→∞, uniformly in x ∈ R(L), ‖x‖ ≤ 1. Hence the
conclusion.

Corollary 4.4. The sequence (R(L) ∩ En)∞n=1 is a filtration of R(L). More pre-
cisely, for each x ∈ R(L), Qnx→ x as n→∞.

Proof. Immediate from Proposition 4.3 since Pnx→ x as n→∞.
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Theorem 4.5. Let L ∈ L(E,E) be a self-adjoint operator. Then the following
conditions are equivalent:

(i) L is A-proper;
(ii) L is a Fredholm operator of index 0 and there exist c > 0 and n0 ≥ 1 such

that if n ≥ n0, then ‖PnLx‖ ≥ c‖x‖ for all x ∈ R(L) ∩ En.
Proof. (i) ⇒ (ii) By Proposition 4.1, L is Fredholm of index 0. Suppose that for
any j ≥ 1 there exist nj ≥ j and xnj ∈ R(L) ∩ Enj such that

‖PnjLxnj‖ <
1

j
‖xnj‖.

Then PnjLynj → 0, where ynj := xnj
/‖xnj‖. The A-properness of L implies that,

after passing to a subsequence, ynj → y ∈ R(L) and ‖y‖ = 1. But Ly = 0, i.e.,
y ∈ N(L). This contradiction shows that (ii) is satisfied.

(ii) ⇒ (i) Although this implication will not be used, we prove it for the sake of
completeness.

Suppose that L is Fredholm of index 0. Let (xj) ⊂ E be a bounded sequence such
that xj ∈ Enj , nj → ∞ and PnjLxj → y as j → ∞. Passing to a subsequence,
xj → x weakly and PnjLxj → Lx weakly. Therefore y = Lx and y ∈ R(L).
According to (ii) of Lemma 4.2, xj = uj + Pnjzj , where uj ∈ R(L) ∩ Enj and
zj ∈ N(L). Passing to a subsequence again, zj → z and

PnjLuj = PnjLxj − PnjLPnjzj → y + Lz = y.

There is a u ∈ R(L) such that Lu = y. Since uj − Qnju ∈ R(L) ∩ Enj , it follows
from the inequality in (ii) and Corollary 4.4 that

c‖uj −Qnju‖ ≤ ‖PnjL(uj −Qnju)‖ = ‖PnjLuj − PnjLQnju‖ → ‖y − Lu‖ = 0.

Hence uj → u, and therefore xj = uj + Pnjzj → u + z. This shows that L is
A-proper.

5. Computation of critical groups

Suppose (En)∞n=1 is a filtration of a real Hilbert space E and E = {En, dn}∞n=1.
For an arbitrary self-adjoint operator L ∈ L(E,E), denote the Morse index of L

(or more precisely, of the quadratic form x 7→ 〈Lx, x〉) by M−(L). Suppose L is a
Fredholm operator, and recall that

Qn : R(L) → R(L) ∩ En
is the orthogonal projector of R(L) onto R(L) ∩ En. Define the E-Morse index
M−
E (L) of L by the formula

M−
E (L) := lim

n→∞(M−(QnL|R(L)∩En
)− dn).(5.1)

The above limit exists in many important cases, as will be shown later. However,
in general it does not, so M−

E (L) is not always well-defined.
As usual, M0(L) will denote the nullity of L, i.e.,

M0(L) := dimN(L).

Observe that M−(QnL|R(L)∩En
) is the Morse index of the quadratic form R(L)∩

En 3 x 7→ 〈Lx, x〉. It might seem more natural to consider the form En 3 x 7→
〈Lx, x〉 and therefore define the E-Morse index by

M̃−
E (L) := lim

n→∞(M−(PnL|En)− dn).(5.2)

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use



AN INFINITE DIMENSIONAL MORSE THEORY WITH APPLICATIONS 3201

However, in view of Lemma 4.2, En = (R(L) ∩ En) ⊕ PnN(L), and since the
quadratic form PnN(L) 3 x 7→ 〈Lx, x〉 tends to 0 as n → ∞ (in the sense that
|〈Lx, x〉| ≤ εn‖x‖2, where εn → 0), its contribution to the Morse index as n → ∞
should be neglected. This justifies the definition (5.1). See also Theorem 5.4.

Remark 5.1. If N(L) ⊂ En, then En = (R(L) ∩ En) ⊕ N(L), and the quadratic
forms (R(L) ∩ En) 3 x 7→ 〈Lx, x〉 and En 3 x 7→ 〈Lx, x〉 have the same Morse
index. Therefore if N(L) ⊂ En0 for some n0, then M−

E (L) is well-defined if and

only if M̃−
E (L) is and M−

E (L) = M̃−
E (L).

Proposition 5.2. Suppose A ∈ L(E,E) is a self-adjoint Fredholm operator of in-
dex 0 such that A(En) ⊂ En for almost all n and B ∈ L(E,E) is a self-adjoint
compact operator. Then A+ B is A-proper. If M−(A|En) = dn + k for almost all
n and some k ∈ Z, then M−

E (A+B) is well-defined and finite.

Proof. Set L := A+B. It is easy to verify that L is A-proper.
Let us introduce some auxiliary notation. Q : E → R(L) is the orthogonal

projector,

Fn := (R(L) ∩ En+1) ∩ (R(L) ∩ En)⊥, Gn := En+1 ∩E⊥n
and

Un := Pn+1 − Pn : E → Gn.

According to Lemma 4.2, En = (R(L)∩En)⊕PnN(L) and En+1 = (R(L)∩En+1)⊕
Pn+1N(L). Therefore

En+1 = (R(L) ∩ En)⊕ Fn ⊕ Pn+1N(L) = (R(L) ∩En)⊕ PnN(L)⊕Gn

and the sums are orthogonal. So each x ∈ R(L) ∩ En+1 may be represented as

x = y + z = y + Pnζ + w,(5.3)

where y ∈ R(L) ∩ En, z ∈ Fn, ζ ∈ N(L) and w ∈ Gn.
It follows from Proposition 4.3 and Theorem 4.5 that there exist ε > 0 and

m0 ≥ 1 such that

‖QnLx‖ ≥ 2ε‖x‖ whenever x ∈ R(L) ∩ En and n ≥ m0.(5.4)

For n ≥ m0 and x ∈ R(L) ∩ En+1, define

Tnx := Qn+1Lx− (QnLQnx+ UnAUnx).

Using the decomposition (5.3) of x and observing that 〈Ay,w〉 = 0 (because
A(En) ⊂ En), we obtain

〈Tnx, x〉 = 〈L(y + z), y + z〉 − 〈Ly, y〉 − 〈Aw,w〉
= 2〈L(y + w), Pnζ〉+ 〈LPnζ, Pnζ〉 + 2〈By,w〉+ 〈Bw,w〉.

Since B is compact, w ∈ Gn ⊂ E⊥n and LPnζ → 0 uniformly in ζ ∈ N(L)∩B(0, 1),
it follows that ‖Tn‖ = sup{|〈Tnx, x〉| : x ∈ R(L)∩En+1∩B(0, 1)} ≤ ε if m0 is large
enough. Hence by (5.4),

‖Qn+1Lx− λTnx‖ ≥ ‖Qn+1Lx‖ − λ‖Tnx‖ ≥ ε‖x‖
for each λ ∈ [0, 1] and x ∈ R(L) ∩En+1. Therefore, for n ≥ m0,

M−(Qn+1L|R(L)∩En+1
) = M−((QnLQn + UnAUn)|R(L)∩En+1

)(5.5)

= M−(QnL|R(L)∩En
) +M−(A|Gn).
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The second equality follows because R(L) ∩ En is orthogonal to Gn. Finally, since
A(En) ⊂ En,

dn+1 − dn = M−(A|En+1)−M−(A|En) = M−(A|Gn).

This and (5.5) imply that M−(QnL|R(L)∩En
) − dn is constant for almost all n.

Moreover, it is finite because M−(QnQA|R(L)∩En
) ≤ dn + k, dimN(A) < ∞ and

B is compact.

Theorem 5.3. Suppose that Φ ∈ C1(E,R), p is an isolated critical point of Φ and

Φ(x) = Φ(p) +
1

2
〈L(x− p), x− p〉+ ϕ(x),(5.6)

where L is an invertible A-proper operator and ∇ϕ(x) = o(‖x − p‖) as x → p.
If M−

E (L) is well-defined and finite, then cqE(Φ, p) = [F ] for q = M−
E (L) and [0]

otherwise. If M−
E (L) = +∞ or −∞, then cqE(Φ, p) = [0] for all q.

Proof. Note first that since R(L) = E, we have Pn = Qn and M−
E (L) = M̃−

E (L).
Consider the family of functionals

Φλ(x) := Φ(p) +
1

2
〈L(x− p), x− p〉+ (1− λ)ϕ(x), λ ∈ [0, 1], x ∈ E.

By Theorem 4.5, there are c > 0 and n0 ≥ 1 such that for n ≥ n0 and x ∈ En,
‖PnLx‖ ≥ c‖x‖. Take δ > 0 such that ‖∇ϕ(x)‖ ≤ c

2‖x − p‖ for x ∈ B(p, δ). We

claim that each Φλ satisfies (PS)* on B(p, δ). Indeed, assume xk ∈ B(p, δ) ∩ Enk ,
nk → ∞ and Pnk∇Φλ(xk) → 0. Let pk := Pnkp ∈ Enk . Since ∇Φλ(xk) =
L(xk − pk) + L(pk − p) + (1− λ)∇ϕ(xk),

‖Pnk∇Φλ(xk)‖ ≥ ‖PnkL(xk − pk)‖ − ‖L(pk − p)‖ − ‖∇ϕ(xk)‖
≥ c‖xk − pk‖ − ‖L(pk − p)‖ − c

2
‖xk − p‖

for nk ≥ n0. Hence xk → p as k →∞.
In view of Corollary 2.9,

c∗E(Φ1, p) = c∗E(Φ, p).

Since Φ1(x) = Φ(p)+ 1
2 〈L(x−p), x−p〉 clearly satisfies the hypotheses of Corollary

2.10, we may assume that p = 0 (and of course that Φ1(0) = 0).
Let W := Φ−1

1 ([−1, 1]) and W− := Φ−1
1 (−1). Since Φ1 satisfies (PS)* on E,

(W,W−) is an admissible pair for Φ1 and 0 (see Proposition 2.5). Moreover, if
n ≥ n0, then Φ1|En is a nondegenerate quadratic form and (W ∩ En,W− ∩ En) is
an admissible pair for Φ1|En and 0 (with respect to the trivial filtration of En, cf.
Remark 3.4).

It remains to compute H∗(W ∩ En,W
− ∩ En). Choose an equivalent inner

product in En such that Φ1(x) = 1
2‖x+‖2 − 1

2‖x−‖2, where x = x+ + x− ∈ E+
n ⊕

E−n = En. For x ∈ Φ1
1∩En, let t(x) be the smallest t ≥ 0 for which x+ +(1−t)x− ∈

Φ−1
1 ([−1, 1]). Then the mapping (λ, x) 7→ x+ +(1−λt(x))x− , λ ∈ [0, 1], is a strong

deformation retraction of (Φ1
1 ∩ En,Φ−1

1 ∩ En) ≡ ({x ∈ En : Φ1(x) ≤ 1}, {x ∈
En : Φ1(x) ≤ −1}) onto (W ∩ En,W− ∩ En). Similarly, the mapping (λ, x) 7→
(1−λ)x+ +x−, λ ∈ [0, 1], is a strong deformation retraction of (Φ1

1∩En,Φ−1
1 ∩En)

onto (Φ1
1 ∩ E−n ,Φ−1

1 ∩ E−n ) = (E−n , E
−
n − B(0, 1)). Hence (W ∩ En,W

− ∩ En)
is homotopy equivalent to (B, ∂B), where B is the closed unit ball in E−n , and
therefore H∗(W ∩En,W− ∩En) ∼= H∗(B, ∂B). Since dimE−n = M−(PnL|En), we
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obtain Hq+dn(W ∩ En,W− ∩ En) ∼= F if q = M−(PnL|En) − dn and 0 otherwise.
Now the conclusion follows from the definitions of H∗

E and M−
E (L).

Suppose Φ ∈ C2(U,R), where U is a neighbourhood of a critical point p. Then
Φ admits the representation (5.6). Assume that the operator L is Fredholm, let
x = p + z + y, where z ∈ N(L), y ∈ R(L), and denote the orthogonal projector
onto R(L) by Q. Then

∇Φ(p+ z + y) = Ly +∇ϕ(p+ z + y),

∇Φ(p) = 0 and Φ′′(p) = L.

Since L|R(L) is invertible, it follows from the implicit function theorem that there

exist δ > 0 and a C1-function y = α(z) : B(0, δ)∩N(L) → R(L) such that α(0) = 0,
α′(0) = 0 and

Q∇Φ(p+ z + α(z)) ≡ 0.(5.7)

Define

ϕ̃(z) := Φ(p+ z + α(z))− Φ(p) =
1

2

〈
Lα(z), α(z)

〉
+ ϕ(p+ z + α(z)).

(5.8)

Suppose 0 is an isolated critical point of ϕ̃ and let cq(ϕ̃, 0) := Hq(W̃ , W̃−), where

(W̃ , W̃−) is an admissible pair for ϕ̃ and 0 in N(L) (with respect to the trivial
filtration of N(L)).

Theorem 5.4. Suppose U is a neighbourhood of an isolated critical point p of
Φ ∈ C2(U,R) and the operator L (cf. (5.6)) is A-proper. If M−

E (L) is well-defined

and finite, then cqE(Φ, p) ∼= [cq−M
−
E (L)(ϕ̃, 0)] for all q (ϕ̃ is given by the formula

(5.8)). If M−
E (L) = +∞ or −∞, then cqE(Φ, p) = [0] for all q.

Proof. Consider a family of functionals

Φλ(p+ z + y) := Φ(p) +
1

2
〈Ly, y〉+

1

2
λ(2− λ)〈Lα(z), α(z)〉

+λϕ(p+ z + α(z)) + (1− λ)ϕ(p + z + y + λα(z)),

where z + y ∈ (N(L) ⊕ R(L)) ∩ B(0, δ) and 0 ≤ λ ≤ 1 (this family has been
introduced by Dancer in [15]). Observe that Φ0 = Φ,

Φ1(p+ z + y) = Φ(p) +
1

2
〈Ly, y〉+ ϕ̃(z)

and

∇yΦλ(p+ z + y) = Ly + (1 − λ)Q∇ϕ(p+ z + y + λα(z)),(5.9)

∇zΦλ(p+ z + y)

= λ(2 − λ)〈Lα(z), α′(z) ·〉+ λ〈∇ϕ(p + z + α(z)), ·+ α′(z) ·〉
+ (1− λ)〈∇ϕ(p + z + y + λα(z)), ·+ λα′(z) ·〉.

(5.10)

We will show that the family {Φλ} satisfies the hypotheses of Corollary 2.9 on a
suitably small ball B(p, r), where 0 < r < δ and K(Φλ) ∩B(p, r) = {p}.
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First we verify that each Φλ satisfies (PS)* on B(p, r). Suppose xk = p+zk+yk ∈
B(p, r) ∩ Enk , nk →∞ and Pnk∇Φλ(xk) → 0. Then, in view of (5.9),

Pnk∇yΦλ(p+zk+yk) = PnkLyk+(1−λ)PnkQ∇ϕ(p+zk+yk+λα(zk)) =: wk → 0.

Setting vk := yk − (1 − λ)α(zk), we get

(1− λ)PnkLα(zk) + PnkLvk + (1− λ)PnkQ∇ϕ(p+ zk + α(zk) + vk) = wk.

Since Lα(zk) +Q∇ϕ(p+ zk + α(zk)) = 0 (cf. (5.7)),

PnkLvk + (1 − λ)PnkQ
(
∇ϕ(p+ zk + α(zk) + vk)−∇ϕ(p+ zk + α(zk))

)
= wk.

(5.11)

Since vk = xk − p− zk − (1− λ)α(zk) and xk ∈ Enk ,
Pnkvk − vk = (I − Pnk)(p+ zk + (1 − λ)α(zk)).

So Pnkvk − vk → 0 (because N(L) is finite dimensional) and Qnkvk − vk → 0
according to Proposition 4.3. It follows from Theorem 4.5 that

‖PnkLvk‖ ≥ ‖PnkLQnkvk‖ − ‖PnkL(Qnkvk − vk)‖
≥ c‖Qnkvk‖ − ‖L‖‖Qnkvk − vk‖ ≥ c‖vk‖ − (‖L‖+ c)‖Qnkvk − vk‖

(5.12)

for almost all k. Since ϕ ∈ C2(U,R) and ϕ′′(p) = 0, then taking the radius r of the
ball B(p, r) smaller if necessary, we obtain

‖∇ϕ(p+ zk + α(zk) + vk)−∇ϕ(p+ zk + α(zk))‖ ≤ c

2
‖vk‖.

Combining this with (5.11) and (5.12) gives

c‖vk‖ − (‖L‖+ c)‖Qnkvk − vk‖ ≤ c

2
‖vk‖+ ‖wk‖.

Hence vk → 0 as k →∞. Passing to a subsequence, zk → z and xk = p+zk+yk →
p+ z + (1− λ)α(z). This completes the proof of (PS)*.

Suppose p+z+y ∈ B(p, r) and ∇Φλ(p+z+y) = 0. Since QΦ′′λ(p)|R(L) = L|R(L)

(cf. (5.9)), it follows from the implicit function theorem that (5.9) has a unique
solution y = y(z, λ) provided r is small enough (r independent of λ). A direct
verification using (5.7) shows that y = (1 − λ)α(z). Inserting this in (5.10) we
obtain

∇zΦλ(p+ z + (1 − λ)α(z))

= λ(2 − λ)〈∇Φ(p+ z + α(z)), α′(z) ·〉+ (I −Q)∇ϕ(p+ z + α(z))

= (I −Q)∇ϕ(p+ z + α(z))

because α′(z)· ∈ R(L) and (5.7) is satisfied. Recall that K(Φ) ∩ B(p, r) = {p}.
Since ∇Φ(p+ z + y) = 0 if and only if y = α(z) and (I −Q)∇ϕ(p+ z + α(z)) = 0,
we must have z = 0 and y = (1− λ)α(0) = 0. So K(Φλ) ∩B(p, r) = {p}.

Since ∇ϕ is locally Lipschitz continuous at p, it is easy to see from (5.9), (5.10)
that if r is small enough, then |Φλ(x)| is bounded by a constant independent of
x ∈ B(p, r) and λ ∈ [0, 1], and the mapping λ 7→ ∇Φλ is continuous, uniformly in
x ∈ B(p, r). Now all the hypotheses of Corollary 2.9 are verified; hence

c∗E(Φ, p) ∼= c∗E(Φ1, p).

Moreover, by Corollary 2.10, we may assume that p = 0 (and Φ(p) = 0).

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use



AN INFINITE DIMENSIONAL MORSE THEORY WITH APPLICATIONS 3205

Let χ(y) := 1
2 〈Ly, y〉. Then Φ1(z + y) = χ(y) + ϕ̃(z). Since (R(L)∩En)∞n=1 is a

filtration of R(L) (cf. Corollary 4.4), there exists an admissible pair (W1,W
−
1 ) for

χ and 0 (in R(L)) such that W1 is bounded. Denote the corresponding admissible

field by V1(y). Let (W̃ , W̃−) be an admissible pair for ϕ̃ and 0, W̃ ⊂ B(0, δ)∩N(L),

and let Ṽ (z) be a corresponding admissible field. Choose m0 so that Pm0 |N(L) :
N(L) → Pm0N(L) is a linear isomorphism, and define

W2 := Pm0W̃ , W−
2 := Pm0W̃

−

and

(W,W−) :=
(
W1 +W2, (W−

1 +W2) ∪ (W1 +W−
2 )
)
.

Note that W1 ∩W2 = {0} since W1 ⊂ R(L) and W2 ⊂ Pm0N(L). We claim that
(W,W−) is an admissible pair for Φ1 and 0. For each x ∈ E we have the unique
decompositions x = z + y = Pm0ζ + ξ, where z, ζ ∈ N(L) and y, ξ ∈ R(L). Let

V0(x) := ω(‖ξ‖)V1(ξ) + ω(‖ζ‖)Pm0 Ṽ (ζ) and V (x) :=
V0(x)

1 + ‖V0(x)‖ ,

where ω : R → [0, 1] is a Lipschitz continuous function such that ω(s) = 0 for
s ≤ ε/2, ω(s) = 1 for s ≥ ε and ε > 0 is so small that B(0, ε) ∩ R(L) ⊂ int(W1),

B(0, ε)∩N(L) ⊂ int(W̃ ). According to Remark 2.4, it suffices to show that V is an
admissible field in a neighbourhood of ∂W . Note that without the cutoff function
ω, V would not be defined on the subspaces ξ = 0 and ζ = 0 (because respectively

V1 and Ṽ are not). Let η1, η̃ and η be the flows of −V1, −Ṽ and −V . Then

η(t, x) = η1(t1, ξ)+Pm0 η̃(t̃, ζ), and it is easy to see that condition (iv) of Definition
2.3 is satisfied. Since ξ ∈ R(L)∩En whenever x ∈ En and n ≥ m0, V is related to E .
It remains to show that V is gradient-like in some neighbourhood N of ∂W . Since
W is bounded, we may assume that N is bounded. Then ‖ξ−y‖ = ‖Pm0ζ−z‖ → 0
uniformly in x ∈ N as m0 →∞, and therefore

〈V0(x), Ly +∇ϕ̃(z)〉 = ω(‖ξ‖)〈V1(ξ), Ly〉+ ω(‖ζ‖)〈Ṽ (ζ),∇ϕ̃(z)〉
+ ω(‖ζ‖)〈(Pm0 − I)Ṽ (ζ), Ly +∇ϕ̃(z)〉

≥ ω(‖ξ‖)β1(ξ) + ω(‖ζ‖)β̃(ζ)− εm0 ,

where εm0 → 0 as m0 → ∞ and β1, β̃ are as in Definition 2.1. We may assume
the neighbourhood N has been chosen in such a way that x /∈ N if ‖ξ‖ < ε and
‖ζ‖ < ε. Taking m0 large enough, we see that 〈V (x), Ly +∇ϕ̃(z)〉 is positive and
bounded away from 0 on N . Hence (W,W−) is an admissible pair.

If n ≥ m0, then (W1 +W2) ∩ En = (W1 ∩ En) +W2. We need to compute the
cohomology of(

(W1 ∩ En) +W2, ((W−
1 ∩En) +W2) ∪ ((W1 ∩En) +W−

2 )
)
.

Topologically this pair is equivalent to

(W1 ∩ En,W−
1 ∩ En)× (W2,W

−
2 ),

where we have used the customary notation

(A,A0)× (B,B0) = (A×B, (A×B0) ∪ (A0 ×B)).

Let B be a closed ball of dimension mn := M−(QnL|R(L)∩En
). For almost all n,

(W1 ∩En,W−
1 ∩En) is homotopy equivalent to (B, ∂B) (cf. the proof of Theorem
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5.3). It follows from the Künneth formula [17, Proposition VI.12.16], [39, Theorem
5.6.1] that

Hq+dn((W1 ∩En,W−
1 ∩ En)× (W2,W

−
2 )) ∼= Hq+dn((B, ∂B)× (W2,W

−
2 ))

∼= [H∗(B, ∂B)⊗H∗(W2,W
−
2 )]q+dn ∼= Hq+dn−mn(W2,W

−
2 )

(note that the hypotheses in the Künneth formula are satisfied because the Čech
cohomology has the strong excision property and (B, ∂B) is a pair of ANRs). If
M−
E (L) is finite, then q + dn − mn = q −M−

E (L) for almost all n, and the first

conclusion follows. If M−
E (L) = +∞ or −∞, then respectively q + dn −mn < 0 or

q+ dn−mn > dimN(L) for almost all n, so the right-hand side above is 0 for such
n. This completes the proof.

Corollary 5.5. Suppose that Φ satisfies the hypotheses of Theorem 5.4 and M−
E (L)

is finite. If ϕ(x) ≥ ϕ(p) = 0 for all x ∈ U (ϕ is given by the formula (5.6)), then
cqE(Φ, p) = [F ] for q = M−

E (L) and [0] otherwise. If ϕ(x) ≤ 0 for all x ∈ U , then

cqE(Φ, p) = [F ] for q = M−
E (L) +M0(L) and [0] otherwise.

Proof. Let R(L) = E+ ⊕ E− be the decomposition corresponding to the positive
and the negative part of the spectrum of L. There exists a constant c > 0 such
that 〈Ly, y〉 ≥ c‖y‖2 for y ∈ E+ and 〈Ly, y〉 ≤ −c‖y‖2 for y ∈ E−. According to
(5.8) (with α(z) = α+(z) + α−(z) ∈ E+ ⊕ E−),

ϕ̃(z) =
1

2
〈Lα+(z), α+(z)〉+ ϕ(p+ z + α+(z))

+
1

2
〈Lα−(z), α−(z)〉+

(
ϕ(p+ z + α(z))− ϕ(p+ z + α+(z))

)
for all z ∈ B(0, δ) ∩N(L). We claim that ϕ̃ has a local minimum at 0 if ϕ(x) ≥ 0
for all x ∈ U . Since

ϕ̃(z) ≥ 1

2
〈Lα−(z), α−(z)〉+

(
ϕ(p+ z + α(z))− ϕ(p+ z + α+(z))

)
,

it suffices to show that the right-hand side above is nonnegative.
Let σ : [0, 1] → E be given by σ(t) := p+ z + α+(z) + tα−(z). Then

ϕ(p+ z + α(z))− ϕ(p+ z + α+(z)) =

∫ 1

0

d

dt
ϕ(σ(t)) dt =

∫ 1

0

〈∇ϕ(σ(t)), α−(z)〉 dt

=

∫ 1

0

〈∇ϕ(σ(t)) −∇ϕ(p+ z + α(z)), α−(z)〉 dt+ 〈∇ϕ(p+ z + α(z)), α−(z)〉

=

∫ 1

0

〈∇ϕ(σ(t)) −∇ϕ(p+ z + α(z)), α−(z)〉 dt− 〈Lα−(z), α−(z)〉,

where the last equality follows from (5.7). Moreover, since ϕ′′(p) = 0, we may
assume after choosing a smaller δ if necessary that

‖∇ϕ(σ(t)) −∇ϕ(p+ z + α(z))‖ ≤ c‖σ(t)− p− z − α(z)‖ = (1− t)c‖α−(z)‖
for all z ∈ B(0, δ) ∩N(L). Hence

ϕ̃(z) ≥ 1

2
〈Lα−(z), α−(z)〉+

(
ϕ(p+ z + α(z))− ϕ(p+ z + α+(z))

)
≥ −1

2
〈Lα−(z), α−(z)〉 −

∫ 1

0

(1− t)c‖α−(z)‖2 dt ≥ 0,
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which proves the claim. So cq(ϕ̃, 0) = F if q = 0 and 0 otherwise (see [15] or [34,

Corollary 8.4]). It follows from Theorem 5.4 that cqE(Φ, p) ∼= [cq−M
−
E (L)(ϕ̃, 0)] = [F ]

for q = M−
E (L) and [0] otherwise.

If ϕ(x) ≤ 0 for all x ∈ U , a similar argument shows that ϕ̃ has a local max-
imum at 0. Hence employing Theorem 5.4 and [15, 34] we obtain cqE(Φ, p) ∼=
[cq−M

−
E (L)(ϕ̃, 0)] = [F ] for q = M−

E (L) +M0(L) and [0] otherwise.

A functional Φ is said to satisfy the local linking condition at 0 if there exist a
decomposition E = Y ⊕ Z and a constant ρ > 0 such that

Φ(y) ≤ c := Φ(0) for each y ∈ B(0, ρ) ∩ Y
and

Φ(z) ≥ c for each z ∈ B(0, ρ) ∩ Z.
This is a variant of a condition introduced in [25].

Clearly, the functional Φ in Corollary 5.5 satisfies the local linking condition at p.
If Φ /∈ C2(E,R), the argument of this corollary can no longer be applied. However,
we still have the following weaker result:

Theorem 5.6. Suppose that Φ ∈ C1(E,R) satisfies (PS)* and the local linking
condition at 0 (with Y and Z as above). If 0 is an isolated critical point of Φ,
En = (Y ∩ En) ⊕ (Z ∩ En) and dim(Y ∩ En) = q0 + dn for almost all n, then
cq0E (Φ, 0) 6= [0].

Proof. We may assume that Φ(0) = 0, 0 is the only critical point of Φ in B(0, ρ) and
supB(0,ρ) |Φ| < ∞. Let δ ∈ (0, ρ) and let (W,W−), W ⊂ B(0, δ), be an admissible
pair having the additional properties given in Proposition 2.6. Define

A := {η(t, x) ∈ W : t ≥ 0, x ∈ S(0, δ1) ∩ Y }.
Since Φ ≤ 0 on S(0, δ1) ∩ Y , for each x ∈ A there is a unique t(x) such that
η(t(x), x) ∈W−. According to (iv) of Definition 2.3, t(x) depends continuously on
x. Hence the mapping

α(λ, x) :=

{
η(λt(x), x) if x ∈ A, 0 ≤ λ ≤ 1,

x if x ∈W−, 0 ≤ λ ≤ 1,

is a filtration-preserving strong deformation retraction of A ∪W− onto W−. So it
follows from the exact sequence of the triple (W,A ∪W−,W−) that

H∗
E(W,W

−) ∼= H∗
E(W,A ∪W−).

For z ∈ Z, let δ1(z) := min{δ1, d(z, A ∪W−)} and

D := {y + z ∈ Y ⊕ Z : ‖y‖ < δ1(z)}.
Since δ1(z) > 0 ∀ z ∈ Z and Φ|W− < 0, (A ∪W−) ∩ Z = ∅. Hence D is an open
set, Z ⊂ D and (A∪W−)∩D = ∅. Denote Fδ := (B(0, δ)∩ Y )⊕ (B(0, δ)∩Z) and
let i : (B(0, δ1) ∩ Y, S(0, δ1) ∩ Y ) → (W,A ∪W−), j : (W,A ∪W−) → (Fδ, Fδ −D)
be the inclusion mappings. Then we have

H∗
E(Fδ, Fδ −D)

j∗−→ H∗
E(W,A ∪W−)

i∗−→ H∗
E(B(0, δ1) ∩ Y, S(0, δ1) ∩ Y ),

(5.13)
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where i∗, j∗ are the induced homomorphisms. It is easy to see that the mapping

γ(λ, y + z) :=


2λδ1y

max{‖y‖, δ1(z)} + (1− 2λ)y + z, 0 ≤ λ ≤ 1
2 ,

δ1y

max{‖y‖, δ1(z)} + (2− 2λ)z, 1
2 ≤ λ ≤ 1,

is a deformation of (Fδ, Fδ − D) onto (B(0, δ1) ∩ Y, S(0, δ1) ∩ Y ). It preserves
the filtration since y, z ∈ En whenever y + z ∈ En. Moreover, the restriction of
γ to [0, 1] × (B(0, δ1) ∩ Y, S(0, δ1) ∩ Y ) is a homotopy between γ(1, .) ◦ (ji) and
the identity on (B(0, δ1) ∩ Y, S(0, δ1) ∩ Y ). Similarly, γ is a homotopy between
(ji) ◦ γ(1, .) and the identity on (Fδ, Fδ − D). So the inclusion mapping ji is
a homotopy equivalence by filtration-preserving homotopies, and it follows that
i∗j∗ in (5.13) is an isomorphism. In particular, Hq0

E (W,W−) ∼= Hq0
E (W,A ∪W−)

is nontrivial because Hq0
E (B(0, δ1) ∩ Y, S(0, δ1) ∩ Y ) = [F ] according to Example

1.4.

6. Relation to degree theory

Assume that U ⊂ E is an open neighbourhood of an isolated critical point p of
Φ ∈ C2(U,R), ∇Φ(x) = x − T (x) and T is compact. Define the Leray-Schauder
index of ∇Φ at p as

ind(∇Φ, p) := deg(I − T,B(p, ρ), 0),

where B(p, ρ) ⊂ U and on the right-hand side we have the Leray-Schauder degree
of I − T with respect to B(p, ρ) and 0 (see e.g. [31]). According to [10, Theorem
II.3.2], cf. also [34, Theorem 8.5],

ind(∇Φ, p) =

∞∑
q=0

(−1)q dim cq(Φ, p)(6.1)

(cq are the critical groups defined in (0.1)). It follows by inspection of the proof in

[10] that (6.1) remains valid with cq(Φ, p) replaced by the critical Čech cohomology
groups cq(Φ, p) of Φ at p (with respect to the trivial filtration of E; cf. Remark
3.4). Recall that the Euler characteristic for a pair (X,B) of finite type is defined
by

χ(X,B) =

∞∑
q=0

(−1)q dimHq(X,B) ≡ P (−1, X,B),

where P (t,X,B) is the Poincaré polynomial of (X,B).
Let (W,W−) be a bounded admissible pair for Φ and p (again, with respect to

the trivial filtration of E). Since c∗(Φ, p) = H∗(W,W−), (6.1) may be reformulated
as

deg(∇Φ, int(W ), 0) = χ(W,W−),(6.2)

and this relation remains valid also if (W,W−) is admissible for Φ and a set A ⊂ K,
cf. [10, Theorem II.3.3]. Formula (6.2) may be seen as a generalization of the
Poincaré-Hopf theorem.

Recall from [31] that a mapping T : X → Y is said to be a k-set contraction
if for each bounded set B ⊂ X , α(T (B)) ≤ kα(B), where α is the (Kuratowski)
measure of noncompactness. T is called a strict set contraction if it is a k-set
contraction with k < 1. For mappings f of the form f(x) = x − T (x), where T is
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a strict set contraction, there exists a degree theory (see [31, Section 6.2]) which
coincides with the Leray-Schauder degree if T is compact (compact mappings are
0-set contractions). One can verify that formula (6.2) remains valid if ∇Φ(x) =
x − T (x) and T is a strict set contraction (this will be done in the course of the
proof of Theorem 6.1).

In this section we will look for a possible generalization of formula (6.2) to the
case of strongly indefinite functionals.

Let (En)∞n=1 be a filtration of E, (dn)∞n=1 a sequence of nonnegative integers and
E := {En, dn}∞n=1. Suppose that Φ ∈ C1(E,R), U is an open bounded subset of E
and

Φ satisfies (PS)∗ on U,(6.3)

Φ|U is bounded,(6.4)

Φ has no critical points on ∂U,(6.5)

Pn∇Φ(x) = x− Tn(x) for all n ≥ 1 and x ∈ U ∩ En, where(6.6)

Tn : U ∩ En → En is a strict set contraction.

Clearly, (6.6) is satisfied if all En are finite dimensional or all Tn are compact.
Denote Un := U ∩ En and Φn := Φ|En . It is easy to see that Un is nonempty for
almost all n, Un ⊂ U ∩ En, ∂Un ⊂ ∂U ∩ En and ∇Φn = Pn∇Φ|En . We are going
to define a generalized topological degree of ∇Φ with respect to U and 0. Observe
that for large n, say n ≥ n0, 0 /∈ ∇Φn(∂Un). Indeed, otherwise for each j there are
nj ≥ j and yj ∈ ∂Unj such that ∇Φnj (yj) = 0. By (PS)* (recall Φ|U is bounded),
(yj) has a subsequence converging to some y ∈ K ∩ ∂U , a contradiction to (6.5).
Therefore

sn := deg(∇Φn, Un, 0)

is well-defined for n ≥ n0. For n < n0 we put sn := 0. Now we define the E-degree
of ∇Φ with respect to U and 0 by the formula

DegE(∇Φ, U, 0) :=
[(

(−1)dnsn
)∞
n=1

]
.

Note that DegE(∇Φ, U, 0) ∈ [Z]. The above definition is modelled on the definition
of the generalized degree for A-proper mappings given in [24] (in [24] there are no
terms (−1)dn).

It is easy to see that DegE satisfies the usual properties of topological degree
except that DegE(I, U, 0) = [((−1)dn)∞n=1] (instead of being equal to [(1)∞n=1]) if
0 ∈ U . Admissible homotopies are the ones which preserve the filtration and map
∂Un × [0, 1] into En − {0} for almost all n. By the excision property, it is possible
to define the E-index of ∇Φ at an isolated critical point p ∈ U by setting

IndE(∇Φ, p) := DegE(∇Φ, B(p, ρ), 0),

where ρ is such that B(p, ρ) ⊂ U and B(p, ρ) ∩K = {p}.
Define the E-Euler characteristic of an E-finite pair (X,B) of closed subsets of

E by

χE(X,B) := PE (−1, X,B) ≡
∞∑

q=−∞
(−1)q dimE H

q
E(X,B).

The pair (X,B) will be called strongly E-finite if there is a k ≥ 1 such that
dimHq+dn(X ∩ En, B ∩ En) is finite for all q ∈ Z and n ≥ k, and zero for all
|q| ≥ k and n ≥ k. Similarly, an isolated critical point p of a functional Φ which
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satisfies (PS)* will be called strongly E-finite if so is some (and therefore every)
admissible pair for Φ and p. Note that strongly E-finite implies E-finite (but not
conversely, as will be seen from Remark 6.3 below). The reason for introducing the
notion of strong E-finiteness is that then

χE(X,B) =
[(

(−1)dnχ(X ∩En, B ∩ En)
)∞
n=1

]
,(6.7)

and in general this equality is not true for E-finite pairs (again, Remark 6.3 will
provide an example). To show (6.7), observe that if n ≥ k, then

(−1)dnχ(X ∩En, B ∩ En) = (−1)dn
∞∑
q=0

(−1)q dimHq(X ∩ En, B ∩ En)

=

∞∑
q=−∞

(−1)q dimHq+dn(X ∩ En, B ∩ En).

Since all terms on the right-hand side are zero for |q| ≥ k, the conclusion follows
from the definition of χE .

Now we state the main result of this section.

Theorem 6.1. Suppose that Φ ∈ C2(E,R) satisfies (PS)*, (W,W−) is a bounded
admissible pair for Φ and A, and ∇Φ has the form (6.6) on W . Then

(i) DegE(∇Φ, int(W ), 0) =
[(

(−1)dnχ(W ∩ En,W− ∩ En)
)∞
n=1

]
;

(ii) If (W,W−) is strongly E-finite, then DegE(∇Φ, int(W ), 0) = χE(W,W−);
(iii) (Poincaré-Hopf formula) If A = {p1, ..., pk} and all pj are strongly E-finite,

then
k∑
j=1

IndE(∇Φ, pj) = χE(W,W−).

Proof. (i) Since (6.3)–(6.6) are satisfied (with U = int(W )), DegE(∇Φ, int(W ), 0) is
well-defined. It is easy to see that for almost all n, (Wn,W

−
n ) := (W ∩En,W−∩En)

is an admissible pair for Φn and An := W ∩ K(Φn) (with respect to the trivial
filtration of En). Indeed, if V is an admissible field for (W,W−) and N is a
sufficiently small neighbourhood of ∂W , then V maps N ∩En into En for all large
n. According to Remark 2.4, this suffices for (Wn,W

−
n ) to be an admissible pair.

Since ∇Φn|Wn satisfies (6.6), it is a proper mapping; cf. [31, Corollary 6.2.2].
Therefore Φn satisfies (PS) on Wn. In particular, the set An is compact. Now it
follows essentially from [10, Theorem II.3.3] that

deg(∇Φn, int(W ) ∩ En, 0) = χ(Wn,W
−
n ),(6.8)

and (i) is satisfied in view of the definition of DegE .
For the reader’s convenience and since the hypotheses in [10] are somewhat

different from ours, we give a proof of (6.8). Since An is compact, we may find
a δ > 0 and a function ε ∈ C2(En, [0, 1]) such that ε(x) = 1 if x ∈ G := {x ∈
En : d(x,An) ≤ δ} and ε(x) = 0 if d(x, ∂Wn) ≤ δ. Moreover, we may assume that
‖∇ε(x)‖ ≤ m and ‖ε′′(x)‖ ≤ m for some constant m and all x. Let M := sup{‖x‖ :
x ∈ Wn} and

β := inf
x∈Wn−G

‖∇Φn(x)‖.
Clearly, β > 0. It follows from a version of the Sard-Smale theorem for k-set con-
tractions [44] that we can find an arbitrarily small x0 ∈ En such that (∇Φn)−1(x0)∩
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Wn = {p1, ..., ps} ⊂ G and Φ′′n(pj) is invertible for all j. Let

ψn(x) := Φn(x) + ε(x)〈x, x0〉.
For x ∈ Wn −G we have

‖∇ψn(x)‖ ≥ ‖∇Φn(x)‖ − ‖x0‖ − ‖∇ε(x)‖‖x‖‖x0‖ ≥ β

2

provided ‖x0‖ is small enough. Hence K(ψn) ∩Wn = {p1, ..., ps}. Since ψn(x) =
Φn(x) if d(x, ∂Wn) ≤ δ, (Wn,W

−
n ) is an admissible pair for ψn and {p1, ..., ps}.

Now observe that for x ∈Wn,

∇ψn(x) = x− Tn(x) + 〈x, x0〉∇ε(x) + ε(x)x0,

where Tn is a k-set contraction. Since x 7→ 〈x, x0〉∇ε(x)+ε(x)x0 is a Lipschitz con-
tinuous mapping with Lipschitz constant (M+2)m‖x0‖ which will be less than 1−k
if we choose a sufficiently small x0, we obtain that x 7→ Tn(x)−〈x, x0〉∇ε(x)−ε(x)x0

is a strict set contraction [31, Theorems 6.1.8 and 6.1.9]. Hence deg(∇ψn, Un, 0),
where Un := int(W ) ∩ En, is well-defined. Since ψn = Φn on ∂Un,

deg(∇Φn, Un, 0) = deg(∇ψn, Un, 0).(6.9)

We will apply Theorem 3.1 to ψn, (Wn,W
−
n ) and {p1, ..., ps}. Since each pj is

nondegenerate,

ind(∇ψn, pj) = (−1)kj =
∞∑
q=0

(−1)q dim cq(ψn, pj),

where kj is the Morse index of ψ′′n(pj). For the first equality, see [31, Theorem 8.1.1
and Remark on p. 122]. The second equality is an easy consequence of Theorem
5.3 (recall that cq are the critical groups with respect to the trivial filtration of En).
By the additivity property of degree,

deg(∇ψn, Un, 0) =

s∑
j=1

ind(∇ψn, pj) =

∞∑
q=0

(−1)q
s∑

j=1

dim cq(ψn, pj)

= M(−1,Wn,W
−
n )

(M is the Morse polynomial). By Theorem 3.1,M(−1,Wn,W
−
n ) = P (−1,Wn,W

−
n )

≡ χ(Wn,W
−
n ), and (6.8) follows from (6.9).

(ii) This is a direct consequence of (6.7) and (i).
(iii) Let (Wj ,W

−
j ) be an admissible pair for Φ and pj . We may assume that

Wj ⊂W for all j and Wi ∩Wj = ∅ if i 6= j. By the definition of ME ,

ME(t,W,W−) =

k∑
j=1

ME(t,Wj ,W
−
j ).

Hence, according to (ii) and Theorem 3.1,

k∑
j=1

IndE(∇Φ, pj) = ME(−1,W,W−) = PE (−1,W,W−) ≡ χE(W,W−).

Alternatively, one can show (cf. the proof of Theorem 3.1) that (W,W−) is
strongly E-finite if all pj are, and then the conclusion follows from (ii) and the
additivity property of degree.
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Remark 6.2. If all En are finite dimensional, then (6.6) is trivially satisfied and it
suffices to assume that Φ ∈ C1(E,R). Indeed, Φn|Wn can be approximated in the

C1-topology by a C2-function Φ̃n such that the degree on Un is unchanged and

(Wn,W
−
n ) is admissible for Φ̃n and K(Φ̃n) ∩Wn.

Remark 6.3. If (W,W−) is E-finite, but not strongly, then (ii) and (iii) of Theorem
6.1 need not hold. To see this, let Φ and p be as in Theorem 5.3, with mn :=
M−(PnL|En) < ∞ and M−

E (L) = +∞ or −∞. If (W,W−) is an admissible pair
for Φ and p, then Hq

E(W,W
−) = [0] for all q. So χE(W,W−) = [0], while

IndE(∇Φ, p) = DegE(∇Φ, int(W ), 0) =
[(

(−1)mn−dn)∞
n=1

] 6= [0].

7. Hamiltonian systems

Let

J :=

(
0 −I
I 0

)
be the standard symplectic matrix and consider the Hamiltonian system of differ-
ential equations

ż = JHz(z, t),(7.1)

where H ∈ C1(R2N × R,R) is 2π-periodic in t. In this section we study the
existence of 2π-periodic solutions of (7.1). Let E := H1/2(S1,R2N) be the Sobolev
space of 2π-periodic R2N -valued functions

z(t) = a0 +
∞∑
k=1

ak cos kt+ bk sinkt, a0, ak, bk ∈ R2N ,

such that
∑∞

k=1 k(|ak|2 + |bk|2) <∞. Then E is a Hilbert space with inner product
〈. , .〉 defined by

〈z, z′〉 := 2πa0 · a′0 + π

∞∑
k=1

k(ak · a′k + bk · b′k).

Assume that Hz is asymptotically linear at infinity. Then in particular

|Hz(z, t)| ≤ C(1 + |z|)
for some C > 0 and all (z, t). It is well-known [38] that under this condition z(t) is
a 2π-periodic solution of (7.1) if and only if it is a critical point of the functional

Φ(z) :=
1

2

∫ 2π

0

(−Jż · z) dt−
∫ 2π

0

H(z, t) dt =
1

2
〈L̃z, z〉 − ψ(z).(7.2)

Moreover, Φ ∈ C1(E,R) and ∇ψ is a compact mapping. Sometimes we will make
a stronger assumption that H ∈ C2(R2N ×R,R) and

‖Hzz(z, t)‖ ≤ C ′(1 + |z|s)(7.3)

for some C ′ > 0, s ∈ (0,∞) and all (z, t). Then Φ ∈ C2(E,R) [38].
Let

F0 := R2N , Fk := {ak cos kt+ bk sinkt : ak, bk ∈ R2N}, where k ≥ 1,

and

En := F0 ⊕
n⊕
k=1

Fk ≡ {z ∈ E : z(t) = a0 +

n∑
k=1

ak cos kt+ bk sin kt}.
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Then (En)∞n=1 is a filtration of E. Set

dn := N(1 + 2n) and E := {En, dn}∞n=1.

Consider the linear Hamiltonian system

ż = JAz,

where A is a symmetric 2N×2N matrix (with constant entries aij). Let B : E → E
be the linear operator defined by

〈Bz,w〉 :=

∫ 2π

0

Az · w dt.

Then B is compact, and it is easy to see that

Bz = Aa0 +

∞∑
k=1

1

k
(Aak cos kt+Abk sin kt).(7.4)

Following [26], cf. also [1, 2], we now proceed to define the index and the nullity of
A. According to (7.2) and (7.4),

(L̃−B)(a cos kt+ b sinkt) = (−Jb− 1

k
Aa) cos kt+ (Ja− 1

k
Ab) sinkt.

Hence L̃ − B maps Fk into itself and (L̃ − B)|Fk , k ≥ 1, corresponds to a linear
operator on R4N given by the matrix

Tk(A) :=

(− 1
kA −J
J − 1

kA

)
.

Since Tk is symmetric, it has only real eigenvalues. For k large enough, M−(Tk(A))
= M+(Tk(A)) = 2N and M0(Tk(A)) = 0, cf. [2, Section 2]. As usual, M− and
M0 are the Morse index and the nullity of a corresponding quadratic form, and
M+(Tk(A)) := M−(−Tk(A)). Hence the numbers

i−(A) := M−(−A)−N +

∞∑
k=1

(M−(Tk(A)) − 2N),

i+(A) := M+(−A)−N +

∞∑
k=1

(M+(Tk(A)) − 2N),

and

i0(A) := M0(−A) +

∞∑
k=1

M0(Tk(A))

are well-defined and finite. Moreover, i−(A) + i+(A) + i0(A) = 0. Note that the
numbers i±(A) differ by N from those introduced in [26].

Let L := L̃−B and M+
E (L) := M−

E (−L).

Proposition 7.1. i0(A) = M0(L), i−(A) = M−
E (L) = M̃−

E (L) and i+(A) =

M+
E (L) = M̃+

E (L).
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Proof. Clearly, M0(L) ≡ dimN(L) = i0(A). Since L maps each Fk, k ≥ 0, into

itself, N(L) ⊂ En for some n and PnL|En = L|En . Therefore M−
E (L) = M̃−

E (L)
according to Remark 5.1 and

M−(PnL|En)− dn = M−(−A)−N +

n∑
k=1

(M−(Tk(A))− 2N).

Invoking (5.2) we see that i−(A) = M−
E (L). Similarly, i+(A) = M+

E (L).

Suppose now that A(t) is a symmetric 2N × 2N -matrix with continuous 2π-
periodic entries aij(t). Then i−(A) and i+(A) are no longer defined. Since the
operator B given by the formula

〈Bz,w〉 :=

∫ 2π

0

A(t)z · w dt

is compact, it follows from Proposition 5.2 that L := L̃−B is A-proper and M−
E (L)

is well-defined and finite. Furthermore, M0(L) is the number of linearly indepen-
dent 2π-periodic solutions of the linear system

ż = JA(t)z,

and therefore 0 ≤M0(L) ≤ 2N . Denote

j−(A) := M−
E (L), j+(A) := M+

E (L) and j0(A) := M0(L).

Since M−(QnL|R(L)∩En
)+M+(QnL|R(L)∩En

)+M0(L) = dimEn = 2dn for almost

all n (cf. Lemma 4.2 and the beginning of Section 5), j−(A) + j+(A) + j0(A) =
0. Although we will only be concerned with the numbers j±(A) and j0(A), the
following remark is in order:

Remark 7.2. To each matrix A(t) as above there corresponds a unique solution
γ(t) of the initial value problem γ̇ = JA(t)γ, γ(0) = I (the fundamental solution),
and γ(t) is a path in the space of symplectic matrices. If j0(A) = 0, it is possible
to introduce an equivalence relation for these paths and show that there exists
a constant matrix A1 such that the corresponding fundamental solution γ1(t) is
equivalent to γ(t). Now one can define the Maslov index of γ by setting j(γ) :=
i−(A1). See [13, 33] for more details. To be more precise, the definition of j(γ) in
[13, 33] differs from ours. However, it follows from [33, Theorems 2.1, 3.1], cf. also
[10, Theorems IV.1.1, IV.1.2] and [13, Theorem 1 and Lemma 2.4], that j−(A) =
j(γ) = j(γ1) = j−(A1). Since i−(A1) = j−(A1) according to Proposition 7.1, the
two definitions of j(γ) are equivalent. If j0(A) 6= 0, one can still define a Maslov-
type index (j(γ), n(γ)) as has been shown by Long [32]. Moreover, j(γ) = j−(A)
and n(γ) = j0(A) [32, Theorem 6].

In what follows we assume that there exist two symmetric 2N × 2N matrices
A(t) and A0(t) with 2π-periodic entries such that

H(z, t) =
1

2
A(t)z · z +G(z, t),

where Gz(z, t) = o(|z|) uniformly in t as |z| → ∞
(7.5)

and

H(z, t) =
1

2
A0(t)z · z +G0(z, t),

where (G0)z(z, t) = o(|z|) uniformly in t as |z| → 0.
(7.6)
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We will use the notation

Φ(z) =
1

2

∫ 2π

0

(−Jż −A(t)z) · z dt−
∫ 2π

0

G(z, t) dt =:
1

2
〈Lz, z〉 − ϕ(z)

=
1

2

∫ 2π

0

(−Jż −A0(t)z) · z dt−
∫ 2π

0

G0(z, t) dt =:
1

2
〈L0z, z〉 − ϕ0(z).

(7.7)

It is well-known (cf. e.g. [26] or [38]) that ∇ϕ(z) = o(‖z‖) as ‖z‖ → ∞ and
∇ϕ0(z) = o(‖z‖) as z → 0. Indeed, for each ε > 0 there is a C(ε) such that
|Gz(z, t)| ≤ ε|z|+ C(ε). Hence

|〈∇ϕ(z), y〉| ≤
∫ 2π

0

(ε|z|+ C(ε))|y| dt ≤ (ε‖z‖+ C′(ε))‖y‖(7.8)

for all y ∈ E. Taking the supremum over ‖y‖ ≤ 1, dividing by ‖z‖ and letting
‖z‖ → ∞, we see that ∇ϕ(z) = o(‖z‖). Similarly, for each ε > 0 there is a C(ε)
such that |(G0)z(z, t)| ≤ ε|z|+ C(ε)|z|2. Hence

|〈∇ϕ0(z), y〉| ≤ (ε‖z‖+ C′(ε)‖z‖2)‖y‖
and ∇ϕ0(z) = o(‖z‖) as z → 0.

Lemma 7.3. Suppose that H satisfies (7.5). Then Φ satisfies (PS)* (with respect
to any filtration) in each of the following two cases:

(i) j0(A) = 0;
(ii) Gz is bounded and G(z, t) → ∞ (or G(z, t) → −∞) uniformly in t as

|z| → ∞.
Moreover, under these hypotheses Φ|En satisfies (PS) for each n.

Proof. (i) Let (zj) be a (PS)*-sequence. Then Pnj∇Φ(zj) = PnjLzj−Pnj∇ϕ(zj) →
0. Since ∇ϕ(z) = o(‖z‖) as ‖z‖ → ∞ and ‖PnjLzj‖ ≥ c‖zj‖ according to Theorem
4.5, (zj) is bounded and it follows from the compactness of ∇ϕ that (zj) has a
convergent subsequence.

(ii) Assume G(z, t) →∞ (the other case is similar). Let (zj) be a (PS)*-sequence
and let zj = yj+wj ∈ R(L)⊕N(L). Since PnjLyj−Pnj∇ϕ(zj) → 0 and ‖PnjLyj‖ ≥
c‖yj‖, the sequence (yj) is bounded. Hence ϕ(zj) is bounded (because Φ(zj) is).
By the mean value theorem,

|ϕ(yj + wj)− ϕ(wj)| ≤ sup
z∈E

‖∇ϕ(z)‖‖yj‖.

So ϕ(wj) is bounded as well. On the other hand, ϕ(wj) =
∫ 2π

0 G(wj(t), t) dt → ∞
if ‖wj‖ → ∞ (recall that N(L) is finite dimensional). Hence (wj) has a convergent
subsequence, and the same is true for (yj) because ∇ϕ is compact.

Since En is finite dimensional, it is clear that Φ|En satisfies (PS).

Theorem 7.4. Suppose that H satisfies (7.5) and (7.6). If j0(A) = j0(A0) = 0
and j−(A) 6= j−(A0), then (7.1) has a nontrivial 2π-periodic solution.

Proof. It follows immediately from (7.6) that (7.1) has the trivial solution z = 0.
Let Φλ(z) := 1

2 〈Lz, z〉 − (1 − λ)ϕ(z), 0 ≤ λ ≤ 1. It follows from Lemma 7.3
that all Φλ satisfy (PS)*. Since L is invertible and ∇ϕ(z) = o(‖z‖) as ‖z‖ → ∞,
there is a bounded set N such that K(Φλ) ⊂ N and supN |Φλ| ≤ C for some
C > 0 and all λ ∈ [0, 1]. So according to Propositions 2.12 and 2.14, the critical
groups c∗E(Φ, K(Φ)) are well-defined and c∗E(Φ, K(Φ)) = c∗E(Φ1, K(Φ1)) = c∗E(Φ1, 0).
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By Theorem 5.3, cqE(Φ1, 0) = [F ] if q = j−(A) and cqE(Φ1, 0) = [0] otherwise.
Since ∇ϕ0(z) = o(‖z‖) as z → 0, we obtain—invoking Theorem 5.3 again—that
cqE(Φ, 0) 6= [0] if and only if q = j−(A0). So c∗E(Φ, K) 6= c∗E(Φ, 0), and Φ must have
a critical point z 6= 0.

Theorem 7.5. Suppose that H ∈ C2(R2N ×R,R) satisfies (7.3), (7.5) and (7.6).
If Gz is bounded, then (7.1) has a nontrivial 2π-periodic solution in each of the
following two cases:

(i) G(z, t) → −∞ uniformly in t as |z| → ∞ and

j−(A) /∈ [j−(A0), j
−(A0) + j0(A0)];

(ii) G(z, t) →∞ uniformly in t as |z| → ∞ and

j+(A) /∈ [j+(A0), j
+(A0) + j0(A0)].

Proof. (i) Introduce a new filtration E ′ := {E′n, dn}∞n=1, where E′n := (R(L)∩En)⊕
N(L) and dn = N(1 + 2n) as before. According to Lemma 7.3, Φ satisfies (PS)*
with respect to E ′. Since R(L) ∩ E′n = R(L) ∩ En, M−

E′(L) = M−
E (L) ≡ j−(A). It

is easy to see that L and L0 (cf. (7.7)) are A-proper with respect to E ′ (because
they are with respect to E). Furthermore, En = (R(L)∩En)⊕PnN(L) by Lemma
4.2, E′n = (R(L) ∩ En)⊕N(L) and

‖Pnz − z‖ ≤ εn‖z‖ for all z ∈ N(L),(7.9)

where εn → 0 as n → ∞. Let Q′0,n be the orthogonal projector of R(L0) onto
R(L0) ∩E′n. It follows from Theorem 4.5 and Proposition 4.3 that there is a c > 0
such that ‖Q′0,nL0z‖ ≥ c‖z‖ for almost all n and all z ∈ R(L0) ∩ E′n. Using this
and (7.9) we see that the quadratic form z 7→ 〈L0z, z〉 is nondegenerate and has
the same Morse index on R(L0)∩En and on R(L0)∩E′n, provided n is sufficiently
large. So M−

E′(L0) = M−
E (L0) ≡ j−(A0).

In Lemma 7.6 below we will show that if Φ has finitely many critical points, then
(7.5), (i) and the boundedness of Gz imply that

cqE′(Φ, K) =

{
[F ] if q = j−(A),

[0] otherwise.
(7.10)

On the other hand, if 0 is an isolated critical point of Φ, it follows from Theorem
5.4 that

cqE′(Φ, 0) = [cq−j
−(A0)(ϕ̃0, 0)],

where ϕ̃0 is defined on a subset of N(L0). So the right-hand side above can be
nonzero only if 0 ≤ q−j−(A0) ≤ j0(A0). Since j−(A) /∈ [j−(A0), j

−(A0)+j
0(A0)],

c
j−(A)
E′ (Φ, 0) = [0] 6= c

j−(A)
E′ (Φ, K). Hence (7.1) must have a nonzero solution.

(ii) This follows by the same argument applied to −Φ. (An alternative proof
may be obtained by working with Φ, using (ii) of Lemma 7.6 and the fact that
j−(A) + j+(A) + j0(A) = 0.)

Observe that if the matrix A is t-independent, then N(L) ⊂ En0 for some n0

and En = E′n for almost all n. So in this case we can use the filtration E .

Lemma 7.6. Suppose that Φ ∈ C1(R2N ×R,R) satisfies (7.5), Gz is bounded and
the critical set K = K(Φ) is finite.

(i) If G(z, t) → −∞ uniformly in t as |z| → ∞, then c∗E′(Φ, K) is given by (7.10).
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(ii) If G(z, t) →∞ uniformly in t as |z| → ∞, then

cqE′(Φ, K) =

{
[F ] if q = j−(A) + j0(A),

[0] otherwise.

Proof. (i) Let Qn be the orthogonal projector of R(L) onto R(L) ∩ En. Find
c > 0 and n0 such that ‖QnLz‖ ≥ c‖z‖ for all z ∈ R(L) ∩ En and n ≥ n0. Let
E′n ≡ (R(L) ∩ E) ⊕ N(L) = E+

n ⊕ E−n ⊕ N(L) be the decomposition (into L-
invariant subspaces) corresponding to the positive, the negative and the zero part
of the quadratic form z 7→ 〈Lz, z〉 on E′n. If z = z+ + z− + z0 ∈ E+

n ⊕E−n ⊕N(L),
then 〈Lz+, z+〉 ≥ c‖z+‖2 and 〈Lz−, z−〉 ≤ −c‖z−‖2. Therefore

〈∇Φ(z), z−〉 = 〈Lz−, z−〉 − 〈∇ϕ(z), z−〉 ≤ −c‖z−‖2 + C0‖z−‖,
where C0 := supE ‖∇ϕ(z)‖. Hence there is an R > 0 such that setting

U := {z ∈ E′n : ‖z−‖ < R},
we obtain

〈∇Φ(z), z−〉 < 0 for all z ∈ E′n − U and n ≥ n0.(7.11)

In particular, Φ|E′
n

has no critical points in E′n − U . For z ∈ U we have

Φ(z) =
1

2
〈Lz+, z+〉+

1

2
〈Lz−, z−〉 − ϕ(z)(7.12)

≥ 1

2
c‖z+‖2 − 1

2
‖L‖R2 − ϕ(z0)− (ϕ(z)− ϕ(z0))

≥ 1

2
c‖z+‖2 − 1

2
‖L‖R2 − ϕ(z0)− C0(R + ‖z+‖).

Since ϕ(z0) → −∞ as ‖z0‖ → ∞, it follows that

Φ(z) →∞ as ‖z+ + z0‖ → ∞,

and the convergence is uniform with respect to the choice of n ≥ n0 and z− ∈
E−n ∩ B(0, R). Hence we can find 0 < a < b and R0 > 0 such that K ⊂ {z ∈ E :
|Φ(z)| < a}, and for each n ≥ n0,

Φ−a ∩ E′n ⊂ E′n − U and Φa ∩ U ⊂ D := {z ∈ U : ‖z+ + z0‖ ≤ R0} ⊂ Φb ∩ U.
It is easy to see that there exists a strong deformation retraction γ of E′n onto
D ∪ ∂U . Using (7.11) we may construct a pseudogradient vector field V for Φ
on E′n in such a way that 〈V (z), z−〉 < 0 whenever ‖z−‖ ≥ R. It follows from
(PS)* that if n is large enough, then Φ|E′

n
has no critical values in [a, b]. So

K(Φ|E′
n
) ⊂ U − Φ−1([a, b]). Since Φ|E′

n
satisfies (PS), the flow of −V induces a

strong deformation retraction η of (E′n−U)∪D onto Φa∩E′n. Indeed, if z ∈ E′n−U ,
then η(λ, z) ∈ E′n−U (because 〈V (z), z−〉 < 0) and if z ∈ D, then η(λ, z) ∈ Φb ∩U
(because D ⊂ Φb ∩ U). So η may be constructed in such a way that it is a
deformation onto Φa ∩ E′n. Now we see that the mapping η ∗ γ given by

(η ∗ γ)(λ, z) :=

{
γ(2λ, z) for 0 ≤ λ ≤ 1

2 ,

η(2λ− 1, γ(1, z)) for 1
2 ≤ λ ≤ 1,

is a strong deformation retraction of E′n onto Φa ∩ E′n. Since Φ−a ∩ E′n ⊂ E′n − U
and 〈V (z), z−〉 < 0 as ‖z−‖ ≥ R, one can use the flow of −V again in order to
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construct a strong deformation retraction of E′n − U onto Φ−a ∩ E′n. Therefore

Hq(Φa ∩ E′n,Φ−a ∩ E′n) ∼= Hq(E′n, E
′
n − U) =

{
F if q = j−(A) + dn,

0 otherwise,

provided n is large enough. Since H∗
E′(Φ

a,Φ−a) ∼= H∗
E′(Φ

−1([−a, a]),Φ−1(−a)) (by
excision) and the second pair is admissible for Φ and K, the conclusion follows.

(ii) Here we have

〈∇Φ(z), z+〉 ≥ c‖z+‖2 − C0‖z+‖,
and we may choose R such that if

M := {z ∈ E′n : ‖z+‖ ≤ R},
then

〈∇Φ(z), z+〉 > 0 for all z ∈ E′n − int(M) and n ≥ n0.

As in (7.12), we obtain

Φ(z) ≤ 1

2
‖L‖R2 − 1

2
c‖z−‖2 − ϕ(z0) + C0(R+ ‖z−‖)

for all z ∈M . Therefore

Φ(z) → −∞ as ‖z− + z0‖ → ∞,

and the convergence is uniform with respect to the choice of n ≥ n0 and z+ ∈
E+
n ∩B(0, R). Hence we can find 0 < a < b and 0 < R2 < R1 such that K ⊂ {z ∈

E : |Φ(z)| < a}, M ⊂ Φa ∩ E′n and

D1 := {z ∈M : ‖z− + z0‖ ≥ R1} ⊂ Φ−b ∩M
⊂ D2 := {z ∈M : ‖z− + z0‖ ≥ R2} ⊂ Φ−a ∩M.

Obviously, there exists a strong deformation retraction γ of D2 onto D1. By (PS)*,
we may assume that K(Φ|E′

n
) ⊂M − Φ−1([−b,−a]). Using the flow of −V , where

V is a pseudogradient vector field on E′n satisfying 〈V (z), z+〉 > 0 for ‖z+‖ ≥ R, it
is easy to construct a strong deformation retraction η of Φ−a ∩M onto Φ−b ∩M .
Hence γ ∗ η is a strong deformation retraction of Φ−a ∩M onto D1. Using the flow
of −V once again, we also obtain a strong deformation retraction of Φa ∩ E′n onto
(Φ−a ∩ E′n) ∪M . Hence

H∗(Φa ∩E′n,Φ−a ∩ E′n) ∼= H∗((Φ−a ∩E′n) ∪M,Φ−a ∩E′n)
exc∼= H∗(M,Φ−a ∩M) ∼= H∗(M,D1).

Since for all n large enough,

Hq(M,D1) =

{
F if q = j−(A) + j0(A) + dn,

0 otherwise,

we obtain the conclusion.

It is clear that if j0(A0) = 0, then it suffices to assume that H ∈ C1 in Theorem
7.5, and if j0(A) = 0, Gz need not be bounded and G need not tend to infinity.

Suppose now that H ∈ C2(R2N × R,R) satisfies (7.5) and z0 is a 2π-periodic
solution of (7.1). Then z0 is continuous (and therefore bounded). Hence for each
ε > 0 there is a constant C(ε) such that

|Gz(z0(t) + w, t)−Gz(z0(t), t)−Gzz(z0(t), t)w| ≤ ε|w|+ C(ε)|w|2
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for all t ∈ R and w ∈ R2N . So

|〈∇ϕ(z0 + v)−∇ϕ(z0), y〉 −
∫ 2π

0

Gzz(z0, t)v · y dt| ≤ (ε‖v‖+ C′(ε)‖v‖2)‖y‖

for all v, y ∈ E. Dividing by ‖v‖ and letting v → 0, we see that ∇ϕ is Fréchet
differentiable at z0 and

Φ(z0 + v) = Φ(z0) +
1

2
〈Φ′′(z0)v, v〉+ ψ(z0 + v),

where ∇ψ(z0 + v) = o(‖v‖) as v → 0. Note that we made no assumption that H
satisfies (7.3), and therefore Φ may not be of class C2. We will call the solution z0
nondegenerate if Φ′′(z0) is invertible.

Remark 7.7. Suppose that H ∈ C2(R2N ×R,R) satisfies the hypotheses of The-
orem 7.4. If the nontrivial solution z0 of (7.1) is nondegenerate, then (7.1) has a
second nontrivial solution. Indeed, suppose 0 and z0 are the only solutions. Ac-
cording to Theorem 5.3, their contribution to the Morse polynomial is respectively

tj
−(A0) and tq0 , where q0 ∈ Z. So the Morse inequalities give

tj
−(A0) + tq0 = tj

−(A) + (1 + t)Q(t),

a contradiction upon setting t = 1. In the framework of Theorem 7.5 the above
conclusion remains valid if j0(A0) = 0 (note that (7.3) is not needed here).

The nondegeneracy condition for z0 in Remark 7.7 is in general not easy to verify.
However, if the difference between the indices j−(A) and j−(A0) is sufficiently large,
this condition can be avoided.

Theorem 7.8. Suppose that H ∈ C2(R2N ×R,R) satisfies (7.3), (7.5), (7.6) and
j0(A0) = 0. Then (7.1) has at least two nontrivial 2π-periodic solutions in each of
the following cases:

(i) |j−(A) − j−(A0)| ≥ 2N and j0(A) = 0;
(ii) |j−(A)− j−(A0)| ≥ 2N , Gz is bounded and G(z, t) → −∞ uniformly in t as

|z| → ∞;
(iii) |j+(A)− j+(A0)| ≥ 2N , Gz is bounded and G(z, t) →∞ uniformly in t as

|z| → ∞.

Proof. Assume that (i) or (ii) is satisfied. Let z0 be the nontrivial solution we
already know exists, and suppose there are no other ones. According to Theorem
5.4,

cqE′(Φ, z0) = [cq−r0(ψ̃0, 0)]

for some r0 ∈ Z and some functional ψ̃0 defined on a space Z of dimension ≤ 2N .

So cqE′(Φ, z0) can be nonzero only for 0 ≤ q − r0 ≤ dimZ ≤ 2N . Moreover, if ψ̃0

has a local minimum at 0, then cq−r0(ψ̃0, 0) 6= 0 if and only if q − r0 = 0; if it has

a local maximum, then cq−r0(ψ̃0, 0) 6= 0 if and only if q − r0 = dimZ; and in other

cases c0(ψ̃0, 0) = cdimZ(ψ̃0, 0) = 0 (see [15] or [34, Theorem 8.6 and Corollary 8.4]).
Consequently, the Morse inequalities give

tj
−(A0) +

2N−2∑
i=0

bit
α+i = tj

−(A) + (1 + t)Q(t),

where bi ∈ [Z] and some (or all) bi may be zero and α ∈ Z. Since there is an
exponent j−(A) on the right-hand side above, α + i = j−(A) for some i. The

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use



3220 WOJCIECH KRYSZEWSKI AND ANDRZEJ SZULKIN

left-hand side contains the exponent j−(A0). Therefore Q(t) must have a nonzero
term with exponent j−(A0) or j−(A0) − 1, and it follows that there is a nonzero
term with exponent j−(A0) − 1 or j−(A0) + 1 on the left-hand side. Hence there
exists j, 0 ≤ j ≤ 2N − 2, such that α + j = j−(A0) + 1 or j−(A0) − 1. So
|j−(A)− j−(A0)| = |i− j ± 1| ≤ 2N − 1, a contradiction.

Finally, if (iii) is satisfied, the conclusion is obtained by applying the same ar-
gument to −Φ.

Corollary 7.9. Suppose that H ∈ C2(R2N ×R,R) satisfies (7.3), Hz is bounded
and Hz(z, t) = o(z) uniformly in t as z → 0. Then (7.1) has at least two nontrivial
2π-periodic solutions in each of the following two cases:

(i) H(z, t) → −∞ uniformly in t as |z| → ∞ and there is a δ > 0 such that
H(z, t) ≥ 0 whenever |z| ≤ δ;

(ii) H(z, t) → ∞ uniformly in t as |z| → ∞ and there is a δ > 0 such that
H(z, t) ≤ 0 whenever |z| ≤ δ.

Proof. (i) Note that H satisfies (7.5) and (7.6) with A = A0 ≡ 0. Suppose that z0
is the only nontrivial solution of (7.1). Since j−(0) = i−(0) = −N , it follows from
(7.10) (with E ′ = E) that cqE(Φ, K) = [F ] if q = −N and [0] otherwise. Furthermore,
j0(0) = 2N , so according to Corollary 5.5, cqE(Φ, 0) = [F ] if q = N and [0] otherwise
(observe that ϕ in Corollary 5.5 corresponds to −ψ here, cf. (7.2)). Hence we obtain
from the Morse inequalities that

tN +

2N−2∑
i=0

bit
α+i = t−N + (1 + t)Q(t),

which leads to a contradiction in the same way as in the proof of Theorem 7.8.
(ii) The argument is similar except that now cNE (Φ, K) = [F ] and c−NE (Φ, 0) = [F ]

according to (ii) of Lemma 7.6 and Corollary 5.5.

If G0 has constant sign for z in a neighbourhood of the origin in R2N , a better
result than Theorem 7.5 can be obtained.

Theorem 7.10. Suppose that H satisfies (7.5) and (7.6) with A and A0 indepen-
dent of t and either j0(A) = 0 or Gz is bounded and G(z, t) → −∞ uniformly
in t as |z| → ∞. Then (7.1) has a nontrivial 2π-periodic solution in each of the
following two cases:

(i) j−(A) 6= j−(A0)+j
0(A0) and there is a δ > 0 such that G0(z, t) ≥ 0 whenever

|z| ≤ δ;
(ii) j−(A) 6= j−(A0) and there is a δ > 0 such that G0(z, t) ≤ 0 whenever |z| ≤ δ.
If A, A0 are t-dependent, the same conclusion remains valid provided H ∈

C2(R2N ×R,R) and satisfies (7.3).

Proof. (i) Suppose that 0 is the only critical point of Φ and let E = Y ⊕ Z be
the decomposition corresponding to the nonpositive and the positive part of the
spectrum of L0. It has been shown in [26], cf. also [28, 29], that Φ satisfies the local
linking condition at 0 with Y and Z as above. Moreover, since A0 is independent
of t, L0(Fk) ⊂ Fk for each k and therefore En = (Y ∩ En)⊕ (Z ∩ En). Also, since
N(L0) ⊂ En, it is easy to see that dim(Y ∩En) = j−(A0) + j0(A0) + dn for almost

all n. Hence in view of Theorem 5.6, c
j−(A0)+j0(A0)
E (Φ, 0) 6= [0]. On the other hand,

cqE(Φ, K) 6= [0] if and only if q = j−(A) (this follows from the proof of Theorem 7.4
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if j0(A) = 0 and from (7.10) otherwise). Since j−(A) 6= j−(A0) + j0(A0), Φ must
have a nontrivial critical point.

If A, A0 are t-dependent and H satisfies (7.3), we use the filtration E ′ and obtain

from Corollary 5.5 that c
j−(A0)+j0(A0)
E′ (Φ, 0) = [F ] (ϕ in corollary 5.5 corresponds

to −ϕ0 here). This contradicts the fact that cqE′(Φ, 0) = cqE′(Φ, K) 6= [0] if and only
if q = j−(A).

(ii) The proof is the same except that now Y corresponds to the negative and Z
to the nonnegative part of the spectrum of L0. So dim(Y ∩En) = j−(A0) + dn for
almost all n.

If G(z, t) →∞ as |z| → ∞, a similar result can be formulated in terms of j+(A)
and j+(A0).

Suppose now that

H(z, t) =
1

2
A(t)p · p+G(z, t),

where Gz(z, t) = o(|z|) uniformly in t as |z| → ∞,
(7.13)

z = (p, q) ∈ RN ×RN , A(t) is a symmetric N ×N matrix with 2π-periodic entries
and G is 2π-periodic in q and t. If z is a 2π-periodic solution of (7.1), so are all
z̃ = (p, q̃) with q̃ ≡ q (mod 2π). Hence to each solution z there corresponds an orbit
O(z) := {z + (0, 2πZN )}. Two solutions z1, z2 are called geometrically distinct if

O(z1) ∩ O(z2) = ∅. Let E = Ẽ ⊕ N , where N := {(p, q) : p = 0, q ∈ RN} and

Ẽ = N⊥. So N is the subspace of constant functions (p, q) such that p = 0 and Ẽ
is the subspace of functions in E whose q-coordinates have mean value zero. Let

z = x+ v ∈ Ẽ ⊕N and define (cf. (7.7))

Φ(x, v) :=
1

2

∫ 2π

0

(−Jẋ · x−A(t)p · p) dt−
∫ 2π

0

G(z, t) dt =
1

2
〈Lx, x〉 − ϕ(x, v).

Then Φ : Ẽ × N → R. Since Φ(x, v) = Φ(x, ṽ) if ṽ ≡ v (mod 2π), v may be
regarded as an element of the torus TN := RN/2πZN and Φ maps M := E × TN

into R. Moreover, distinct critical points of Φ on M correspond to geometrically
distinct 2π-periodic solutions of (7.1).

One sees that Lx = 0 if and only if ṗ = 0 and q̇ = A(t)p. So N(L) consists

of (p, q) ∈ Ẽ such that p ∈ RN , q̇ = A(t)p and A(t)p has mean value zero. In

what follows we assume for simplicity that L is invertible on Ẽ. As in [41], this
assumption may be relaxed by requiring that if N(L) is nontrivial, then Gz is
bounded and G(p, q, t) → ∞ (or −∞) uniformly in (q, t) as |p| → ∞, p ∈ P1N(L)
(P1 is the projector onto the first component of x = (p, q)).

Theorem 7.11. Suppose that H ∈ C2(R2N × R,R) is 2π-periodic in q, t and

satisfies (7.13). If L is invertible on Ẽ and all 2π-periodic solutions of (7.1) are
nondegenerate, then the number of geometrically distinct ones is at least 2N .

Proof. Let E := {Mn, dn}, where Mn := (Ẽ∩En)×TN (cf. Remark 2.15). Suppose
that Φ has finitely many critical points (otherwise there is nothing to prove). Using
Propositions 2.12 and 2.14 in the same way as in the proof of Theorem 7.4, we
see that c∗E(Φ, K(Φ)) = c∗E(Φ1, K(Φ1)), where Φ1(x, v) := 1

2 〈Lx, x〉. Moreover,

if (W̃ , W̃−) is a bounded admissible pair for x 7→ 1
2 〈Lx, x〉 and 0 on Ẽ, then

(W,W−) := (W̃ , W̃−)×TN is admissible for Φ1 and K(Φ1). Since L is invertible on
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Ẽ, there exists a unique q0 such that for almost all n, Hq+dn(W̃ ∩En, W̃−∩En) = F
if q = q0 and = 0 otherwise. So it follows from the Künneth formula [17, Proposition
VI.12.16], [39, Theorem 5.6.1] that

Hq+dn(W ∩En,W−∩En) = {H∗(W̃∩En, W̃−∩En)⊗H∗(TN)}q+dn = Hq−q0(TN).

Hence

c∗E(Φ, K(Φ)) = H∗
E(W,W

−) = [H∗−q0(TN)],

and since H∗(TN ) = H∗(S1)⊗ · · · ⊗H∗(S1) (N times),

βqE(W,W
−) ≡ dimE H

q
E(W,W

−) =

[(
N

q − q0

)]
for q0 ≤ q ≤ q0 +N

and βqE(W,W
−) = [0] otherwise. We have assumed that all critical points of Φ are

nondegenerate. Locally we may identify Φ onM = Ẽ×TN with the same functional
on E. It follows therefore as in Remark 7.7 that each critical point (xi, vi) of Φ on
M contributes with a term tqi to the Morse polynomial. Since all coefficients aq
in the polynomial Q in the Morse inequalities are nonnegative (in the sense that
aq ∈ [Z+]), it follows from Theorem 3.1 that

M q
E(Ŵ , Ŵ−) ≥ βqE(Ŵ , Ŵ−),

where the relation ≥ has the obvious meaning and (Ŵ , Ŵ−) is a (globally) admis-
sible pair for Φ and K(Φ). So if m is the number of critical points of Φ, then

[m] =
∑
q∈Z

M q
E(Ŵ , Ŵ−) ≥

∑
q∈Z

βqE(Ŵ , Ŵ−) =

q0+N∑
q=q0

[(
N

q − q0

)]
=
[
2N
]
.

Remark 7.12. (i) Theorems 7.4, 7.5 and 7.10 extend different results contained in
[1, 2, 13, 26, 32, 41]. In [1, 2] it was assumed that Hzz is bounded, A,A0 are time-
independent and j0(A) = 0, in [13] Hzz is bounded and j0(A) = j0(A0) = 0, in [26]
A,A0 are time-independent and j0(A) = 0, in [32] Hzz is bounded and j0(A) = 0,
and in [41] A,A0 are time-independent. Theorem 7.4, with a different proof, may
also be found in [10, p. 186]. Theorem 7.8 extends a result by Bertotti [7], where
it was assumed that Hzz is bounded and j0(A) = 0 (see also [32]), and Theorem
7.11 is a generalization of a result in [19] and [41] (in [19] Hzz is bounded and A
time-independent, and in [41] A is time-independent).

The assumption that Hzz is bounded—which has been made in some of the work
mentioned above—was needed in order to reduce the problem to a finite dimensional
one. After this reduction the usual Morse theory was employed.

(ii) If A = 0, G is 2π-periodic in all variables and all solutions of (7.1) are
nondegenerate, then the number of geometrically distinct ones is at least 22N . This
follows by an easy modification of the proof of Theorem 7.11. Thus we recover the
celebrated result by Conley and Zehnder on Arnold’s conjecture [12], see also [10].

(iii) If the nondegeneracy assumption in Theorem 7.11 is removed and if H ∈
C1(R2N ×R,R), then (7.1) has at least N + 1 geometrically distinct 2π-periodic
solutions [18, 30, 40].
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8. Wave equation

In this section we are concerned with the existence of nontrivial solutions of the
wave equation (0.3) satisfying the boundary and the periodicity conditions (0.4).
More precisely, we consider the problem

�u := utt − uxx = f(x, t, u), 0 < x < π, t ∈ R,

u(0, t) = u(π, t) = 0, t ∈ R,

u(x, t+ 2π) = u(x, t), 0 < x < π, t ∈ R,

(8.1)

with f satisfying the following hypotheses:

f ∈ C([0, π]×R2,R), and f(x, t+ 2π, ξ) = f(x, t, ξ)(8.2)

for all x, t, ξ,

There exists an ε > 0 such that (f(x, t, ξ)− f(x, t, η))(ξ − η)(8.3)

≥ ε(ξ − η)2 for all x, t, ξ, η,

f(x, t, ξ) = bξ + g(x, t, ξ), where g(x, t, ξ) = o(|ξ|)(8.4)

uniformly in (x, t) as |ξ| → ∞,

f(x, t, ξ) = b0ξ + g0(x, t, ξ), where g0(x, t, ξ) = o(|ξ|)(8.5)

uniformly in (x, t) as ξ → 0.

It follows from (8.2)–(8.5) that the constants b0, b are positive and u = 0 is a
solution of (8.1) (the trivial solution).

Let Ω := (0, π)× (0, 2π) and let E be the space of functions

u(x, t) =

∞∑
j=1

∞∑
k=−∞

cjk sin jx eikt, cj,−k = cjk,(8.6)

such that
∑

j 6=|k| |j2 − k2| |cjk|2 +
∑

j=|k| |cjk|2 < ∞. Then E is a Hilbert space

with inner product

〈u, u′〉 := π2
∑
j 6=|k|

|j2 − k2|cjk c′jk + π2
∑
j=|k|

cjk c
′
jk.

Observe that the basis {sin jx eikt} for E consists of eigenfunctions of the wave
operator � . In what follows ‖ ‖ will denote the norm in E and ‖ ‖p the norm in
Lp(Ω), 1 ≤ p ≤ ∞.

Let
N := {u ∈ E : u(x, t) =

∑
j=|k|

cjk sin jx eikt}

and denote the orthogonal complement of N in E by N⊥. Let u ∈ E. Then �u = 0
(in the sense of distributions) if and only if u ∈ N . So N is the (generalized)
nullspace of the operator � subject to our boundary and periodicity conditions. It
follows from the Fourier series representation (8.6) that for each h ∈ L2(Ω) such
that h is L2-orthogonal to N there exists a unique v ∈ N⊥ satisfying �v = h.
Moreover [8, 9],

‖v‖∞ ≤ C‖h‖2,(8.7)

where the constant C is independent of h. Since the quotient of the norms of
sin jx eikt in E and in L2(Ω) is |j2 − k2| and since |j2 − k2| → ∞ as j2 + k2 →∞,
j 6= |k|, it follows from a standard argument that the embedding N⊥ ↪→ L2(Ω) is
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compact. On the other hand, for each u ∈ N , ‖u‖ = ‖u‖2. So N is not compactly
embedded in L2(Ω).

A function u is said to be a weak solution of (8.1) if u ∈ E and∫
Ω

u�ϕdxdt =

∫
Ω

f(x, t, u)ϕdxdt

for all smooth ϕ ∈ E. If f is sufficiently smooth and satisfies (8.3), then weak
solutions of (8.1) are known to be classical ones [9, 37].

Let

F (x, t, ξ) :=

∫ ξ

0

f(x, t, s) ds,

where f satisfies (8.2)–(8.5), and consider the functional

Φ(u) :=
1

2

∫
Ω

(u2
t − u2

x) dxdt +

∫
Ω

F (x, t, u) dxdt.(8.8)

It is easy to see [38, Appendix B] that Φ ∈ C1(E,R) and critical points of Φ are
weak solutions of (8.1). Since the E- and the L2-norm coincide on N , we cannot
expect Φ to be of class C2 even if f is smooth (the second term of the right-hand
side of (8.8) is in fact in C2(L2(Ω),R) if and only if F is quadratic with respect
to ξ, cf. [3, Example 1.4.6]). Therefore Theorem 5.4 and Corollary 5.5 cannot be
applied to the study of (8.1).

Let 0 < λ1 < λ2 ≤ ... be the positive eigenvalues of � and let e1, e2, ... be
the corresponding eigenfunctions chosen in such a way that en = sin jx cos kt or
en = sin jx sin kt for some j, k with j2 − k2 = λn. Then 〈en, em〉 = 0 if m 6= n.
Define

E0 := {u ∈ E : u(x, t) =
∑

k2−j2≥0

cjk sin jx eikt}(8.9)

and

En := E0 ⊕ span{e1, ..., en}.
Note that the first term on the right-hand side of (8.8) is positive semidefinite on E0

and negative definite on span{e1, ..., en}. Clearly, (En)∞n=1 is a filtration of E. Let
E := {En, n}∞n=1. We will show that Φ satisfies (PS)* under suitable assumptions
on f . Since E = N ⊕ N⊥, each u ∈ E has the representation u = z + v, where
z ∈ N and v ∈ N⊥.

Lemma 8.1. (i) For each fixed v ∈ N⊥,

inf
z∈N

∫
Ω

F (x, t, z + v) dxdt

is attained at a unique z := z(v).
(ii) z(vj) → z(v) (in E) whenever vj → v in L2(Ω).

Proof. (i) Since F (x, t, ξ) ≥ εξ2/2 according to (8.3),∫
Ω

F (x, t, z + v) dxdt ≥ ε

2
‖z + v‖2

2.(8.10)

Hence the functional z 7→ ∫
Ω F (x, t, z+ v) dxdt is coercive (recall that ‖z‖ = ‖z‖2).

Since it is also strictly convex, the conclusion follows.
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(ii) Let vj → v in L2(Ω) and let (vm) be a subsequence of (vj). Since∫
Ω

F (x, t, z(vm) + vm) dxdt ≤
∫

Ω

F (x, t, vm) dxdt,

it follows from (8.10) that z(vm) is bounded. We may assume (taking a subsequence
if necessary) that z(vm) → z weakly. Since z(v) is a critical point of the functional
z 7→ ∫

Ω
(F (x, t, z + v) dxdt,∫

Ω

f(x, t, z(v) + v)ϕdxdt = 0 for all ϕ ∈ N.(8.11)

This and (8.3) imply

ε‖z − z(vm)‖2
2 ≤

∫
Ω

(f(x, t, z + vm)− f(x, t, z(vm) + vm))(z − z(vm)) dxdt

=

∫
Ω

f(x, t, z + vm)(z − z(vm)) dxdt.

Since f(x, t, z + vm) → f(x, t, z + v) in L2(Ω) and z(vm) → z weakly in L2(Ω), the
second integral above tends to zero. So z(vm) → z strongly. Moreover,∫

Ω

F (x, t, z(v) + vm) dxdt ≥
∫

Ω

F (x, t, z(vm) + vm) dxdt

according to the minimizing property of z(v). Passing to the limit we obtain∫
Ω

F (x, t, z(v) + v) dxdt ≥
∫

Ω

F (x, t, z + v) dxdt.

Hence z = z(v).
We have shown that each subsequence of (z(vj)) contains a subsequence con-

verging to z(v). It follows that z(vj) → z(v).

A similar result, for superlinear f , has been obtained by Tanaka [43, Lemma
1.1].

Denote the spectrum of the operator � subject to the boundary and the period-
icity conditions in (8.1) by σ(�). Let

G(x, t, ξ) :=

∫ ξ

0

g(x, t, s) ds.

Proposition 8.2. The functional Φ (given by (8.8)) satisfies (PS)* if either b /∈
σ(�) or g is bounded and G(x, t, ξ) →∞ (or G(x, t, ξ) → −∞) uniformly in (x, t)
as |ξ| → ∞. Moreover, under these conditions Φ|En satisfies (PS) for each n.

Proof. Let (uj) be a (PS)*-sequence. Since F (x, t, ξ) = 1
2 bξ

2 +G(x, t, ξ),

Φ(u) =
1

2

∫
Ω

(u2
t − u2

x + bu2) dxdt +

∫
Ω

G(x, t, u) dxdt =:
1

2
〈Lu, u〉+ ψ(u).

(8.12)
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Suppose b ∈ σ(�). Let

E+ := {u ∈ E : u(x, t) =
∑

k2−j2+b>0

cjk sin jx eikt},

E− := {u ∈ E : u(x, t) =
∑

k2−j2+b<0

cjk sin jx eikt},

E0 := {u ∈ E : u(x, t) =
∑

k2−j2+b=0

cjk sin jx eikt},

and write u = u+ + u0 + u− ∈ E+ ⊕ E0 ⊕ E−. Note that L(E±) ⊂ E± and
L(En) ⊂ En. Since the quadratic form u 7→ 〈Lu, u〉 is positive definite on E+,
negative definite on E− and since

Pnj∇Φ(uj) = Lu+
j + Lu−j + Pnj∇ψ(uj) → 0(8.13)

and ∇ψ(E) is bounded (because g is), it follows that the sequence (u+
j + u−j ) is

bounded, and so is ψ(uj). By the mean value theorem,

|ψ(u0
j)− ψ(uj)| ≤ sup

u∈E
‖∇ψ(u)‖‖u+

j + u−j ‖.

Hence

ψ(u0
j) =

∫
Ω

G(x, t, u0
j) dxdt

is bounded. Since E0 is finite dimensional and G(x, t, ξ) →∞ (or −∞) as |ξ| → ∞,
the sequence (u0

j), and therefore also (uj), is bounded.

Let uj = zj + vj, where zj ∈ N and vj ∈ N⊥. We may assume after passing to a
subsequence that vj → v weakly in N⊥ and strongly in L2(Ω). Since Pnj∇Φ(uj) →
0 and N ⊂ Enj (cf. (8.9)),∫

Ω

f(x, t, zj + vj)(zj − z(vj)) dxdt = 〈∇Φ(uj), zj − z(vj)〉 → 0.

By (8.3) and (8.11),

ε‖zj − z(vj)‖2
2 ≤

∫
Ω

(f(x, t, zj + vj)− f(x, t, z(vj) + vj))(zj − z(vj)) dxdt

=

∫
Ω

f(x, t, zj + vj)(zj − z(vj)) dxdt → 0.

So zj − z(vj) → 0 in E. Since z(vj) → z(v) according to Lemma 8.1, zj → z(v)
in E. Consequently, uj = zj + vj → z(v) + v in L2(Ω) and therefore ∇ψ(uj) →
∇ψ(z(v) + v). Since L is invertible on E+ ⊕ E−, (8.13) shows that uj → z(v) + v
in E.

Suppose now that b /∈ σ(�). Then E0 = {0}. By (8.4), for each ε′ > 0 there is
a constant C = C(ε′) such that |g(x, t, ξ)| ≤ ε′|ξ| + C(ε′). Hence ∇ψ(u) = o(‖u‖)
as ‖u‖ → ∞ (cf. (7.8) and the following lines). Since L is now invertible, it follows
from (8.13) that (uj) is a bounded sequence. The remaining part of the proof is
the same as above.

Finally, since N ⊂ En, an obvious modification of the above argument shows
that Φ|En satisfies (PS).

Let

G0(x, t, ξ) :=

∫ ξ

0

g0(x, t, s) ds
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and

Φ(u) =
1

2

∫
Ω

(u2
t − u2

x + b0u
2) dxdt +

∫
Ω

G0(x, t, u) dxdt =:
1

2
〈L0u, u〉+ ψ0(u).

(8.14)

Then

F+ := {u ∈ E : u(x, t) =
∑

k2−j2+b0>0

cjk sin jx eikt},

F− := {u ∈ E : u(x, t) =
∑

k2−j2+b0<0

cjk sin jx eikt},

F 0 := {u ∈ E : u(x, t) =
∑

k2−j2+b0=0

cjk sin jx eikt}

are the subspaces on which 〈L0u, u〉 is positive definite, negative definite and zero.

Proposition 8.3. Φ satisfies the local linking condition at 0 in each of the following
cases:

(i) b0 /∈ σ(�);
(ii) b0 ∈ σ(�) and there is a δ > 0 such that G0(x, t, ξ) ≥ 0 whenever |ξ| ≤ δ;
(iii) b0 ∈ σ(�) and there is a δ > 0 such that G0(x, t, ξ) ≤ 0 whenever |ξ| ≤ δ.

Moreover, c−q0E (Φ, 0) 6= [0], where q0 is the number of eigenvalues of � in the
interval (0, b0] (counted with their multiplicity) if (i) or (ii) is satisfied, and in the
interval (0, b0) if (iii) holds.

Proof. Let E = Y ⊕ Z. If (i) is satisfied, we take Y = F− and Z = F+, if (ii)
holds, Y = F− and Z = F+ ⊕ F 0, and in the remaining case Y = F 0 ⊕ F− and
Z = F+. We will show that Φ ≤ 0 on Y ∩ B(0, ρ) and Φ ≥ 0 on Z ∩ B(0, ρ) if ρ
is small enough. Assuming this, it is easy to obtain the second conclusion. Indeed,
suppose that (i) or (ii) is satisfied. Then Y = F−. Since En is the subspace of
E obtained by taking the sums in (8.6) over all j, k with j2 − k2 ≤ λn and Y
is obtained by summing over j, k with j2 − k2 > b0, Y ∩ En is spanned by the
eigenfunctions em such that b0 < λm ≤ λn. Therefore dim(Y ∩En) = n− q0 for all
n > q0. If (iii) is satisfied, then Y = F 0⊕F− and Y ∩En is spanned by all em such
that b0 ≤ λm ≤ λn. So again dim(Y ∩ En) = n − q0 for n > q0. Since obviously

En = (Y ∩ En)⊕ (Z ∩En), c−q0E (Φ, 0) 6= [0] according to Theorem 5.6.
We verify the local linking condition only in case (iii) (and make comments on

other cases when suitable). Let u ∈ Z ≡ F+ and write u = v + z, v ∈ N⊥ ∩ F+,
z ∈ N . First we show that there is an r > 0 such that if Dr := {u ∈ Z : ‖u‖2 ≤ r},
then infDr Φ ≥ 0. Let (uj) ⊂ Dr be a sequence such that Φ(uj) tends to the
infimum. Since the quadratic form in (8.14) is positive definite on F+ and ψ0 is
bounded on Dr, Φ(uj) →∞ if ‖uj‖ → ∞ in E. Hence (uj) is bounded in E and we
may assume taking a subsequence that uj → ũ weakly in E (and vj → ṽ strongly
in L2(Ω)). Furthermore, the function ξ 7→ F (x, t, ξ) is convex and the quadratic
form in (8.8) is positive semidefinite except on the finite dimensional subspace of
F+ on which −b0 < k2 − j2 < 0. Therefore Φ is weakly lower semicontinuous on
F+ and Φ(ũ) = infDr Φ (in particular, the infimum is a finite number). It follows
that

〈∇Φ(ũ), ϕ〉 = λ

∫
Ω

ũϕ dxdt(8.15)
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for some λ ≤ 0 and all ϕ ∈ F+ (λ is a Lagrange multiplier which takes into account
the fact that ũ may be on the boundary of Dr). Choosing ϕ = ũ, we obtain

λ‖ũ‖2
2 =

∫
Ω

(ũ2
t − ũ2

x) dxdt +

∫
Ω

f(x, t, ũ)ũ dxdt.(8.16)

Below c1, c2, ... will denote different positive constants. Recall that the quadratic
form above is negative definite on the finite dimensional subspace on which −b0 <
k2− j2 < 0 and positive semidefinite otherwise. Thus

∫
Ω
(ũ2
t − ũ2

x) dxdt ≥ −c1‖ũ‖2
2.

Since f(x, t, ξ)ξ ≥ 0 for all x, t, ξ, we have

λ‖ũ‖2
2 ≥ −c1‖ũ‖2

2

and |λ| ≤ c1 (if ũ = 0, then λ = 0 because ũ /∈ ∂Dr). It follows from (8.15) that

�ṽ = Pf(x, t, ũ)− λũ ≡ P (f(x, t, ũ)− λũ)

in the sense of distributions, where

P
(∑
j,k

djk sin jx eikt
)

:=
∑

k2−j2+b0>0

djk sin jx eikt

is a bounded projector in L2(Ω). Employing (8.7) and (8.4), (8.5) we obtain

‖ṽ‖∞ ≤ c2‖P (f(x, t, ũ)− λũ)‖2 ≤ c3‖ũ‖2.

It has been shown in [27, Lemma 4.3], cf. also [37, Lemma 3.7], that if a function
h satisfies (8.3) and

�v = Ph(x, t, u),

where u = v + z, then ‖z‖∞ ≤ c4‖v‖∞ (in [27] the setup is slightly different but
our conclusion here remains true with the same proof). Since λ ≤ 0, f(x, t, ξ)− λξ
satisfies (8.3). Consequently, ‖ũ‖∞ ≤ c5‖ũ‖2. It follows therefore from (8.5) that

Φ(ũ) =
1

2
〈L0ũ, ũ〉+

∫
Ω

G0(x, t, ũ) dxdt ≥ 0(8.17)

whenever r is sufficiently small. Note that in case (ii) Z = F+ ⊕ F 0, the quadratic
form above is positive semidefinite on Z, and G0(x, t, ũ) ≥ 0 if ‖ũ‖∞ ≤ c5r ≤ δ.
Hence (8.17) still holds.

We have shown that infDr Φ ≥ 0. Since the embedding E ↪→ L2(Ω) is continuous,
B(0, ρ) ⊂ Dr for some ρ and Φ ≥ 0 on Z ∩B(0, ρ).

Now let u = u0 + u− ∈ F 0 ⊕ F− ≡ Y . It suffices to show that there is an r > 0
such that supCr

Φ ≤ 0, where Cr := {u ∈ Y : ‖u‖2 ≤ r} (note that cases (i) and

(ii) are simpler because F 0 = {0}). Let (uj) ⊂ Cr be a maximizing sequence for Φ.
Since

Φ(u) =
1

2
〈L0u

−, u−〉+

∫
Ω

G0(x, t, u) dxdt,(8.18)

the first term on the right-hand side above is negative definite on F− and the second
one is bounded on Cr , it follows that Φ(uj) → −∞ as ‖u−j ‖ → ∞ in E. So we may

assume that uj → ũ weakly in E and strongly in L2(Ω) (we have used that Y ⊂ N⊥

and the embedding N⊥ ↪→ L2(Ω) is compact). Since negative definite quadratic
forms are weakly upper semicontinuous, limj→∞ Φ(uj) ≤ Φ(ũ). So Φ(ũ) = supCr

Φ
and

�ũ = Qf(x, t, ũ)− λũ ≡ Q(f(x, t, ũ)− λũ)(8.19)
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in the sense of distributions, where λ ≥ 0 and Q is the projector onto the subspace
of L2(Ω) on which k2 − j2 + b0 ≤ 0. The quadratic form on the right-hand side of
(8.16) is now negative definite, so

0 ≤ λ‖ũ‖2
2 ≤

∫
Ω

f(x, t, ũ)ũ dxdt ≤ c6‖ũ‖2
2

and 0 ≤ λ ≤ c6. By (8.7) and (8.19), ‖ũ‖∞ ≤ c7‖ũ‖2. If r is small enough, then
‖ũ‖∞ ≤ δ, and it follows from (8.18) that Φ(ũ) ≤ 0.

Theorem 8.4. Suppose that f satisfies (8.2)–(8.5) and either b /∈ σ(�) or g is
bounded and G(x, t, ξ) →∞ uniformly in (x, t) as |ξ| → ∞. Then the wave equation
(8.1) has a nontrivial weak solution in each of the following cases:

(i) b0 /∈ σ(�) and (0, b0] ∩ σ(�) 6= (0, b] ∩ σ(�);
(ii) b0 ∈ σ(�), (0, b0] ∩ σ(�) 6= (0, b] ∩ σ(�) and there is a δ > 0 such that

G0(x, t, ξ) ≥ 0 whenever |ξ| ≤ δ;
(iii) b0 ∈ σ(�), (0, b0) ∩ σ(�) 6= (0, b] ∩ σ(�) and there is a δ > 0 such that

G0(x, t, ξ) ≤ 0 whenever |ξ| ≤ δ.

Proof. Suppose that 0 is the only critical point of Φ. If b /∈ σ(�), let Φλ(u) :=
1
2 〈Lu, u〉+ (1 − λ)ψ(u) (cf. (8.12)). Since ∇ψ(u) = o(‖u‖) as ‖u‖ → ∞, it follows
from Propositions 2.12 and 2.14 that c∗E(Φ, 0) = c∗E(Φ, K(Φ)) = c∗E(Φ1, 0) (cf. the
proof of Theorem 7.4). Since E− ∩ En is spanned by the eigenfunctions em such
that b < λm ≤ λn, we see that dim(E− ∩En) = n− q∞ if n > q∞, where q∞ is the
number of eigenvalues of � in the interval (0, b] (counted with their multiplicity).
Hence M−

E (L) = −q∞ and

cqE(Φ, 0) = cqE(Φ, K(Φ)) =

{
[F ] if q = −q∞,
[0] otherwise.

(8.20)

Now let b ∈ σ(�). Since Φ|En satisfies (PS), we may proceed as in the proof of
Lemma 7.6(i) and we obtain (8.20) again (note that here N(L) ⊂ En for almost all

n, so PnN(L) = N(L) and E′n = En). According to Proposition 8.3, c−q0E (Φ, 0) 6=
[0]. So q0 = q∞. On the other hand, it follows from the definitions of q0 and q∞
and from our hypotheses on the intersection with σ(�) that q0 6= q∞.

Theorem 8.5. Suppose that f satisfies (8.2)–(8.5) and either b /∈ σ(�) or g is
bounded and G(x, t, ξ) → −∞ uniformly in (x, t) as |ξ| → ∞. Then the wave
equation (8.1) has a nontrivial weak solution if the interval (0, b] in the assumptions
(i)–(iii) of Theorem 8.4 is replaced by (0, b).

Proof. The only difference compared to the proof of the preceding theorem is that
if b ∈ σ(�), we now use the argument of Lemma 7.6(ii) and obtain cqE(Φ, 0) = [F ]

for q = M−
E (L) +M0(L) and [0] otherwise. So (8.20) holds with q∞ = −M−

E (L)−
M0(L), and it follows that in the present case q∞ is the number of eigenvalues of
� in the interval (0, b).

Remark 8.6. If b /∈ σ(�), then (8.4) may be replaced by the slightly weaker hy-
pothesis that |g(x, t, ξ)| ≤ α|ξ|+β, where α is less than the distance from b to σ(�)
[27, Corollary 5.2].

Remark 8.7. Theorems 8.4 and 8.5 extend some results of [1, 27]. In [1] it was
assumed that f ∈ C1, the derivative fξ is bounded, bounded away from zero and
b /∈ σ(�) (on the other hand, if b0 ∈ σ(�), our hypothesis at ξ = 0 is different—and
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rather more restrictive—than the corresponding one in [1]). Theorem 8.4 is a slight
generalization of the main result of [27] (in [27] the sign conditions (ii) and (iii) are
for g0(x, t, ξ)ξ; here they are for G0(x, t, ξ)). Theorem 8.5 is new.

9. Elliptic system

Let Ω ⊂ RN be a bounded domain with smooth boundary, let F ∈ C1(Ω×R2,R)
and consider the Dirichlet problem

−∆u = Fv(x, u, v) in Ω,

−∆v = Fu(x, u, v) in Ω,

u = v = 0 on ∂Ω.

(9.1)

Problems of this type have been studied recently in [14] for subquadratic F , in
[16, 23] for superquadratic F , and in [42] a bifurcation problem for (9.1) has been
considered. Here we assume that F is asymptotically quadratic, or more precisely,
that

F (x, u, v) =
1

2
au2 + buv +

1

2
cv2 +G(x, u, v), where |Gu(x, u, v)|+ |Gv(x, u, v)|

= o(|u|+ |v|) uniformly in x as |u|+ |v| → ∞

(9.2)

and

F (x, u, v) =
1

2
a0u

2 + b0uv +
1

2
c0v

2 +G0(x, u, v),

where |(G0)u(x, u, v)|+ |(G0)v(x, u, v)|
= o(|u|+ |v|) uniformly in x as |u|+ |v| → 0.

(9.3)

For simplicity a, b, c and a0, b0, c0 are assumed to be constant, though x-dependence
could be admitted.

Let H1
0 (Ω) be the usual Sobolev space (of real-valued functions) and set E :=

H1
0 (Ω)×H1

0 (Ω). Then E is a Hilbert space with inner product given by

〈(u, v), (u′, v′)〉 :=

∫
Ω

(∇u · ∇u′ +∇v · ∇v′) dx.

It is easily seen from [38, Appendix B] and (9.2) that the functional Φ : E → R
defined by

Φ(u, v) :=

∫
Ω

∇u · ∇v dx−
∫

Ω

F (x, u, v) dx

is of class C1 and critical points of Φ correspond to weak solutions of (9.1). More-
over, weak solutions are classical ones if either N = 1 or N ≥ 2 and Fu, Fv are
locally Hölder continuous.

Let 0 < λ1 < λ2 ≤ λ3 ≤ ... be the eigenvalues of −∆ in H1
0 (Ω) and let (en)∞n=1

be the corresponding orthonormal basis of eigenfunctions. Define

Fn := span{(en, 0), (0, en)}, En := span{(ei, 0), (0, ej) : 1 ≤ i, j ≤ n}
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and E := {En, n}∞n=1. Furthermore, set

Φ(u, v) =

∫
Ω

(∇u · ∇v − 1

2
au2 − buv − 1

2
cv2) dx−

∫
Ω

G(x, u, v) dx

=:
1

2
〈L(u, v), (u, v)〉 − ϕ(u, v)

and

Φ(u, v) =

∫
Ω

(∇u · ∇v − 1

2
a0u

2 − b0uv − 1

2
c0v

2) dx−
∫

Ω

G0(x, u, v) dx

=:
1

2
〈L0(u, v), (u, v)〉 − ϕ0(u, v).

Let

A :=

(
a b
b c

)
be the matrix representing the quadratic form in (9.2). Since (en)∞n=1 is an or-
thonormal basis of eigenfunctions,

∫
Ω
emen dx = 0 if m 6= n and 1 =

∫
Ω
|∇en|2 dx =

λn
∫
Ω
e2n dx. Using this it is easy to see that L(Fn) ⊂ Fn, L(En) ⊂ En and the

same is true for L0. Moreover, if (u, v) = (αen, βen) ∈ Fn, then

1

2
〈L(u, v), (u, v)〉 = αβ − 1

λn

(1

2
aα2 + bαβ +

1

2
cβ2
)
.

Hence the linear mapping L|Fn : Fn → Fn is represented by the matrix

Tn(A) :=

( − a
λn

1− b
λn

1− b
λn

− c
λn

)
.

Let

i−(A) :=

∞∑
n=1

(M−(Tn(A)) − 1),

i+(A) :=
∞∑
n=1

(M+(Tn(A))− 1)

and

i0(A) :=

∞∑
n=1

M0(Tn(A)).

Since λn → ∞ as n → ∞, i±(A) and i0(A) are well-defined and finite. Moreover,
N(L) ⊂ En for some n, dimN(L) = i0(A), QnL = L (because L(En) ⊂ En) and
i−(A) = M−

E (L). It is also easy to see that i−(A) + i+(A) + i0(A) = 0.

Lemma 9.1. Suppose that F satisfies (9.2). Then Φ satisfies (PS)* in each of the
following two cases:

(i) i0(A) = 0;
(ii) Gu, Gv are bounded and G(x, u, v) →∞ (or G(x, u, v) → −∞) uniformly in

x as |u|+ |v| → ∞.
Moreover, under the above assumptions Φ|En satisfies (PS) for each n.

The proof uses the same argument as that of Lemma 7.3 and is therefore omitted
(note that ∇ϕ is compact according to [38, Appendix B]).
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Let F ∈ C2(Ω×R2,R) and denote the Hessian of F with respect to u, v by D2.
Suppose that there is a constant C such that

‖D2F (x, u, v)‖ ≤ C(1 + |u|+ |v|)p−1,(9.4)

where 1 ≤ p < (N + 2)/(N − 2) if N > 2 and 1 ≤ p < ∞ if N = 2 (if N = 1, no
growth restriction (9.4) is necessary). Then Φ ∈ C2(E,R) [38, Appendix B].

Denote by A0 the matrix which represents the quadratic form in (9.3). Below
we formulate two sufficient conditions for the existence of a nontrivial solution to
(9.1). The proofs are omitted because they are obtained by an easy modification
of the arguments in Theorems 7.4 and 7.5 (here in fact the situation is somewhat
simpler: since PnN(L) ⊂ N(L) for some n, it is not necessary to introduce a
modified filtration E ′ as in Theorem 7.5).

Theorem 9.2. Suppose that F satisfies (9.2) and (9.3). If i0(A) = i0(A0) = 0
and i−(A) 6= i−(A0), then (9.1) has a nontrivial weak solution.

Theorem 9.3. Suppose that F ∈ C2(Ω × R2,R) satisfies (9.2), (9.3) and (9.4)
((9.4) may be omitted if N = 1). If Gu, Gv are bounded, then (9.1) has a nontrivial
weak solution in each of the following two cases:

(i) G(x, u, v) → −∞ uniformly in x as |u|+ |v| → ∞ and

i−(A) /∈ [i−(A0), i
−(A0) + i0(A0)];

(ii) G(x, u, v) →∞ uniformly in x as |u|+ |v| → ∞ and

i+(A) /∈ [i+(A0), i
+(A0) + i0(A0)].

If i0(A0) = 0, it is not necessary to assume that F ∈ C2, and if i0(A) = 0,
Gu, Gv need not be bounded and G need not tend to infinity.

Also Theorem 7.10 has a counterpart here. We leave the formulation to the
reader and observe only that the local linking condition may be verified e.g. by
adapting the argument of [29, Theorem 4].

Suppose that N = 1, Ω = (a, b) and F ∈ C2([a, b] × R2,R). If (u0, v0) is a
solution of (9.1), then (u, v) ∈ E is in the nullspace of Φ′′(u0, v0) if and only if

−u′′ = Fuv(x, u0(x), v0(x))u + Fvv(x, u0(x), v0(x))v,

−v′′ = Fuu(x, u0(x), v0(x))u + Fuv(x, u0(x), v0(x))v,

u(a) = v(a) = u(b) = v(b) = 0.

It is well-known that such systems can have at most two linearly independent
solutions, so dimN(Φ′′(u0, v0)) ≤ 2 (this is no longer true if N ≥ 2). Using the
argument of Theorem 7.8, we therefore obtain

Theorem 9.4. Suppose that N = 1, F ∈ C2([a, b] × R2,R) satisfies (9.2), (9.3)
and i0(A0) = 0. Then (9.1) has at least two nontrivial solutions in each of the
following cases:

(i) |i−(A)− i−(A0)| ≥ 2 and i0(A) = 0;
(ii) |i−(A) − i−(A0)| ≥ 2, Gu, Gv are bounded and G(x, u, v) → −∞ uniformly

in x as |u|+ |v| → ∞;
(iii) |i+(A)− i+(A0)| ≥ 2, Gu, Gv are bounded and G(x, u, v) →∞ uniformly in

x as |u|+ |v| → ∞.
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Remark 9.5. Similar results remain valid for the Neumann problem
−∆u = Fv(x, u, v) in Ω,

−∆v = Fu(x, u, v) in Ω,

∂u/∂n = ∂v/∂n = 0 on ∂Ω.

The appropriate choice of the space is then E = H1(Ω)×H1(Ω) (the inner product
and the indices i±(A), i0(A) need to be modified in a rather obvious way). Since the
null space of the quadratic form (u, v) 7→ ∫

Ω
∇u · ∇v dx in H1(Ω)×H1(Ω) consists

of constant functions, it is easy to see that also results analogous to Corollary 7.9
(for N = 1) and Theorem 7.10 (for N ≥ 1) are true here (in the latter case we
assume F is periodic in one or both variables u, v).
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