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People often perceive their in-groups as more heterogeneous than their out-groups. We pro-
pose an information sampling explanation for this in-group heterogeneity effect. We note that
people frequently obtain larger samples of information about in-groups than about out-groups.
Using computer simulations, we show that this asymmetry in sample sizes implies the in-group
heterogeneity effect under a wide range of assumptions about how experience affects perceived
variability. This is the case even when perceived variability is the outcome of rational infor-
mation processing, implying that the structure of the environment is sufficient to explain the
emergence of the in-group heterogeneity effect. A key assumption of our explanation is that
perceived group variability depends on the size of the sample observed about this group. We
provide evidence in support for this assumption in two experiments. Our results considerably
expand the scope and relevance of a prior sampling explanation proposed by Linville, Fischer,
and Salovey (1989). They also complement other explanations that proposed that information
about in-groups and out-groups is processed differently.
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Introduction

A large amount of research has shown that people fre-
quently perceive their groups as more heterogeneous than
groups to which they do not belong (Boldry, Gaertner, &
Quinn, 2007; Ostrom & Sedikides, 1992; Rubin & Badea,
2012). For example, Park and Judd (1990) found that stu-
dents majoring in one subject judged students of other ma-
jors as less heterogeneous on characteristics such as extrover-
sion or impulsiveness. Linville, Fischer, and Salovey (1989)
found that Yale undergraduate students perceived college stu-
dents as more heterogeneous in terms of friendliness than
older adults. By contrast, members of a senior community
in Florida perceived older adults as more heterogeneous in
friendliness than college students. This “in-group hetero-
geneity effect” has been explained in several ways. One type
of explanation invokes differences in how information about
in-groups and out-groups is processed (Ostrom, Carpenter,
Sedikides, & Li, 1993; Ostrom & Sedikides, 1992; Park &
Rothbart, 1982) or encoded (Judd & Park, 1988; Linville
et al., 1989; Linville & Fischer, 1998; Park & Judd, 1990).

A second type of explanation notes that people often have
prior beliefs that the out-group is more homogeneous than
the in-group (Park & Hastie, 1987). A third type of explana-
tion centers on the self as part of the in-group (Park & Judd,
1990): Because the self is frequently seen as distinctive, this
would contribute to a perception of in-group heterogeneity.
A fourth type of explanation takes as a premise that hetero-
geneity is seen as a positive feature of social groups and that
people want to have a more positive view of their in-groups
than their out-groups. People would thus be motivated to see
in-groups as more heterogeneous than out-groups (Ostrom &
Sedikides, 1992; Rubin & Badea, 2012).

In this paper, we propose a new explanation for the in-
group heterogeneity effect. We note that people tend to
obtain larger samples of observations about in-groups than
about out-groups. For example, people are more likely to in-
teract with others of the same ethnicity, gender, social class,
or occupation (Marsden, 1987; J. M. McPherson & Smith-
Lovin, 1987; M. McPherson, Smith-Lovin, & Brashears,
2006). We show that this asymmetry in sample sizes implies
the emergence of the in-group heterogeneity effect as an in-
herent property of the probabilistic world to which people are
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exposed.
Key to our explanation is the fact that the variability of a

sample of observations tends to increase with sample size.
Consider for example the variance of a sample of k indepen-
dent draws from a standard normal distribution (with mean
µ = 0 and variance σ2 = 1). This sample variance is a ran-
dom variable that can be written σ̂2

k = Q/(k−1) where Q is
distributed according to a chi-squared distribution with k−1
degrees of freedom (χ2

k−1). The mean of Q is k−1. Two fea-
tures of chi-squared distribution are noteworthy: Q is right-
skewed (the probability that the sample variance is lower
than the mean is higher than 50%) and the skewness is de-
creasing in k (the skewness is equal to

√
8/(k−1)). Overall

this implies that the sample variance tends to underestimate
the true variance (σ2 = 1): P(σ̂2

k < σ2) > .5. Crucially, the
probability of underestimation decreases with sample size.

If people obtain larger samples about in-groups than about
out-groups and the tendency to underestimate variability de-
creases with sample size, then the experienced variability of
the in-group will tend to be larger than the experienced vari-
ability of the out-group. Under the reasonable assumption
that perceived variability depends on experienced variability,
this implies that people will tend to perceive in-groups as
more variable than out-groups. More formally, consider an
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agent and its perceived variability for the in-group, Vin, and
the out-group, Vout . We show that the agent is more likely to
perceive the in-group as the more variable group:

P(Vin >Vout)> P(Vin <Vout). (1)

This explanation for the in-group heterogeneity effect op-
erates at a level different from the explanations mentioned
above. Whereas these focus on how the mind processes in-
formation, our explanation emphasizes the properties of the
information samples that the mind processes—the input of
mental operations (Brunswik, 1952; Fiedler & Juslin, 2006;
H. A. Simon, 1956).

Previous research has noted the importance of sample size
in estimations of variability, both in general (Kareev, Arnon,
& Horwitz-Zeliger, 2002) and in the context of the in-group
heterogeneity effect (Linville et al., 1989). But the theoret-
ical arguments developed in these papers differ from ours.
They focused on the properties of uncorrected sample vari-
ance as a statistical estimator of the variance of a distribution
(σ2):

σ̂
2
u,k =

1
k

k

∑
j=1

(x j− x̄k)
2, (2)

where k is the sample size and x̄k is the sample mean. They
noted that this estimator is statistically negatively biased, es-
pecially when based on a small sample. To see this, consider
the formula for the expected value of the uncorrected sample
variance estimator:

E[σ̂2
u,k] = σ

2− 1
k

σ
2 < σ

2. (3)

If people’s perception of group variability corresponds to
the uncorrected sample variance, they will systematically un-
derestimate the true variability. Moreover, the amplitude of
the underestimation will diminish as sample size increases.
If people obtain larger samples about the in-group than about
the out-group, this implies

E[σ̂2
u,in]> E[σ̂2

u,out ], (4)

where σ̂2
u,in and σ̂2

u,out denote the uncorrected sample vari-
ances of the two groups.1 There is an in-group heterogeneity
effect in that the perceived variability of the in-group is sys-
tematically larger than the perceived variability of the out-
group.

This explanation of the in-group heterogeneity effect is
elegant and parsimonious. Yet its scope is limited by the fact
that it assumes some form of biased information processing:
People are assumed to rely on a statistically biased estima-
tor of variance. This information processing bias, in turn,

1This argument also works for other biased estimators such as
the probability of differentiation, also analyzed by Linville et al.
(1989).
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implies a bias in estimated variability. Because the size of
the bias in estimation depends on sample size, an in-group
heterogeneity effect emerges. This explanation is thus not a
purely environmental, or sample-based explanation. Rather,
it invokes both a property of the learning environment (the
asymmetry in sample sizes collected about in-group vs. out-
group) and limitations of information processing. To see this,
note if we “de-bias” the sample variance, then the systematic
difference in perceived variabilities disappears. To do so, we
just add 1/k to the sample variance, which produces the well-
known “corrected sample variance estimator”:

σ̂
2
c,k =

1
k−1

k

∑
j=1

(x j− x̄k)
2, (5)

where k is the sample size.
In contrast to the uncorrected sample variance, this esti-

mator is statistically unbiased. For all sample sizes k:

E[σ̂2
c,k] = σ

2. (6)

This implies that the expected sample variabilities of the
two groups are the same:

E[σ̂2
c,in] = E[σ̂2

c,out ], (7)

where σ̂2
c,in and σ̂2

c,out denote the sample variances of the two
groups.2

This line of argument seems to suggest that once we rely
on an unbiased estimator of variance, the sampling argument
breaks down. In this paper, we show that this is not the case if
we characterize the in-group heterogeneity effect in terms of
the probability that an individual believes the in-group to be
the more variable group (eq. 1). With this characterization,
a sampling asymmetry in favor of the in-group is sufficient
to produce an in-group heterogeneity effect even if we do
not assume biased information processing. In other words,
an argument that focuses purely on the properties of the en-
vironment is sufficient to produce an in-group heterogeneity
effect.

This is important because there exists scant evidence
about the nature of the intuitive variability estimators peo-
ple use when estimating group variability or making deci-
sions that depend on perceived group variability. More pre-
cisely, there is no strong evidence that people rely on uncor-
rected sample variance (or any other particular measure of
variability), although there have been some attempts to find
out which estimator best corresponds to perceived variability
in a nonsocial-cognition context (Kareev et al., 2002).3 From
a theoretical perspective, demonstrating that an in-group het-
erogeneity effect emerges without assuming a particular form
of biased information processing considerably extends the
potential scope of sampling explanations for this important
phenomenon.

In what follows, we first provide a rational analysis of
the emergence of the in-group heterogeneity effect. This
offers a justification, from first principles, for our focus on
the corrected sample variance as opposed to other sample-
based estimators of variability. Using computer simula-
tions, we demonstrate that the in-group heterogeneity ef-
fect emerges. Because the rational analysis ensures the ab-
sence of information-processing biases, this provides a clear
demonstration that the in-group heterogeneity effect can be
an inherent consequence of the structure of the environment.
We also show that a similar result holds when assuming
that the agent is a Bayesian processor of information. In
the section Other Measures of Group Variability, we report
computer simulations that demonstrate that a similar pattern
emerges for many other measures of group variability used
in the prior literature on the in-group heterogeneity effect.
In the section Sensitivity to Model Assumptions, we dis-
cuss how the nature of the predicted asymmetry in perceived
group variabilities changes as we change the assumptions of
our model, such as assumptions about memory or the struc-
ture of the environment. In particular, we demonstrate that
under some conditions, our sampling approach can produce
the opposite pattern: an in-group homogeneity effect. In the
subsequent section, we examine existing evidence about how
sample size affects perceived variability and report the re-
sults of two new experiments. Experiment 2, in particular,
demonstrates that by manipulating the sizes of the samples
collected about the in-group and the out-group, we can in-
duce an in-group heterogeneity effect or the opposite effect.
In the section on Implications for Social Cognition, we dis-
cuss the implications of our analyses for the use of stereo-
types, perception of group complexity and the occurrence
of extreme judgments about group members. Finally, in the
section on Biases in the Perceived Variability of Probability
Distributions, we discuss the implications of our approach
for the perception of the variability of distributions.

2Although prior literature has noted that most estimators of vari-
ability are highly correlated (Pollard, 1984, cited in Kareev et al.,
2002), the argument that focuses on the statistically biased nature
of the estimator does not apply to unbiased estimators such as the
corrected sample variance. Although corrected sample variance and
uncorrected sample variance are highly correlated estimators, the
argument only works for the uncorrected sample variance.

3Experiment 3 in Kareev et al. (2002) asked participants to pre-
dict the “difference in value between items to be drawn out of two
populations” (p.291). The authors found that the best predictor
of participants’ judgments involved noncorrected sample variance.
However, this finding provides only indirect support for a claim that
perceived variability corresponds to uncorrected sample variance,
because normative principles suggest that participants’ responses
should have been affected not only by the perceived variabilities of
the two populations but also by other factors such as the perceived
means.
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A Rational Analysis

To demonstrate that an argument that focuses purely on
the structure of the environment can explain a systematic
asymmetry in the perceived variabilities of the in-group and
the out-group, we follow the principles of the rational analy-
sis of cognition outlined by Anderson (1991). This approach
assumes that behaviors and beliefs are solutions to an opti-
mization problem. To formulate the optimization problem,
the analyst should specify several elements: the goal of the
cognitive system, the structure of the environment, what the
cognitive system knows about the structure of the environ-
ment,4 and the computational constraints to which the cog-
nitive system is subject.

We consider two model settings that differ in terms of
the assumptions about the environment and what the agent
knows about it. In the first setting, the true variabilities of
the two groups are the same, unbeknownst to the agent. In
the second setting, the true variabilities can differ but are
picked from the same prior distribution (the second model
is a Bayesian model). In both settings, the environment ex-
ogenously determines the samples of information accessed
by the agent.5 The agent chooses a variability estimator that
allows it to satisfy an accuracy goal.6

Model 1

Environment and Sampling Rule. Consider a setting
where an agent forms beliefs about two social groups (g =
in,out). The agent belongs to one of the two groups; this is
the in-group. Both groups are characterized by a single fea-
ture dimension X . We denote by fg the distribution of fea-
ture X in group g. In this baseline model, the feature dimen-
sion has the same distribution in the two groups: fin = fout .
We assume this distribution to be normal, with mean 0 and
variance 1: µin = µout = 0, σ2

in = σ2
out = 1. Importantly, this

implies that the two groups have the same variability.
In each period, an agent samples one of the two groups.

Each time it samples a group g, it obtains one observation
xt,g of feature X . Successive observations of the focal feature
for a group are independent realizations of the underlying
random variable.

Let r characterize the probability that an agent samples
the in-group in period t ≥ 1. We assume that r is larger than
0.5: The agent is more likely to sample the in-group than the
out-group. The sampling advantage for the in-group implies
that the agent will gather larger samples of information about
the in-group than about the out-group.7

The extent to which people sample the in-group more of-
ten than the out-group (the value of r) depends on aspects
of the social environment such as racial or ethnic segre-
gation or the degree of homophily in people’s social net-
works. Currently available evidence suggests that in many
environments, people interact predominantly with others of

the same group (see Denrell, 2005, for a review). For ex-
ample, in many cities in the United States and elsewhere,
there is spatial segregation based on ethnicity (van Kempen
& Özüekren, 1998) or race (Massey & Denton, 1989): Peo-
ple’s immediate social environments largely consist of others
of the same race or ethnicity. Analyses of social networks
based on data collected in nationally representative pan-
els of respondents indicate that this tendency is widespread
(Marsden, 1987; M. McPherson et al., 2006; M. McPherson,
Smith-Lovin, & Cook, 2001). In terms of our model, this
suggests that many environments correspond to r > .5.

To obtain more direct evidence supporting this assump-
tion, we analyzed the racial composition of communities in
the United States using the 2000 edition of the General Social
Survey. These data were collected by the National Opinion
Research Center at the University of Chicago and were based
on a representative sample of U.S. citizens (Davis, Smith,
& Marsden, 2016) (GSS). In the survey, respondents were
asked to report their race and indicate the percentage of dif-
ferent races and ethnicities in their communities. Because
of the specific format of the racial identity question, we es-
timated the community structure only for white and black
respondents.8 We calculated the share of the reported per-
centage of the in-group members in the combined reported
percentages of in-group and out-group members. For exam-
ple, if a white person reported that their community was 50%
white and 20% black, the resulting estimate is 50

50+20 = 0.71.
The average estimates across all black and white respondents
are 0.82 and 0.54 respectively. The median values are a bit
higher at 0.88 and 0.60 respectively. These estimates indicate
that white people have more than four times more whites than
blacks in their communities. The asymmetry is not as large
for black people. This is not surprising because the group of
white people is the majority group in the U.S. whereas the

4Although Anderson (1991) does not single out this element, it
is crucial to the specification of our models and their characteriza-
tions as “rational.”

5We relax this assumption in subsequent sections.
6In both models, we assume that the accuracy goal includes the

constraint that the estimator is unbiased. In doing so, we follow
standard practice in statistics that assumes that ‘good’ estimators are
unbiased. Yet, it is theoretically possible to relax this assumption,
as is done in research on the bias-variance trade-off in supervised
learning (e.g, Brighton & Gigerenzer, 2012). This would likely
produce different ‘rational’ variability estimators. We leave such
analysis for future work.

7To ensure that variability estimates exist for both groups, we as-
sume that the agent has sampled two observations from each group
before the first period (to keep the formulas as simple as possible,
we assume they are done in periods −1 and 0).

8When asked about their race, the respondents were given three
choices: “White,” “Black,” and “Other.” This formulation made
the identification of the in-group other than ‘White’ and ‘Black’
impossible.
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group of black people is a minority group. We explore issues
related to group sizes in the Sensitivity to Model Assump-
tions section.

In the analysis reported in this section, we use r = 0.75.
This means that the agent is three times more likely to sample
from the in-group than from the out-group.

Knowledge of the environment. The agent knows that
for each group the focal feature is distributed according to a
normal distribution but did not know the means or variances
of the distributions.

Goal. We assume that the agent has an epistemic moti-
vation in the sense that it wants to have an accurate percep-
tion of group variability (Campbell, 1958; Yzerbyt, Judd, &
Corneille, 2004). In the context of our model, we assume
that this means that the agent wants to have an estimator that
is unbiased and minimizes mean square error. Vt,g denotes
the agent’s variability estimator about group g at time t. This
estimator should be unbiased:

E [Vt,g] = σ
2
g. (8)

It should minimize the mean square error:

MSE(Vt,g) = E
[(

Vt,g−σ
2
g
)2
]
. (9)

In summary, we assume the agent is solving a constrained
optimization problem: it is trying to find an estimator that
minimizes the mean square error and is unbiased. In statis-
tics, an estimator that is a solution to this constrained opti-
mization problem is generally called the “best” estimator.9

Computational constraints. The agent has perfect
memory and unlimited computing abilities. In the section
Sensitivity to Model Assumptions, we analyze how relaxing
these assumptions affects the predictions of the model.

Model 2

Model 2 is the same as Model 1 with a small difference
in the specification of the environment: The two groups need
not have the same variability.

Environment and Sampling Rule. The true variances
for the two groups σ2

in and σ2
out are independent draws from a

uniform distribution U(0,1). With this assumption, the prob-
ability that the in-group is truly more variable than the out-
group is .5: P(σ2

in > σ2
out) = P(σ2

in < σ2
out) = .5. Thus, there

is no prior for or against the in-group heterogeneity effect.
The sampling rule is the same as in Model 1.
Knowledge of the environment. The agent knows the

distribution from which the true variances are picked. This is
the (correct) prior distribution. The agent updates this prior
based on its observations of the two groups using Bayes’s
theorem. For simplicity, we assume that the mean on the X
dimension is known and equal to 0.10

Goal. The goal is the same as in Model 1.

Computational constraints. As in Model 1, we assume
unlimited computational abilities.

Solution to the Optimization Problem: The “Best” Esti-
mators of Variance

We now describe the solutions to these two versions of
the optimization problem. These are well-known estimators
of variance.

Model 1. The unique estimator that is the solution to
the optimization problem is the corrected sample variance
(Casella & Berger, 2002, p. 346)

V c
t,g =

1
nt,g−1

t

∑
j=−1

(x j,g− x̄t,g)
2I j,g, (10)

where I j,g is an indicator variable equal to 1 if group g is
sampled in period j and equal to 0 otherwise, nt,g is the num-
ber of samples (nt,g = 2+∑

t
j=1 I j,g), x̄t,g is the mean of the

sampled observations at the end of period t, and x j,g is the
observation in period j. The corrected sample variance is an
unbiased estimator of variance that minimizes mean square
error among unbiased estimator when the underlying distri-
bution is a normal distribution. In that sense, it is the “best”
estimator in this setting (Casella & Berger, 2002).

Model 2. The estimator that is the solution to the opti-
mization problem is the Bayesian estimator of variance. We
denote by V Bayes

t,g the Bayesian estimator of the variance of
group g at the end of period t. This is the mean of the poste-
rior distribution of the variance of the focal feature in group
g.

Summary

The agent in our model makes a number of observations
about one dimension X of the two groups. The crucial fea-
ture of the model is that the agent is subject to an environ-
mental asymmetry in that it has access to a larger sample
of observations about the in-group than about the out-group.
There are no constraints on memory storage, retrieval or the
agent’s computational abilities. The agent has a clearly spec-
ified accuracy goal, and the variability (variance) estimate it
uses is a solution to an optimization problem. We specified
two versions of the optimization problem that differ in terms
of the assumptions about the knowledge the agent possesses
about the structure of the environment. These two versions
of the optimization problem constitute the rational basis for
the well-known corrected sample variance and Bayesian es-
timator of variance.

In the rest of the paper, we will discuss many variations on
the design of Model 1. We will, therefore, refer to this model
as the baseline model.

9It is sometimes more formally referred to as the UMVUE (Uni-
form Minimum Variance Unbiased Estimator).

10Similar results hold if the means are unknown.
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Figure 1. Likelihood that the estimate of in-group vari-
ability is higher than the estimate of out-group variability,
P(V c

t,in > V c
t,out), when the estimator of variability is the cor-

rected sample variance (eq. 10). Based on 105 simulations
with r = .75,µin = µout = 0,σ2

in = σ2
out = 1.

Results

An in-group heterogeneity effect emerges with both esti-
mators of variability.

Model 1: Corrected sample variance. We ran com-
puter simulations of the model with r = .75. Figure 1 dis-
plays the likelihood that the estimate of the in-group vari-
ability is higher than the estimate of the out-group variability
P(V c

t,in > V c
t,out) as a function of the number of periods. It is

higher than 0.5 for all periods after period 1. In other words,
the in-group tends to be perceived as more variable than the
out-group even though the true variabilities are the same.

The likelihood first increases quickly and then decreases
slowly with the number of periods. This asymmetry persists
for a large number of periods; after 50 or even 100 periods
the probability is still higher than 0.5 (it is 0.52 after 100
periods).

Model 2: Bayesian processor of information. We
computed the mean of the posterior using the Markov chain
Monte Carlo method explained in Shi, Griffiths, Feldman,
and Sanborn (2010). Figure 2 displays the likelihood that the
estimate of the in-group variability is higher than the estimate
of the out-group variability P(V Bayes

t,in >V Bayes
t,out ) as a function

of the number of periods. It is higher than 0.5 for all periods
after period 1 despite the fact that the probability that the true
variance of the in-group is larger than the true variance of the
out-group is equal to 0.5.

0 20 40 60 80 100
Period

0.45

0.5

0.55

0.6

0.65

Figure 2. Likelihood that the estimate of in-group vari-
ability is higher than the estimate of out-group variability,
P(V Bayes

t,in > V Bayes
t,out ), when the measure of variability is the

Bayesian posterior. Based on 105 simulations with r = .75,
µin = µout = 0, σ2

in ∼U(0,1), σ2
out ∼U(0,1).

Intuition

To develop an intuition for the emergence of the in-group
heterogeneity effect in our simulations, we focus on Model
1 and examine what happens at a specific point in time. For
concreteness, we focus on the end of period 15 and analyze
the distributions of the corrected sample variances for the two
groups. First, note that the in-group is sampled more times
than the out-group (Figure 3, left panel). This is because of
the assumed sampling advantage of the in-group (r = .75).
Second, note that the distributions of sampled variabilities
for the two groups are right-skewed but to a different extent
(Figure 3, middle panel). The distribution of the sample vari-
ance of the in-group V c

15,in is less skewed than the distribution
of the sample variance of the out-group V c

15,out . Overall, this
implies that V c

15,in tends to be larger than V c
15,out , as shown by

the distribution of ∆V c
t =V c

t,in−V c
t,out (Figure 3, right panel):

P(V c
15,in > V c

15,out) = .55. An in-group heterogeneity effect
emerges: Most simulated agents experience the in-group as
more variable than the out-group.

A similar intuition applies to Model 2, where the simu-
lated agent was a Bayesian processor of information.

Discussion

Relation to explanations that focus on information pro-
cessing. Most prior explanations of the in-group hetero-
geneity effect invoke differences in how information about
in-group and out-group is processed. Here we discuss how
our explanation differs from this prior work, using a taxon-
omy similar to that of Ostrom and Sedikides (1992).
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Figure 3. Model with corrected sample variance at the end of period 15. Left panel: Distribution of the sample sizes of the two
groups. Middle panel: Distribution of variability estimates for the two groups, V c

t,in and V c
t,out . The black vertical line denotes

the true variance. Right panel: Distribution of difference in variability estimates ∆V c
t =V c

t,in−V c
t,out . Based on 105 simulations

with r = .75,µin = µout = 0,σ2
in = σ2

out = 1.

Several explanations for the in-group heterogeneity effect
rely on motivated cognition (Kunda, 1990). The first invokes
people’s desires for positive identities: Those who want a
positive social identity are motivated to view their in-groups
more positively than other groups (Tajfel, 1982). Since het-
erogeneity is frequently perceived as a positive feature of so-
cial groups (Ostrom & Sedikides, 1992), people are moti-
vated to perceive the in-group as more heterogeneous than
out-groups. A related explanation invokes people’s desire
for distinct identities: A more heterogeneous in-group allows
people to see themselves as unique within the in-group, so
people are motivated to see their in-group as heterogeneous
(Pickett & Brewer, 2001). Yet another explanation based
on motivated cognition notes that it is easier to dehuman-
ize more homogeneous groups (Brewer, 1999; N. Haslam,
2006). Therefore, if the out-group is perceived as less vari-
able than the in-group, it is easier to justify negative attitudes
and even cruel actions towards out-group members.

The second type of explanation notes that people tend to
have prior beliefs that the out-group is more homogeneous.
Park and Hastie (1987) showed that if participants first ob-
served exemplars from a group followed by a description of
its general characteristics, they perceived this group as more
variable compared to when they observed that information
in reversed order. This suggests that the prior about homo-
geneity affects how information is encoded. This finding im-
plies an in-group heterogeneity effect under a (reasonable)
assumption that people often learn descriptions of out-groups
before interacting with some of their members (e.g., through
stereotypes communicated by others in their environment)
whereas they learn about in-groups through direct observa-
tions.

The third type of explanation hinges on the fact that the
self is part of the in-group (Park & Judd, 1990). The per-
ception people tend to have of themselves as particularly dif-
ferentiated and unique contributes to an impression that the
in-group is more heterogeneous than the out-group.

The fourth type of explanations suggests that informa-
tion about different groups is encoded and retrieved in dif-
ferent fashions. For example, Ostrom et al. (1993) found
that information about in-group members is stored in cate-
gories related to individual information whereas information
about out-group members is stored in categories related to
stereotypical attributes. Therefore, when the information is
recalled, the in-group tends to be associated with more indi-
viduating information compared to the stereotype-based ho-
mogeneous information about the out-group. Park and Judd
(1990) went on to suggest that participants recall more ex-
treme exemplars about in-groups than about out-groups; this
indicates that memory search processes might differ across
in-group and out-group.

These four types of explanation all emphasize features
of information processing. By contrast, our explanation fo-
cuses on properties of the sample of information on which
the mind operates. Because the two classes of explanation
focus on different levels—our focus is on information sam-
pling rather than information processing—they do not con-
tradict each other. Rather, our explanation complements ex-
planations that focus on information processing.

Characterization of the in-group heterogeneity effect.
In contrast to the approach to the in-group heterogeneity ef-
fect typically adopted in the literature, we did not character-
ize the effect in terms of a difference in mean perceived vari-
abilities (eq. 4). Rather, we focused on the likelihood that an
agent perceives the in-group as the more variable (eq. 1). In
other words, we focused on the skewness of the distribution
of the difference in variability estimates, as illustrated by the
right panel of Figure 3.

One reason for this characterization focusing on skewness
was theoretical: We wanted to show that it was possible to
characterize an emergent asymmetry in variability estimates
even if information processing is unbiased. The sharpest way
to characterize unbiased information processing is to assume
(1) that the agent attempts to estimate the variance of the
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underlying distribution, and (2) that the variance estimator
is statistically unbiased. Because the expected value of an
unbiased estimator is the true value of the parameter, these
two assumptions jointly imply that the expected variability
estimate will be the true variance. And if the variances of
the two groups are the same, there will be no difference in
expected variability estimates. In other words, assuming that
people rely on statistical unbiased estimators of variability
logically implies that no in-group heterogeneity effect can
be found if one defines it as a difference in means (eq. 4).
Our model nevertheless leads to a systematic asymmetry in
perceived group variabilities: In a large population of agents,
most agents will tend to see their in-groups as more variable
than their out-groups. Had we characterized the in-group het-
erogeneity effect in terms of a difference in means, we would
have overlooked that fact that even unbiased information pro-
cessing can lead to an asymmetry in perceived variabilities
that can be interpreted as an in-group heterogeneity effect.

This asymmetry is a surprising consequence of the ac-
curacy goal of the agents in our model. We assumed that
agents wanted what statisticians call the “best” estimator
of variability—an unbiased estimator that minimizes mean
square errors. If we ignored this goal, it would be possible
to construct a variability estimator that is not skewed and,
consequently, does not produce an asymmetry in variability
estimates like that of equation 4. Suppose, for example, that
the agent takes the corrected sample variance and adds to it
a random term that is skewed in a way that is exactly the
opposite of the skew of the corrected sample variance. This
variability estimator would be unbiased and not skewed. But
it would not be the “best” estimator of variability because it
would fail to minimize mean square error. Another strategy
to avoid the asymmetry in variability estimates is to simply
ignore sampled information. But this approach is unneces-
sarily extreme; the very fact that it ignores sampled infor-
mation altogether makes it quite unreasonable. In summary,
an asymmetry in perceived group variabilities is an inher-
ent consequence of the conjunction of two factors: a larger
sample of observation about the in-group than about the out-
group and a standard accuracy goal for the agent.

The second set of reasons for our characterization in terms
of skewness pertains to empirical implications. Unlike our
approach, a characterization in terms of a difference in means
does not have clear implications for the propensity to per-
ceive a group as more variable than another. In settings
where perceived group variability affects choices (e.g., an
agent decides whether to interact with members of group A
or group B), only our approach leads to predictions about the
alternative most likely to be chosen. This is particularly rel-
evant to understanding settings where a set of people makes
decisions through majority voting. This is because majority
voting is insensitive to the strength of individual opinions.

For example, consider how members of a division within

an organization perceive the diversity of their division as
compared to that of the other divisions. Suppose that the
organization is a university, the division is an academic de-
partment, and recruiting decisions are made based on major-
ity voting. Suppose, moreover, that there exists a university
policy to encourage diversity among academic staff mem-
bers. The in-group heterogeneity effect, as per equation 1,
means that most members of the focal department will tend
to over-estimate the relative diversity of their department as
compared to that of the other departments. At the time of
casting their votes, they will be unlikely to give much weight
to the diversity criterion – after all, their department already
seems more diverse than other departments.

Research on persuasion has found that people tend to be
more convinced of a position when they have heard a larger
number (Burnstein & Vinokur, 1973, 1977) and a more di-
verse set of arguments supporting it (Chaiken, 1980, 1987;
Soll, 1999). Take, for example, two groups whose lead-
ers hold incompatible positions on a particular policy is-
sue. Group members consult other people from their in-
groups and out-groups to decide whether they should support
their leaders on that issue. The in-group sampling advantage
would imply that the agent collects more arguments support-
ing the position of the leader of their group. Furthermore, if
equation 1 holds, most people will perceive these arguments
as more diverse than the arguments supporting the position
of the leader of the out-group. Therefore, most people will
come to agree more with the opinion held by the leader of
their group rather than with the opinion held by the leader
of the out-group. In an anonymous vote for one of the two
group leaders, people will thus be more likely to support the
leader of their groups, thereby limiting the possibilities of
leadership change in both groups and preventing the conver-
gence of opinions across group boundaries. This prediction
also holds even when the mechanisms typically invoked to
explain more positive evaluations of in-group members, such
as motivated cognition (e.g., Tajfel, 1982; Brown, 2000), or
adaptive sampling (e.g., Denrell, 2005), do not operate.

In both examples, our sampling approach predicts that a
majority of agents will see the in-group as the more diverse
or variable (in terms of people’s training or the arguments
supporting the leader’s opinion). Yet, the difference in per-
ceived variabilities, for this majority of agents, tends to be
smaller than the difference in perceived variabilities for the
minority of agents who perceive the in-group as the less vari-
able. Majority voting is generally not sensitive to opinion
strength. This is why our model is most relevant to settings
in which a population relies on majority voting to decide
between options. But in settings where collective decision
making is sensitive to the strength of opinions instead of just
the proportion of people favoring one or the other opinion,
our model does not make clear predictions.
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The rationality assumption. In this section, we as-
sumed away potential limitations on memory and cognitive
abilities, we assumed that people had accurate knowledge of
the structure of the environment, and we assumed that the
variability estimator they use is the solution to a clearly for-
mulated optimization problem. We made all these assump-
tions in order to achieve theoretical clarity and parsimony.
We aimed to demonstrate that in environments which lead
agents to obtain larger samples about in-groups than about
out-groups, the in-group heterogeneity effect is an inherent
consequence of the structure of the environment.

We readily recognize that these assumptions are unreal-
istic. We do not claim that people are rational in the sense
that to choose a variability estimator, they solve an optimiza-
tion problem and derive from first principle that they should
use the corrected sample variance or the Bayesian estima-
tor of variance. Yet the fact that these unbiased estimators
are those that allow agents to fulfill a realistic accuracy goal
suggests that perceived variability is likely related to the cor-
rected sample variance or the Bayesian estimator of variance.

At the same time, we believe it is unlikely that people’s
intuitive estimates of variability exactly correspond to either
one of these rational estimators. One reason is that both
of these estimators assume, unrealistically, that people have
an infinitely large memory and perfect recall and give equal
weight to all observations. Another reason that suggests peo-
ple are unlikely to rely on the corrected sample variance is the
large amount of evidence that people do not, and generally
cannot, correct for the effects of sampling biases even when
they are aware of them (for a review, see Fiedler, 2012).

To demonstrate the empirical relevance of our sampling
approach, we thus need to show that the predicted in-group
heterogeneity effect holds if we adopt more realistic assump-
tions about how people construct variability estimates based
on their observations of a group. The evidence for this is
scant, so we cannot simply evaluate whether the in-group
heterogeneity effect predicted by our models would emerge
with the (documented) group variability estimate people tend
to use in naturally occurring environments. Instead, we fo-
cus on the measures of perceived group variability used in
the existing empirical literature on the in-group heterogene-
ity effect. In every case, we construct a sample-based mea-
sure that closely corresponds to the measure discussed in the
literature.

Other Measures of Group Variability

Empirical studies of the in-group heterogeneity effect
have used many different measures of perceived group het-
erogeneity (see Boldry et al., 2007 for a review of the mea-
sures used in empirical research). Some studies elicited the
perceived distribution of the focal trait in the groups, based
on which the investigators constructed variability measures
such as range (e.g., Quattrone & Jones, 1980), variance (e.g.,

Linville et al., 1989), or the probability of differentiation
(e.g., Linville et al., 1989). Other measures relied on the
perceived similarity between group members (e.g., Alves,
Koch, & Unkelbach, 2016) or the number of subgroups that
a participant can generate (e.g., Park, Ryan, & Judd, 1992).
Yet others relied on confusion in recall or recognition of the
information about the groups (e.g., Ostrom et al., 1993). In
this section, we consider the measures of subjective variabil-
ity for which we could devise a characterization in terms of
sample properties. For each one, we propose a corresponding
sample-based measure and show that our sampling mecha-
nism can lead to the emergence of an in-group heterogeneity
effect.

The relevance of these analyses to the study of the in-
group heterogeneity effect presumes that perceived group
variability depends on sample variability. Our (Konovalova
& Le Mens, 2018) recent review of existing empirical evi-
dence supports this claim (Experiments 1 & 2 in Kareev et
al., 2002, and Experiment 1 in Weber, Shafir, & Blais, 2004).
We also provided evidence based on a reanalysis of the Lon-
gitudinal Internet Studies for the Social Sciences (LISS) data.
These data are from a representative sample of the Dutch
population collected by CentERdata in collaboration with
Galesic, Olsson, and Rieskamp (2012) for a project that ex-
plored the relationship between the social circles of the re-
spondents (the individuals with whom they interact most fre-
quently) and their perceptions of the national population as
a whole. The survey asked respondents about 10 character-
istics related to their financial situation, friendships, health,
work stress, and education. The respondents reported their
beliefs about the distribution of these characteristics in the
population and in their social circle. For all these characteris-
tics, we found a positive association between the variance of
the perceived distribution of the national population and the
variance of the distribution in the social circle (Konovalova &
Le Mens, 2018). These results indicate that perceived vari-
ability depends on sample variability under the assumption
that the distribution of the social circle corresponds to the
sampled distribution.

Uncorrected Sample Variance

The seminal paper by Linville et al. (1989) assumed that
people relied on the uncorrected sample variance (see also
Park & Judd, 1990). The uncorrected sample variance for
group g at the end of period t is:

V u
t,g =

1
nt,g

t

∑
j=−1

(x j,g− x̄t,g)
2I j,g. (11)

The components of this formula are the same as those in the
formula for the corrected sample variance (eq. 10). Simula-
tions of our model based on this estimator lead to a stronger
in-group heterogeneity effect (with r = .75, Figure 4). For
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Figure 4. Likelihood that the estimate of in-group vari-
ability is higher than the estimate of out-group variability,
P(V u

t,in > V u
t,out), when the estimator of variability is the un-

corrected sample variance (eq. 11). Based on 105 simulations
with r = .75,µin = µout = 0, and σ2

in = σ2
out = 1.
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Figure 5. Likelihood that the estimate of in-group variabil-
ity is higher than the estimate of out-group variability as
a function of time for variance with differential weighting,
P(V e

t,in >V e
t,out). Each point is based on 105 simulations with

r = .75,µin = µout = 0,σ2
in = σ2

out = 1, and α = 0.39.

example, after 15 periods, the likelihood that the estimate of
in-group variability is higher than the estimate of out-group
variability is P(V u

15,in > V u
15,out) = .61. This number was .55

with the corrected sample variance.

Sample Variance with Differential Weighting

A study by Beach and Scopp (1968) proposed that when
estimating the variance of a distribution, people are more
sensitive to smaller deviations than to larger deviations from

the mean. They proposed an alternative variance estimator
where the deviations are taken not to the power of two but to
another exponent:

V e
t,g =

1
nt,g

t

∑
j=−1
| x j,g− x̄t,g |α I j,g, (12)

where α > 0 is a parameter that can be estimated from data.
The authors estimated it to be much smaller than 2: 0.39.
Such estimator gives more weight to smaller deviations and,
therefore, will affect the magnitude of the variability asym-
metry. We are not aware of any use of this measure in the
literature on the perception of group variability, but since
this measure of perceived variability (of a distribution) is one
of the rare measures for which there is empirical support, it
could correspond to how people form group variability judg-
ments from their observations.

Figure 5 reports simulations of our model with this estima-
tor of variability (with r = .75). An in-group heterogeneity
effect emerges after the first period. For example, after 15
periods, P(V e

15,in >V e
15,out) = .55.

Probability of Differentiation

In several studies, participants were asked to recreate the
distribution of a trait (e.g., friendliness) of the members of
the groups over a set of “bins” (Judd & Park, 1988; Judd,
Ryan, & Park, 1991; Linville et al., 1989). In these studies,
a measure of variability called probability of differentiation
was used. This is the probability that two randomly selected
members of a group differ on the focal trait. In the original
studies, the measure was based on discrete distributions with
five values (from 1 to 5). The probability of differentiation
was defined as

Pd = 1−
5

∑
i=1

p2
i , (13)

where pi is the density of value i according to the elicited
distribution (i ∈ {1,2,3,4,5}).

It is possible to adapt our model setup to this setting by
using discrete (instead of continuous) feature distributions.
As an illustration, we assume the focal feature has five lev-
els, with probabilities (0.1,0.2,0.4,0.2,0.1). This distribu-
tion corresponds to one of the settings analyzed in Linville et
al. (1989).

Let Pdt,g denote the probability of differentiation for the
group g based on the sampled distribution of the focal fea-
ture for this group until the end of period t. It is com-
puted using eq. 13. There is an in-group heterogeneity ef-
fect when the in-group is more likely to be perceived as
more variable (rather than less variable) than the out-group:
P(Pdt,in > Pdt,out | Pdt,in , Pdt,out)> .5.11

11There is generally a nonzero probability that the two groups
have the same sample variability. Therefore, we need to use condi-
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Figure 6. Likelihood that the estimate of in-group vari-
ability is higher than the estimate of out-group variabil-
ity, P(Pdt,in > Pdt,out |Pdt,in , Pdt,out) when the measure of
variability is the probability of differentiation. Each point
is based on 105 simulations with r = .75 and a discrete
distribution with five levels and the following frequencies:
(0.1,0.2,0.4,0.2,0.1).

Figure 6 reports simulations of our model with this es-
timator of variability (with r = .75). An in-group hetero-
geneity effect emerges after the first period. For example, af-
ter 15 periods, P(Pd15,in > Pd15,out | Pd15,in , Pd15,out) = .7.
Additional simulations show that the strength of this effect
increases with the sampling advantage for the in-group, r.
For example, if r = 0.8, then P(Pd15,in > Pd15,out | Pd15,in ,
Pd15,out) = .75.

Average Pairwise Similarity

Another frequently used measure of group heterogeneity
consists of asking participants to rate the similarity between
group members. For example, Boldry and Gaertner (2006,
p. 389) used the following question: “To what degree are
all members of the group G similar in terms of feature Y?”
(see also Badea, Brauer, & Rubin, 2012; Quattrone & Jones,
1980). One study used a spatial task where participants were
asked to position group members on a screen; similarity was
measured as the average distance between group members
(Alves et al., 2016). This led to a measure that was the con-
verse of similarity: the higher this average distance, the lower
the average similarity.

We adapt this approach to our one-dimensional setting,
using the absolute value of the difference between any two
observations of the focal feature.

Dt,g =
1

nt,g(nt,g−1) ∑
x1,x2∈Ot,g

|x1− x2|. (14)
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Figure 7. Likelihood that the estimate of in-group vari-
ability is higher than the estimate of out-group variability,
P(Dt,in > Dt,out), when the variability estimate is the average
distance between pairs of group members (eq. 14). Based on
105 simulations with r = .75,µin = µout = 0,σ2

in = σ2
out = 1.

Figure 7 reports simulations of our model with this estima-
tor of variability (with r = .75). An in-group heterogeneity
effect emerged after the first period: P(Dt,in > Dt,out)> .5.

Range

A widely used measure of variability is the range spanned
by group members on the focal dimension (Boldry & Gaert-
ner, 2006; Jones, Wood, & Quattrone, 1981; Quattrone &
Jones, 1980; Rubin, Hewstone, & Voci, 2001). Usually, par-
ticipants are asked to indicate how extreme a group member
can lie on either side of the spectrum. Then, the low esti-
mate is subtracted from the high estimate. In our model, we
compute the experienced range as the maximum minus the
minimum in the sample. Let Ot,g denote the set of periods at
which the agent sampled group g, until the end of period t:

Rt,g = max
j∈Ot,g

x j,g− min
j∈Ot,g

x j,g. (15)

Figure 8 reports simulations of our model with this estimator
of variability (with r = .75). An in-group heterogeneity ef-
fect emerges after the first period: P(Rt,in > Rt,out) > .5 for
t ≥ 1. Moreover, this probability increased with the number

tional probabilities to characterize the asymmetry in perceived vari-
ability (conditioning on the variability estimators of the two groups
being different from each other). As an illustration of the poten-
tial issue, note that it could happen that P(Pdt,in > Pdt,out) < .5
even though the in-group is likely to be seen as the more vari-
able: P(Pdt,in > Pdt,out)> P(Pdt,in < Pdt,out). In discrete settings,
we thus say that there is an in-group heterogeneity effect when
P(Pdt,in > Pdt,out | Pdt,in , Pdt,out)> .5
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Figure 8. Likelihood that the estimate of in-group variability
is higher than the estimate of out-group variability, when the
variability estimate is the range P(Rt,in > Rt,out) or the num-
ber of subgroups, P(Sbt,in > Sbt,out | Sbt,in , Sbt,out). Based
on 105 simulations with r = .75,µin = µout = 0,σ2

in = σ2
out =

1.

of periods. The intuition for this pattern is that the range
cannot decrease when the sample size increases.

Number of Subgroups

In a few studies, participants were asked to generate “sorts
or types” that could describe the groups (Linville, Fischer, &
Yoon, 1996; Park et al., 1992). In the studies that used this
measure, an in-group heterogeneity effect emerged. Partici-
pants tended to generate more subgroups of the in-group than
of the out-group.

A variation of our model adapted to this setting also pro-
duced this result. Research on categorization has shown that
people tend to create additional categories when a new ob-
servation is far from observations in existing categories. The
leading models are very sophisticated (e.g., Anderson, 1991;
Sanborn, Griffiths, & Navarro, 2010). Here we provide an il-
lustration using a very simple model that captures the essence
of this process. We assume that both the in-group and the
out-group could be divided into up to 10 subgroups. We de-
fine boundaries between the subgroups using deciles of the
normal distribution (we keep the assumption that the focal
feature follows a standard normal distribution for the two
groups). That is, an observation that is in the first decile
would be in the first subgroup, an observation in the second
decile would be in the second subgroup, etc.

We measure the number of types in a group g by counting
the number of subgroups that are being “hit” by the sample of
observations for the group g. We denote the number of these
subgroups by Sbt,g. For example, if all the observations fall
in the same decile, group variability is minimal: Sbt,g = 1.

If, by contrast, the observations span the 10 deciles, group
variability is maximal: Sbt,g = 10.

Figure 8 reports simulations of our model with this esti-
mator of variability (with r = .75). An in-group heterogene-
ity effect emerges after the first period: P(Sbt,in > Sbt,out |
Sbt,in , Sbt,out) for t ≥ 1. The effect is very strong. For
example, after 15 periods, P(Sb15,in > Sb15,out | Sb15,in ,
Sb15,out) = .96 (with r = .75). Additional simulations show
that the strength of the effect increases with the sampling
advantage for the in-group, r. For example, if r = 0.8, then
P(Sb15,in > Sb15,out | Sb15,in , Sb15,out) = .98.

Proportion of Group Members Who Possess a Trait

In several studies, participants were asked to indicate the
proportion of group members possessing a stereotypical trait
(Boldry & Gaertner, 2006; Park & Judd, 1990; Park et al.,
1992; Quattrone & Jones, 1980; Ryan, Judd, & Park, 1996).
A higher percentage was interpreted as an indication of lower
group heterogeneity.

It is possible to analyze this kind of setting with our model
by assuming the focal feature is binary (absent or present)
and that the probability that a group member possesses it is
pg. As a measure of perceived group variability one minus
the proportion of observations with the focal feature:

Prt,g = 1− 1
nt,g

t

∑
j=−1

x j,g, (16)

where x j,g = 1 if the focal feature is present and x j,g = 0 if
it is absent (as before, nt,g is the number of observations of
group g until the end of period t).

Suppose the feature is prevalent in the population, but
equally stereotypical of both the in-group and the out-group:
pin = pout = .85. Figure 9 reports simulations of our model
with this estimator of variability (with r = .75). An in-
group heterogeneity effect emerges after the first period:
P(Pr15,in > Pr15,out | Pr15,in , Pr15,out) > .5 for t ≥ 1. After
15 periods, this is P(Pr15,in > Pr15,out | Pr15,in , Pr15,out) =
.54. Additional simulations show that the strength of this ef-
fect increases with the sampling advantage for the in-group,
r. If the trait is rare, the opposite effect emerges: an in-group
homogeneity effect. Suppose pin = pout = .15. After 15
periods, P(Pr15,in > Pr15,out | Pr15,in , Pr15,out) = .46 (with
r = .75). We return to the in-group homogeneity effect in the
next section.

Discussion

So far, we have considered a number of measures of group
variability used in the prior empirical and theoretical liter-
ature. For each measure, we proposed a way it could be
constructed on the basis of the sampled observations of the
group, and we showed that our sampling mechanism could



INFORMATION SAMPLING AND THE IN-GROUP HETEROGENEITY EFFECT 13

0 20 40 60 80 100
Period

0.45

0.5

0.55

0.6

0.65

Figure 9. Likelihood that the estimate of in-group variability
is higher than the estimate of out-group variability, P(Prt,in >
Prt,out | Prt,in , Prt,out), when the measure of variability is
the perceived proportion of group members that possess a
trait (eq. 16). Based on 105 simulations with r = .75, and
pin = pout = .85.

produce an in-group heterogeneity effect for all these mea-
sures.

With some of the sample variability estimators, the model
produces a substantially stronger effect than its baseline ver-
sion with corrected sample variance (Model 1). This is the
case with uncorrected sample variance, the probability of dif-
ferentiation, range, and number of subgroups. Notably, all
these estimators are biased with respect to the corresponding
population level parameter (see our discussion of uncorrected
sample variance above). This occurs because the estimators
are subject to a negativity bias that becomes milder as sample
size increases. For these estimators, the observed asymmetry
in simulated group variability estimates is a result of the joint
effect of the asymmetry in sample size and systematically bi-
ased information processing.

By contrast, the sample-based average pairwise similarity
and the proportion of group members who possess a trait are
unbiased estimators. Unsurprisingly, effect sizes are smaller
in these cases. These analyses suggest that in settings where
intuitive estimates of variability correspond to one of the bi-
ased estimators, analysts will observe a stronger in-group
heterogeneity effect than in settings where they correspond
to unbiased estimators. As mentioned in the introduction,
our review of the literature on intuitive perception of variabil-
ity identify little evidence about which variability estimator
best corresponds to intuitive group variability. Additional re-
search will need to address this issue.

When the variability estimator is biased, it is possible to
compute the relative contributions of the sampling asym-
metry and the bias in information processing to the overall

asymmetry in perceived variabilities. Consider, for exam-
ple, Figures 1 and 4, which display the perceived asymme-
try in group variabilities in the case of the corrected sample
variance (an unbiased estimator) and the uncorrected sample
variance (a biased estimator). These two figures are based
on the same model parameters. A comparison of these two
figures indicates that close to 50% of the asymmetry in per-
ceived variability can be attributed to the difference in sample
size. The rest (the difference, on the y-axis, between the two
graphs) can be attributed to biased information processing.
The sampling asymmetry contributes to a substantial propor-
tion of the total effect.12

In our analyses, we have assumed that agents pay atten-
tion to one focal feature of group members. This assump-
tion was motivated by a desire to build a simple model and
to relate to earlier research that focused on one-dimensional
settings (Linville & Fischer, 1998). Yet, when people form
mental representations of group members and groups, they
likely encode many features (Fiedler, 1996). It is possible to
show that the impact of the sampling asymmetry in favor of
the in-group can be larger in multidimensional settings.

Consider an extension of Model 1 to a multidimensional
space. Suppose that k features represent each group mem-
ber. More precisely, each observation is a draw from a multi-
variate normal distribution. For simplicity, we assume that
the features are uncorrelated with each other and that the
variances on all dimensions are equal to 1.13 Instead of
estimating variability based on the sample variance of the
unique feature, the agent estimates the variances of each of
the k features. She does so based on the samples collected
about the in-group and the sample collected about the out-
group. Suppose the agent perceives a group as more vari-
able if he or she perceives a higher number of features as
more variable for this group than for the other one. For ex-
ample, consider a setting with 11 dimensions and suppose
the agent perceives six features as more variable for the in-
group than for the out-group. Then the agent will judge the
in-group as the more variable group. Ancillary simulations
show that in such multidimensional setting the in-group het-
erogeneity effect is larger than in the one-dimensional case.
After 15 periods, P(V c

15,in > V c
15,out) = 0.63 (it was 0.55 in

the one-dimensional setting). Moreover, the size of the ef-
fect increases with the number of dimensions: with 21 di-
mensions P(V c

15,in >V c
15,out) = 0.67; and with 61 dimensions

P(V c
15,in >V c

15,out) = 0.76.

12This analysis does not imply that motivated cognition plays no
role in explaining instances of the in-group heterogeneity effect.
But because it is unclear what intuitive estimator people use when
answering questions about group variability, it is not possible to
identify the contribution of motivated cognition unless people ob-
serve samples of the same sizes about the two groups.

13The variance-covariance matrix is thus the identity matrix of
dimension k.
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These results resonate with earlier work by Fiedler (1996)
who showed that because the information about the in-group
is denser than about the out-group, more unique features are
extracted from a set of multidimensional vectors representing
group members (see also Fiedler, Kemmelmeier, & Freytag,
1999). There are many possible approaches to studying how
sample size can affect perceived variability in multidimen-
sional settings. Another possible approach would consider
how people select features to form a mental representation
of social groups in settings where the agent potentially per-
ceives numerous dimensions of each group member. Prior re-
search suggests that people will try to rely on a restricted set
of dimensions (Niv et al., 2015). We conjecture that the men-
tal representation of social groups will invoke a higher num-
ber of dimensions when the sample of observations about
the group is larger. This, in turn, could explain the finding
that people have mental representations about in-groups that
consist of more feature dimensions than about out-groups
(Linville, 1982). We leave formal analysis of such mecha-
nisms for future research.

There exist a number of measures of group heterogene-
ity we have not discussed in this section because it is un-
clear how they can be characterized by sample properties.
For example, in several studies, participants were asked to
recall or recognize traits of group members (Lorenzi-Cioldi,
1998; Ostrom et al., 1993; Ratcliff, Hugenberg, Shriver, &
Bernstein, 2011; T. L. Stewart, Vassar, Sanchez, & David,
2000). Higher confusion among group members was inter-
preted as lower perceived group heterogeneity. It is not clear
how our sampling mechanism could explain the findings of
these studies without invoking specific assumptions about the
storage and retrieval of information in memory.

Next, we show how the strength of the in-group hetero-
geneity effect predicted by our model varies with changes in
model assumptions other than the measure of variability.

Sensitivity to Model Assumptions

In the Rational Analysis section, we restricted our analy-
ses to two sets of simulations with the same unique parameter
value of r = .75 (the propensity to interact more frequently
with the in-group). We also assumed perfect memory. In this
section, we analyze how the size of the effect changes with
model parameters and show that the predicted effect is robust
to alternative assumptions about memory. Finally, we ex-
plore what happens when we change assumptions about how
the environment affects the sampling of information about
the in-group and the out-group.

An important finding is that our sampling model can also
produce a pattern opposite to the in-group heterogeneity ef-
fect: an in-group homogeneity effect. The conditions under
which this happens map well with empirical evidence that
also produced this effect.

Figure 10. Likelihoods that the estimate of in-group vari-
ability is higher than the estimate of out-group variability,
P(V c

t,in > V c
t,out), after 15 (solid line), 50 (dashed line), and

100 periods (dotted line), as a function of the baseline proba-
bility of sampling the in-group (r). The estimator of variabil-
ity is the corrected sample variance (eq. 10). Based on 105

simulations with µin = µout = 0;σ2
in = σ2

out = 1.

Sensitivity to the Model Parameters

Relative probabilities of sampling the in-group ver-
sus the out-group. A central assumption of our model is
that the agent is more likely to interact with the in-group
rather than the out-group. Figure 10 illustrates the likelihood
P(V c

t,in > V c
t,out) as a function of r. Unsurprisingly, a higher

value of r leads to a stronger effect—less so if the agent sam-
ples for longer.

By contrast, when r < 0.5 (the out-group, not the in-
group, has a sampling advantage), the model predicts the
opposite effect: An in-group homogeneity effect emerges
(P(V c

t,in >V c
t,out)< 0.5). This fits well with existing evidence

that an in-group homogeneity can emerge among members
of a minority group (B. Simon & Pettigrew, 1990a; Voci,
Hewstone, Crisp, & Rubin, 2008). The GSS survey data ana-
lyzed by Marsden (1987) suggests that members of a minor-
ity are frequently exposed to members of a majority (their
out-group), especially when the minority is small. In the
survey, Hispanic and black respondents listed more mem-
bers of different racial groups among their closest contacts
than did white respondents. At the extreme, members of a
minority might interact more frequently with members of a
majority group than with members of their own, minority,
group. When this is the case, our model implies that the in-
group will tend to be judged as more homogeneous than the
out-group.

Difference in true variabilities. To illustrate the im-
plications of our sampling-based mechanism, we assumed



INFORMATION SAMPLING AND THE IN-GROUP HETEROGENEITY EFFECT 15

Figure 11. Likelihoods that the estimate of in-group vari-
ability is higher than the estimate of out-group variability,
P(V c

t,in > V c
t,out), for two levels of the true variability of the

out-group: σ2
out = 0.92, σ2

out = 1.12. For both cases, the true
variability of the in-group is σ2

in = 1. The estimator of vari-
ability is the corrected sample variance (eq. 10). Based on
105 simulations with r = .75, µin = µout = 0.

that the true variabilities of the two groups were the same
(σin = σout ). This does not have to be the case. For example,
a focal feature that is stereotypical for one of the groups im-
plies a difference in true variabilities. If the variabilities are
different, our mechanism will imply the emergence of sys-
tematic errors in the perceived difference in variability. Sup-
pose the variability of the in-group is higher than the variabil-
ity of the out-group: σ2

in > σ2
out . In this case, most agents will

perceive the difference in variabilities as higher than it really
is: P(V c

t,in−V c
t,out > σ2

in−σ2
out) > .5. Moreover, the propor-

tion of agents who perceive the in-group as the more variable
group will be higher than when the true variabilities are the
same. As an illustration, suppose σin = 1 > σout = 0.9 (Fig-
ure 11). After 15 periods, P(V c

15,in−V c
15,out > σ2

in−σ2
out) =

.53. The probability of perceiving the in-group as more vari-
able is P(V c

15,in > V c
15,out) = .65. It was .55 when the true

variabilities were the same.
If the feature is stereotypical for the in-group, however,

the difference in variability will result in an in-group ho-
mogeneity effect. This prediction is consistent with existing
findings. In Experiment 1 by S. A. Haslam, Oakes, Turner,
and McGarty (1995), Australians indicated from a list the
traits that “seem the most typical of people” from Australia
and the United States. Participants were asked to choose
five of these traits and to provide the percentages of peo-
ple who possess that characteristic in each country. The five
traits chosen for Americans were regarded as stereotypical
of Americans and counter-stereotypical of Australians. Sim-
ilarly, the traits chosen as stereotypical of Australians were
considered counter-stereotypical of Americans. Note that

these definitions are specific to each participant, as every par-
ticipant independently indicated which traits they regarded as
stereotypical of each nation. Consider a trait listed as typi-
cal of Australians. Participants indicated their estimated per-
centage of Australians and Americans with this trait. The
stated percentages of Australians were higher than the stated
percentages of Americans. In other words, Australians per-
ceived their in-groups as more homogeneous than their out-
groups on stereotypical traits (assuming that group homo-
geneity is defined as the proportion of group members who
possess a given trait).

To see how our approach relates to this kind of setting,
consider the version of our model that includes the propor-
tion of group members who possess a trait (analyzed in Sec-
tion Other Measures of Group Variability). Suppose that the
feature is binary and that 85% of the in-group members and
50% of the out-group members possess it (pin = .85; pout =
.5). The in-group is less variable than the out-group on this
trait, and so an in-group homogeneity effect will emerge even
if there is a sampling advantage for the in-group. For exam-
ple, with r = .75 there is an in-group homogeneity effect in
all periods. The in-group is less likely to be perceived as the
more variable: P(Prt,in > Prt,out | Prt,in , Prt,out)< .5. After
15 periods, this probability is .08. A similar pattern occurs
if there is no sampling asymmetry (r = .5) because of the
difference in true variabilities.

To capture this kind of situation with our model based on
normally distributed features, it is enough to assume that the
true variability of the in-group is lower than the true variabil-
ity of the out-group: σ2

in < σ2
out . In this case, an in-group

homogeneity effect could emerge if the difference in true
variabilities is large enough: P(V c

t,in > V c
t,out) < .5. Suppose

σin = 1 < σout = 1.1. After 15 periods, P(V c
15,in >V c

15,out) =
.46 (see Figure 11).

Assumptions about Memory

In the sections above, we assumed away constraints on
memory, and we assumed that the perceived variability of a
group depended on the whole set of observations sampled
from the environment about that group. The realism of these
assumptions is questionable. There exists a large amount of
evidence that when people learn from a sequence of obser-
vations they are subject to recency biases (see Denrell, 2005,
for a review). Other papers have suggested that when people
are asked for variability estimates, they might recall a lim-
ited sample of relevant observations from their memories and
construct the variability estimate based on this small sam-
ple (e.g., Juslin, Winman, & Hansson, 2007; Kareev et al.,
2002).

Recency-weighted sample variance. We analyze a
model where the agent stores an estimator of variability and
updates it sequentially based on additional sampled observa-
tions. This approach is similar to models of belief updating
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Figure 12. Likelihood that the estimate of in-group vari-
ability is higher than the estimate of out-group variability,
P(V r

t,in > V r
t,out), when the estimator of variability is the

recency-weighted sample variance (eq. 17). Each point is
based on 105 simulations with r = .75,µin = µout = 0,σ2

in =
σ2

out = 1 and bx = 0.3.

that are commonly used in investigations of attitude forma-
tion (e.g. Denrell, 2005; Hogarth & Einhorn, 1992; March,
1996).

To remain as close as possible to our baseline model, we
assume that the agent aims to estimate the variance of the ob-
served dimension for each group. Let V r

t,g be the estimate of
the variance at the end of the period t and x̂t,g be the estimate
of the mean. If the agent samples group g in period t, the
agent updates its estimates as follows:

V r
t,g = (1−bx)[V r

t−1,g +bx(xt,g− x̂t−1,g)
2], (17)

and:
x̂t,g = bxx̂t−1,g +(1−bx)xt,g, (18)

where bx ∈ [0,1] is the weight of the most recent observa-
tion. If the group is not sampled, the estimators of mean and
variance do not change. Note that this model implies an ex-
ponential memory decay. The strength of the decay increases
with the size of the parameter bx.

Figure 12 reports simulations of our model with this esti-
mator of variability (with r = .75). An in-group heterogene-
ity effect emerges after the first period: P(V r

t,g > V r
t,g) > .5.

The effect is less persistent than in the baseline simulations,
however. This is because the assumed recency weighting
implies limited memory capacity. And when the agent has
sampled both groups enough to reach the limit, the sampling
asymmetry does not imply a corresponding asymmetry in
variability estimates.

Sampling from long-term memory. Research on the
production of confidence intervals suggests that these are

likely constructed from samples of observations retrieved
from long-term memory. In an important paper, Juslin et al.
(2007) proposed a model of how this might happen: the naïve
sampling model. We see subjective confidence intervals as
specific kinds of variability assessment; we, therefore, apply
the naïve sampling model to a setting in which hypothetical
study participants would judge which of two groups is the
more variable. The naïve sampling model makes three basic
assumptions:

1. “Each judgment elicits retrieval of a small sample of
similar observations from long-term memory that be-
come active in short-term memory.

2. The sample size is constrained by short-term memory
capacity.

3. People directly use sample properties to estimate pop-
ulation properties.” (Juslin et al., 2007, pp. 681–682)

We adopt these three assumptions. As in our baseline
model, we assume that the focal agent observed one dimen-
sion of each group and constructs a variability estimate of
each group on this dimension.

The true distribution of the feature in a group corresponds
to the “objective environmental distribution” (OED) in the
naïve sampling model. Juslin et al. (2007) specify the mem-
ory sampling process as follows:

In long-term memory, a subset of the target val-
ues in the OED is stored, and these observations
define the subjective environmental distribution
(SED). The target values of a sample of n ob-
servations in the SED are retrieved to produce
a subjective sample distribution (SSD). In the
spirit of the naïve intuitive statistician, we as-
sume that the SSD is a random sample from the
SED. (pp. 683-684)

In these terms, the sampling asymmetry discussed so far
in the paper is an asymmetry that concerns the SED, the sam-
ples collected from the environment. According to the naïve
sampling model, the variability estimates are based on the
SSD, a sample of observations in short-term memory. Sup-
pose the size of this sample is at most nw observations, which
reflects the short-term memory capacity. We consider a set-
ting where a person is asked which of two groups is the more
variable. We assume that each observation stored in long-
term memory is equally likely to be retrieved into short-term
memory (independently of the group to which it belongs).

As an illustration, suppose that nw = 7. We make this
assumption because it corresponds to the typical number of
chunks of familiar information that can be stored in working
memory (Miller, 1956). We assume r = .75, as in simula-
tions of the baseline model. After 15 periods the amplitude
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of the in-group heterogeneity effect is close to what was ob-
tained with the baseline model: P(V c

15,in >V c
15,out) = .56 (this

quantity was .55 with the baseline model). The predictions
of the two models differ when the number of periods is large,
however. Suppose that there are 100 periods. In the lim-
ited memory model, the size of the effect would be the same
as with 15 periods: P(V c

100,in > V c
100,out) = .56. But in the

baseline model, the size of the effect is smaller than with 15
periods: P(V c

100,in >V c
100,out) = .52.

The fact that the effect is larger with the limited memory
model results from two sampling asymmetries: an environ-
mental sampling asymmetry and a resulting memory sam-
pling asymmetry. The environmental sampling asymmetry
is the asymmetry that operates in the baseline model and its
variations discussed in the previous two sections. It affects
the relation between OEDs and SEDs. The memory sam-
pling asymmetry results from a conjunction of two factors.
The first factor is the fact that in long-term memory there
are more in-group observations than out-group observations.
This is produced by the environmental sampling asymme-
try. The second factor is the assumption that observations
stored in long-term memory are retrieved independently of
the group to which they correspond and with equal probabil-
ity.

After a large number of periods, the two SEDs are based
on large samples and thus the environmental sampling asym-
metry in favor of the in-group is no longer very consequential
for the asymmetry in the variabilities of the SEDs, as illus-
trated in our analysis of the baseline model (Figure 1). Yet,
the memory sampling asymmetry in favor of the in-group re-
mains consequential for the asymmetry in the variabilities of
the SSDs, because the SSDs are based on small samples of
systematically different sizes.

Existing research on overconfidence has shown that dif-
ferent types of questions trigger different memory sampling
processes (Juslin et al., 2007). Similarly, we conjecture that
the format of the questions used to elicit the in-group het-
erogeneity effect likely affects the size of the effect. We
speculate that questions that ask an individual to compare the
variabilities of two groups will trigger the memory sampling
mechanisms posited above (nw observations, of which some
will be from the in-group and some from the out-group).

A different memory sampling mechanism would likely
operate if study participants were asked the perceived vari-
ability of the two groups separately. In this case, up to nw ob-
servations from the in-group are retrieved from long-term to
short-term memory when assessing the variability of the in-
group. And up to nw observations from the out-group are re-
trieved from long-term to short-term memory when assessing
the variability of the in-group. Ancillary simulations show
that if the same number of observations about each group are
retrieved, there is no in-group heterogeneity effect implied
by our sampling mechanism (with both corrected and uncor-

rected sample variance). This does not imply that we would
expect not to observe any in-group heterogeneity effect in
this kind of setting, but rather that an observed asymmetry
would likely be the outcome of differential processing of in-
formation about the in-group and the out-group.

Several studies have suggested that memory processes
could explain the in-group heterogeneity effect (Ostrom et
al., 1993; Park & Judd, 1990). They proposed that there
are systematic differences in how the information about in-
groups and out-groups is retrieved. However, our analy-
sis suggests that even if there is no difference in retrieval
processes, a limited working memory capacity could con-
tribute to explaining the in-group heterogeneity effect for
some question formats.

Sensitivity to Assumptions about the Structure of the En-
vironment

Adaptive sampling of groups. In the baseline model,
we assumed that the sampling probabilities were exoge-
nously set for the agent: The agent’s experience did not affect
its relative propensities for sampling one group or the other.
Yet, in many settings, the valence of past experiences with a
group affects an individual’s propensity to sample the group
again. When people have had a positive experience with a
group, they are more likely to interact again with members
of this group. Conversely, a negative experience makes them
less likely to interact again with members of this group. A
large amount of research has provided evidence for this pat-
tern of approach and avoidance, called “adaptive sampling”
in recent literature (for a review, see Denrell, 2005).

We analyzed a version of our model consistent with this
observation. In this setting, whenever the agent samples a
group, it updates its attitude toward the group based on the
valence of its experience. It also makes an observation of
the focal feature X (with the same properties as in our base-
line model). Let At,in be the attitude toward the in-group and
At,out the attitude toward the out-group. The probability that
the agent samples the in-group in period t depends on its at-
titude as follows:

Pt,in = l +(1− l)
esAt,in

esAt,in + esAt,out
, (19)

where s characterizes the sensitivity of the sampling likeli-
hood to the current attitude and l ∈ [0,1] is a parameter that
corresponds to the sampling advantage of the in-group. The
higher l is, the higher the sampling advantage for the in-
group. When l is close to 1, the agent frequently samples
the in-group even if it has a negative attitude toward it (At,in
is low). When l is close to 0, information sampling is mostly
driven by the attitudes towards the two groups.

Simulations reported in Appendix A show that an in-
group heterogeneity effect also emerged in this setting. An-
cillary analyses showed that the effect tended to be stronger
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when sampling was more sensitive to the valence of past ex-
periences (s). This is because in this case, the asymmetry in
the sizes of the samples collected about the two groups was
amplified.

Similarity-based sampling of people. Existing re-
search on social networks provides evidence that people tend
to create ties with similar others—this phenomenon is known
as the “homophily principle” (Galesic et al., 2012; Marsden,
1987; J. M. McPherson & Smith-Lovin, 1987). We can ana-
lyze the implications of this phenomenon for the emergence
of the in-group heterogeneity effect by analyzing a version of
our model in which the sampling behavior of the focal agent
does not directly depend on group membership but rather on
feature-based similarity.

Suppose there is a large population with two groups of
equal size. From the perspective of a person in this pop-
ulation, half of the population belongs to the in-group and
half belongs to the out-group. Each member of the society
has two features, X and Y ; X can be observed without sam-
pling whereas sampling is necessary to discover Y 14. For
example, X could pertain to physical appearance, whereas
Y could pertain to personality. This distinction is similar to
the distinction between “proximal” and “distal” objects in
construal level theory (Liberman, Trope, & Wakslak, 2007;
Trope & Liberman, 2010). 15 Here we build on Fiedler’s
(2007) observation that agents obtain information about dis-
tal and proximal objects differently.

We assume that Y and X are both distributed according
to normal distributions. The distribution of Y is the same
for members of the in-group and members of the out-group.
The distributions of X , differ across groups, however. For
in-group members, X follows a N(1,1) distribution. For out-
group members it follows a N(0,1) distribution. Consider an
agent, i. The assumption that people are more likely to inter-
act with similar others than with dissimilar others is imple-
mented by assuming that the probability that agent i samples
an agent j in period t decreases with the distance between
the two agents on dimension X :

Pt, j =
e−s|xi−x j|

∑k e−s|xi−xk|
, (20)

where s characterizes the sensitivity of the sampling proba-
bility to similarity.

Simulations reported in Appendix A show that this model
leads to the emergence of an in-group heterogeneity effect:
The sample variability for the in-group tends to be higher
than the sample variability for the out-group. As in other
versions of our model, this results from the fact that the agent
tends to obtain larger samples of observations about the in-
group. In this case, this sampling asymmetry is driven by the
combination of two factors: the fact that the groups differ on
the proximal dimension (X follows different distributions for
in-group and out-group) and the fact that people tend to sam-

ple others similar to them on this proximal dimension. The
effect becomes stronger when the difference between the X
distributions is larger.

Groups of different sizes. In the baseline model, we
implicitly assumed that groups were infinitely large. In re-
ality, however, groups have finite sizes that generally differ
from each other. Differences in group sizes have implications
for the strength of the in-group heterogeneity effect. Suppose
that the in-group is the larger of the two groups (it is the ma-
jority group). The difference in group sizes has two parallel
effects that reinforce each other: first, the agent is more likely
to sample members of the (larger) in-group; second, the in-
group, due to its larger size, is also more likely to be more
variable than the out-group. The latter effect was absent in
the simulations of the simple model (we assumed that the two
groups had the same variability); therefore, in this setting the
effect will be stronger than in our baseline case. Simulations
confirmed this intuition. Suppose r = .75,Nin = 50,Nout =
10. After 15 periods, P(V c

15,in > V c
15,out) = .62. This value

was .55 with the version of Model 1 analyzed at the begin-
ning of the paper. (See Appendix A for details).

Now suppose that the in-group is the smaller one (the mi-
nority group). This difference in size implies it is likely less
variable than the out-group. The nature of the asymmetry in
perceived group variabilities will depend on the sampling ad-
vantage of the in-group. If the in-group has a strong sampling
advantage, an in-group heterogeneity effect will emerge. But
if the sampling advantage of the in-group is not as strong, an
in-group homogeneity effect will emerge. To illustrate this,
let us assume Nin = 10 and Nout = 50. For most values of r,
an in-group homogeneity effect will emerge. For example,
with r = .75 after 15 periods P(V c

15,in > V c
15,out) = .47 < .5.

However, for very high values of r, the sampling advantage
compensates for the asymmetry in group sizes. For example,
with r = .9, P(V c

15,in >V c
15,out) = .5.

These results predict that an in-group homogeneity effect
will tend to emerge in minorities. But if the minority is
strongly isolated from the majority (r is very high), an in-
group heterogeneity effect will prevail.

Distribution of the focal feature. The nature of the
asymmetry in perceived group variabilities depends on the
nature of the distribution of the focal feature. In most
analyses reported so far, we assumed it was normally dis-
tributed. Some naturally occurring environments are better
described by skewed or even bimodal distributions (Galesic
et al., 2012; Pachur, Hertwig, & Rieskamp, 2013). Ancil-

14Here we define sampling specifically as an interaction with a
group member (e.g., a conversation). Therefore, we do not treat
observing perceptual information X by the agent as sampling.

15Construal level theory defines “proximal” and “distal” objects
by their distance to the observer in their psychological space. While
“proximal” objects are in the closer vicinity, “distal” ones are re-
moved.
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lary simulations suggested that the in-group heterogeneity
effect emerges with most unimodal distributions (although
we could not formally prove that unimodality is a sufficient
condition for the effect to emerge). When the distribution is
not unimodal, the opposite effect can emerge: an in-group
homogeneity effect. The intuition for this result is that when
the distribution is bimodal, sample variance does not increase
with sample size, but rather tends to decrease.

Suppose the distribution of the focal feature is a
Beta(0.2,0.2), for both groups. After 15 periods, P(V c

15,in >

V c
15,out) = .47 (with r = .75). It is noteworthy that this quan-

tity is lower than .5. The support of the Beta(0.2,0.2) distri-
bution is [0,1]. It has a peak at 0 and a peak at 1. When the
sample of observations is small, it is likely that all observa-
tions will be close to one of the two peaks. But as the sample
size increases, it is more likely that some intermediary val-
ues (close to the midpoint, 0.5) will be sampled. The sample
variance thus decreases with sample size.

We are not aware of any existing study of the in-group
heterogeneity effect that focused on features with bimodal
distributions. Testing this distinctive prediction of our model
is an interesting avenue for future research.

Discussion

We analyzed the sensitivity of the predictions of our
sampling-based mechanisms to three classes of factors:
model parameters, assumptions about memory, and assump-
tions about the structure of the environment. We identified a
number of factors that affect the strength of the effect. Per-
haps more importantly, we found that our mechanism can
also explain an effect opposite to the in-group heterogeneity
effect: an in-group homogeneity effect. We found that it will
occur for features that are stereotypical of the in-group and
when the in-group is a minority—predictions consistent with
existing empirical evidence.

Yet our sampling approach cannot provide an alternative
explanation for all existing findings about the in-group het-
erogeneity effect. An important assumption of our model
is that the structure of the environment implies a sampling
advantage for the in-group (probability to sample from the
in-group r > 0.5). In other words, an asymmetry in sam-
ple sizes is necessary for the emergence of the difference in
perceived group variabilities. Our sampling approach is thus
unable to account for instances of the in-group heterogene-
ity effect in settings where there is no asymmetry of sample
sizes. For example, an in-group heterogeneity effect has been
found in experiments using a minimal group paradigm, in
which participants are randomly assigned to a group during
the experiment and asked to report the variability of a target
group (either their group or the other one). In one such study,
Rubin and Badea (2007) gave participants a dot estimation
task where participants were asked to estimate the number
of dots on a slide. After this task, the participants were as-

signed to a group of “underestimators” or “overestimators”
and asked to complete the range task for a number of traits
for the target group. There was no asymmetry in sample sizes
between the two groups. This implies that the difference in
perceived group variability can only be produced by differ-
ences in how the information about the two groups is pro-
cessed. Understanding how our sampling-based mechanism
and information-processing mechanisms interact in creating
the in-group heterogeneity effect is an interesting avenue for
future research.

Sample Size, Perceived Variability and In-Group
Heterogeneity Effect: Empirical Evidence

Our sampling explanation for the in-group heterogene-
ity effect relies on the observation that perceived variability
tends to increase with sample size. In this section, we re-
view existing evidence for this association and provide new
evidence in two experiments.

Existing Evidence

Linville et al. (1989) asked Yale undergraduate students to
estimate the distribution of their classmates in an introduc-
tory psychology class on five characteristics: likability, aver-
age number of hours per day spent studying outside of class,
SAT scores, typical mood, and friendliness (Experiment 4).
Each characteristic had seven levels. For each characteristic,
participants were asked to indicate the percentage of their
classmates that fall into each of the seven levels. The authors
elicited the perceived distributions three times: near the be-
ginning, at the midpoint, and near the end of the semester.
They found that perceived variability increased with experi-
ence: The linear trend was positive and significant for both
variance of the perceived distribution and the probability of
differentiation.

Experiment 2 in Kareev et al. (2002) provides a more di-
rect test of the hypothesis that perceived variability tends to
increase with sample size. Participants saw two populations
of equal variance (this was unknown to the participants) and
were asked to indicate which of the two was the less vari-
able. Unbeknownst to the participants, the two populations
had the same distribution. They saw a sample from each pop-
ulation. For one population, participants saw the whole pop-
ulation (28 items); this was the “large sample population.”
For the other, they drew a random sample of seven items; this
was the “small sample population.” The majority of partic-
ipants selected the small sample population as the less vari-
able one. Participants also completed an incentivized task
where the optimal choice was to select the less variable pop-
ulation (they were told that two items would be drawn from
the selected population and they would receive a bonus if
they were close enough). Again, the majority of participants
selected the small sample population. Overall, these results
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indicate that the participants perceived the small sample pop-
ulation as less variable than the large sample population.

These two studies provide evidence that the perceived
variability of a distribution increases with sample sizes. The
study by Kareev et al. (2002) is especially relevant to our ap-
proach because it measured the association not in terms of a
difference in means, but in terms of the proportion of partic-
ipants who believed the large sample to be the more variable
one. This characterization is similar to the one adopted in
this paper (eq. 1). However, neither previous study actually
analyzes sample variability. For example, in Kareev et al.
(2002), without the information about the actual samples ob-
served by the participants it is not possible to rule out the
possibility that people perceive a large sample population as
more variable even if the observed sample is not the more
variable one. The study by Linville et al. (1989) is subject
to the same limitation. To overcome this limitation, we col-
lected novel evidence.

Experiment 1: Sample Size and Perceived Variability

Our experiment design was inspired by Experiment 2 in
Kareev et al. (2002). The main difference is that we mea-
sured the variabilities of the samples observed by each par-
ticipant. Moreover, the cover story invokes social groups in-
stead of physical objects.

Design. After providing their consent, participants re-
ceived general instructions: “Imagine you work for the
school review board that oversees a specific district of the
city. In this quarter, you need to write a report about the
performance of the schools that are in your district. The re-
port focuses on the math scores of the pupils. There are two
schools in your district: Norester Academy and Oak Moun-
tain High School. In this experiment, you will observe the
math scores first from one school and then from the other
one. In the end, you will have to judge which school has
the larger variety of scores.” Participants then observed a
random sample of numbers from one school and in the fol-
lowing block a random sample from the other school. One
sample size was 5, the other, 50. The pairing of school and
sample size was randomized as well as the order in which
the two samples were presented. The samples were drawn
from the same distribution. We used a symmetrical distribu-
tion which ranged from 2 to 9 with the following frequen-
cies: [0.01,0.06,0.17,0.26,0.26,0.17,0.06,0.01]. This dis-
tribution is a rescaled and discretized beta distribution with
parameters α = β = 5. Each participant observed a unique
sample from the distribution. Before the first item in each
sample, participants saw a fixation cross for 450 millisec-
onds. Then digits appeared on the screen in quick succession
(each digit remained on the screen for 600 milliseconds).
This procedure is similar to that described in Goldstein and
Rothschild’s (2014) paper on perception of distributions.

After participants observed the samples from the two

schools, they answered three questions pertaining to the per-
ceived variabilities of the math scores.

Q1. This question was incentivized. Participants were
told: “Suppose that two students are randomly chosen from
one of the two schools. Let us call A and B their math scores.
Let D be the difference between these two numbers. You
will get a bonus of D points. That is, the larger the differ-
ence between the two numbers, the higher your bonus (the
bonus cannot be negative).” Then participants faced a choice
between the two schools. The goal was thus to select the
school with the higher variability since doing so would in-
crease the probability to receive a higher payoff. At the end
of the experiment, two numbers were randomly drawn from
the chosen school and participants were paid a bonus propor-
tional to D.

Q2. Participants were presented with a continuous slider
and asked to indicate which school had the larger “variety of
math scores.” The minimal value of the slider was −100
(e.g., “Norester Academy has more variety”). The maximal
value was 100 (e.g.,“Oak Mountain High School has more
variety”) and had a midpoint at 0 (e.g.,“The schools have the
same variety”). (The schools at the end of the scales were
randomized, and the numeric values were not shown to the
participants).

Q3. Participants were asked to imagine two pupils and
their scores from each of the two schools. They were then
asked to indicate the school for which they predicted the two
numbers to be closer to each other.

The experiment was administered as a Qualtrics online
survey to 652 participants recruited via Amazon Mechani-
cal Turk. Participants received a fixed payment for their time
and a bonus proportional to D in Q1.16

Prediction and background conditions.
Main prediction: Asymmetry in perceived variabilities.

Most participants will perceive the large sample school as the
more variable. This prediction of our model was contingent
on the following two background conditions:

Background condition 1: Asymmetry in sample variabil-
ities. Consistent with the simulations reported earlier in the
paper, we anticipated that for most participants the sample
variance of the large sample school (V c

L ) would be larger
than the sample variance of the small sample school (V c

S ):
P(V c

L >V c
S )> .5.

Background Condition 2: Effect of sample variability on
perceived variability. The proportion of participants choos-
ing the large sample school will be higher when the large
sample school has the higher variability than when it has the
lower variability.

Results. Because all three questions asked people to in-
dicate which school had the higher variability, we combined
the responses to the three questions in an aggregate score.

16Experimental data will be made available on Open Science
Framework upon publication of this paper.
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Participants who indicated that Norester Academy was the
more variable in the majority (minority) of the responses to
Q1, Q2, and Q3 were coded as perceiving Norester Academy
as the more (less) variable school.17 Results for each ques-
tion are reported in Table B1 in the Appendix.

The results were consistent with our predictions. We re-
port our analyses using the corrected sample variance as the
estimator of sample variability. Similar results held with the
other estimators discussed above.

Background condition 1: Asymmetry in sample variabili-
ties. For more than half of the participants, the sample vari-
ability of the large sample school was the larger one: V c

S :
P(V c

L >V c
S ) = .56,95%CI = [.53, .60].

Background condition 2: Effect of sample variability on
perceived variability. We computed the proportion of par-
ticipants who perceived the large sample school as the more
variable school when its sample variance was larger. It was
equal to .63 (95%CI = [.58, .68],n = 367). The correspond-
ing proportion conditional on the larger school having the
lower sample variance was .50 (95%CI = [.44, .56],n= 283).
The difference was clearly positive (d = 0.13;95%CI =
[0.05,0.21]). This indicates that participants’ responses were
sensitive to the difference in sample variability.

Test of the main prediction: Asymmetry in perceived
variabilities. Most participants perceived the large sample
school as more variable than the small sample school: The
proportion was 58% (95%CI = [.51, .61]).

Discussion. The two background conditions were sat-
isfied, as was our main prediction: Most participants per-
ceived the large sample school as more variable than the
small sample school even though the samples were gener-
ated from the same underlying distribution. Sample size had
a positive effect on sample variability, and the difference in
sample variabilities had a positive effect on the difference in
perceived variabilities. The tendency to perceive the large
sample school as the more variable school is thus at least
partly explained by the difference in sample variabilities.

In this experiment, there was no notion of in-group or
out-group. Therefore, these results only provide indirect
evidence that our sample-based explanation could explain
the in-group heterogeneity effect. In Experiment 2, we ad-
dressed this shortcoming by instructing people to imagine
they are part of a social group.

Experiment 2: Sample Asymmetry, In-Group Hetero-
geneity Effect, and In-Group Homogeneity Effect

Experiment 2 replicated the design of Experiment 1 ex-
cept for the fact that the participants were instructed to imag-
ine they were an alumnus of one of the two schools. This
school was thus the in-group; the other was the out-group.
We manipulated the relative sizes of the samples obtained
about the in-group and the out-group to demonstrate that the

asymmetry in sample sizes could produce an in-group het-
erogeneity effect or its opposite, an in-group homogeneity
effect.

Design. After the general instructions, the participants
were told that last week they received an email from the
alumni association of their school (they were randomly as-
signed to either Norester Academy or Oak Mountain High
School) inviting them to the upcoming homecoming cele-
brations. Participants were randomly assigned to two ex-
perimental conditions. In the large in-group sample condi-
tion they obtained a larger sample about their in-group (their
school). In the small in-ground sample condition they ob-
tained a larger sample of the out-group (the other school).
The rest of the design was exactly the same as in Experiment
1.

We recruited 1,408 participants using Amazon Mechani-
cal Turk.

Prediction and background conditions.
Main prediction: Asymmetry in perceived variabilities.

In the large in-group sample condition, there will be an in-
group heterogeneity effect: Most participants will perceive
the in-group as more variable than the out-group. In the small
in-group sample condition, there will be an opposite asym-
metry: an in-group homogeneity effect. As in experiment
1, these predictions about perceived group variability were
contingent on two background conditions:

Background condition 1: Asymmetry in sample variabili-
ties. In the large in-group sample condition, the sample vari-
ability of the in-group will be the larger for most participants:
P(V c

in > V c
out) > .5. In the small in-group sample condition,

the opposite will hold: P(V c
in >V c

out)< .5.
Background condition 2: Effect of sample variability on

perceived variability. The proportion of participants who
perceive the large sample school as the more variable will
be higher when the large sample school has the higher vari-
ability than when it has the lower variability.

Results. To measure participants’ perceptions of rela-
tive group variability, we used the same aggregate score as
in Experiment 1.18 Results for each question are reported in
Table B2 of the Appendix.

Background condition 1: Asymmetry in sample variabili-
ties. In the large in-group sample condition, the sample vari-
ability of the in-group was the larger one for most partici-
pants (p = .56,95%CI = [.52, .59]). In the small in-group

17Two participants responded 0 to Q2 and indicated two different
schools in their responses to Q1 and Q3. The responses provided
by these participants did not favor one school or the other and thus
they were dropped from our analyses. This led to a sample size of
650 participants.

18Five participants responded 0 to Q2 and indicated two different
schools in their responses to Q1 and Q3. The responses provided
by these participants do not favor one school or the other and thus
were dropped from our analyses, bringing the size of the sample of
participants to 1,403.
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sample condition, the sample variability of the in-group was
larger for less than half of the participants (p= .42,95%CI =
[.38, .46]).

Background condition 2: Effect of sample variability on
perceived variability. We computed the proportion of par-
ticipants who perceived the large sample school as the more
variable when its sample variance was the larger one. It was
equal to .65 (95%CI = [.62, .69],n = 799). The correspond-
ing proportion conditional on the larger school having the
lower sample variance was .56 (95%CI = [.52, .60],n= 604).
This positive difference (d = 0.09;95%CI = [.04, .14]) repli-
cated the evidence from Experiment 1 that participants were
sensitive to the difference in sample variability.

Main prediction: Asymmetry in perceived variabilities.
The results are consistent with our predictions. In the large
in-group sample condition, there was an in-group hetero-
geneity effect: Most participants perceived the in-group as
the more variable group (p = .62,95%CI = [.59, .66]). By
contrast, in the small in-group sample condition there was
an in-group homogeneity effect: Less than half of the par-
ticipants perceived the in-group as the more variable group
(p = .39, 95%CI = [.36, .43]). In other words, most partici-
pants perceived the out-group as the more variable group.

Discussion. The results of Experiment 2 are consistent
with the predictions of our sampling mechanism. When par-
ticipants obtained a larger sample about their in-group, an in-
group heterogeneity effect emerged. When they obtained a
smaller sample about their in-group, an in-group homogene-
ity effect emerged. These results provide evidence for the
causal effect of the difference in sample sizes on the nature
of the perceived asymmetry in group variabilities. Moreover,
they are consistent not only with existing findings on the in-
group heterogeneity effect (as discussed at the beginning of
this section) but also with findings on perceived in-group ho-
mogeneity. For example, B. Simon and Brown (1987) as-
signed participants to groups of different perceived size (mi-
nority vs. majority) and asked them to judge the groups on
several dimensions (see also B. Simon & Pettigrew, 1990b).
Similar to our results, they found that minority group mem-
bers perceived the in-group as more homogeneous than the
out-group. Their explanation differs from ours, however, as
it relies on social identity and motivated reasoning.

The in-group/out-group manipulation implemented in Ex-
periment 2 was fairly minimal since participants were simply
asked to imagine they were part of one of the groups. A more
thorough investigation of how our sampling-based mecha-
nism and processes that rely on motivated cognition interact
in explaining asymmetries in perceived group heterogeneity
would require stronger manipulations of group identity (e.g.,
random assignment to groups of participants in a behavioral
laboratory). This is an interesting avenue for future research.

Implications for Social Cognition

Use of stereotypes

Our model has implications for the conditions under
which people are more likely to make stereotype-based in-
ferences about members of social groups. This is because
people are less likely to rely on stereotypes if they perceive
the group as more variable. For example, Ryan et al. (1996)
measured perceived out-group variability using the percent-
age task (a variation of the “proportion of members who
possess a trait” measure) and the range task (a variation of
the “range” measure). They then asked the participants to
indicate the extent to which specific members of the out-
group possessed a stereotypical trait. The results of three
experiments show that the more variable the participants per-
ceived the out-group to be, the less stereotypical their judg-
ments about specific members were. In another study, mak-
ing people more aware of the out-group variability led to
more prosocial behavior towards individual out-group mem-
bers (Brauer & Er-Rafiy, 2011). Together with these find-
ings, our results imply that people are more likely to rely
on stereotypes when judging members of the out-group than
when judging members of the in-group.

This casts new light on the benefit of intergroup con-
tact. Research has shown that stereotypes about out-groups
are frequently negative (Brewer, 1999; Hewstone, Rubin, &
Willis, 2002). These are harmful to social harmony: Peo-
ple relying on negative stereotypes are more likely to in-
terpret ambiguous information negatively and less likely to
gather additional information about the out-group. It has
been proposed that negative attitudes and stereotypes toward
out-groups are often the results of adaptive sampling (the ten-
dency to sample again alternatives that led to positive out-
comes and to avoid alternatives that lead to negative out-
comes (e.g., Denrell, 2005). This leads people to obtain sam-
ples about the out-group that are negatively biased. Addi-
tional sampling of the out-group has the potential to correct
for this bias in attitudes toward out-groups by providing in-
formation about out-groups that is more positive overall due
to the regression-to-the-mean phenomenon (Denrell, 2005;
Fazio, Eiser, & Shook, 2004; Le Mens & Denrell, 2011). Our
results suggest another benefit of additional sampling of the
out-group: a lower propensity to use stereotypes. Because
our mechanism does not rely on hedonic sampling, this im-
plies that additional contact could help foster social harmony
even in settings where attitudes about the groups are not the
results of hedonic sampling. In other words, our mechanism
expands the scope of sampling explanations for the benefits
of intergroup contact.

Perception of group complexity

Our sampling approach makes a simple but powerful as-
sumption: The focal agent is more likely to sample from the



INFORMATION SAMPLING AND THE IN-GROUP HETEROGENEITY EFFECT 23

in-group than from the out-group. This paper focused on
just one of the consequences of this asymmetry in perceived
group variabilities; another possible consequence concerns
the complexity of the mental representations of the groups.
Evidence gathered by Linville (1982) suggests that people
have more complex cognitive representations of in-groups
than of out-groups. A sampling asymmetry can help explain
this result, since one measure of the complexity of the rep-
resentation of the group is the number of features used to
characterize its members. The larger the number of unique
features a person invokes, the more complex their represen-
tation of a group (Linville, 1982; Quattrone & Jones, 1980).
An in-group sampling advantage means that an individual
encounters a larger set of unique features for the in-group
than for the out-group, leading them to perceive the in-group
as more complex than the out-group.

A simple model can illustrate this mechanism. Let us as-
sume that each group member is represented by several bi-
nary features (they either have them or not). For each group
member, a set of unique features is drawn from a large set of
features. As in the previous models, the agent samples from
the in-group with a probability r > 0.5. After sampling for t
periods, the agent has collected samples of unique features
that characterize members of the in-group and out-group.
Ancillary computer simulations of this model showed that
the probability that the in-group is characterized by a larger
number of features than the out-group is above 0.5. This il-
lustration is only one way of formalizing the relationship be-
tween sample size and perceived group complexity. A more
comprehensive analysis of this relationship is an exciting di-
rection for future research.

Extremity of judgments about group members

Our argument in this paper exploits the positive associa-
tion between sample size and variability to explain the asym-
metry in perception of group variability. Another interesting
implication of this positive association pertains to the impact
of experience on judgment extremity. Several studies have
found that participants evaluated out-group members more
extremely than in-group members (Linville & Jones, 1980;
Marques & Paez, 1994; Marques, Yzerbyt, & Leyens, 1988;
Pinto, Marques, Levine, & Abrams, 2010). For example,
Linville and Jones (1980) asked white participants to eval-
uate law school applications that mentioned the race of the
applicant. The results showed that a black applicant with
strong credentials was judged more favorably than an other-
wise identical white applicant. Again, the sampling asym-
metry can provide some insight into this finding.

To illustrate the link between experience and extremity, let
us define an extreme observation as one drawn from the tail
of the perceived distribution. More sampling leads not only
to higher sampled variability but also to fatter tails of the
sampled distribution. This implies that with larger samples it

will become increasingly hard for something to be perceived
as extreme, because the requirement for being perceived as
extreme becomes more stringent: The threshold for “extrem-
ity” is pushed further away from the mean. This implies that
extreme judgments would be less likely in later periods.

Consider the following simple model as an illustration.
For 100 periods, an individual samples from a group where
all members have one feature that is distributed according
to a standard normal distribution, N(0,1). Let us assume
that every new observation is classified into three categories:
“within expectations,” “great,” or “terrible.” The boundaries
of the expectations are defined by the range of the observed
sample up to time t. A member is classified as “great” only if
the feature value is above the higher boundary of their expec-
tations. Similarly, a member is classified as “terrible” if the
feature value is below the lower boundary of the agent’s ex-
pectations. Computer simulations of this model showed that
the probability that a new member is classified as “great” was
higher after the first 10 periods than after 90 periods. This ex-
ample illustrates an important implication of experience sam-
pling: It changes reference intervals and thus perceptions of
extremity. A more comprehensive analysis of how sampling
affects judgment extremity is an interesting avenue for future
research.

The polarization of attitudes across social groups

Consider the standard setting studied in investigations of
group polarization in which individuals who hold an opinion
(“for” or “against”) about an issue join a group discussion
about this issue (Isenberg, 1986; McGarty, Turner, Hogg,
David, & Wetherell, 1992; Moscovici & Zavalloni, 1969).
After the discussion, the opinions of group members tend
to become more extreme in the direction that was prevailing
in the group before the discussion. One of the main expla-
nations for such “group polarization” is the Persuasive Ar-
gument Theory (Burnstein & Vinokur, 1973, 1977). Sup-
pose most group members hold a “for” stance on the issue.
Persuasive Argument Theory contends that those who take
part in the discussion are exposed to arguments in favor of
the issue they had not thought about themselves (described
as “rare” or “novel” arguments). Opinion extremization en-
sues.19

The essence of this explanation is similar to the core idea
of our model: exposure to a larger sample of instances leads
to an increase in the diversity of sampled instances. Two dis-
tinct measures of diversity we have used in an earlier section
are relevant to this setting. The first one is the number of

19According to Persuasive Argument Theory, arguments are con-
sidered persuasive if they are valid and novel (i.e., they add to the
diversity of arguments the agent has about the issue). If the argu-
ments that are presented are valid and novel, the individuals will
shift their attitudes more than when they are valid and not novel
(Kaplan, 1977; Vinokur & Burnstein, 1978).
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subgroups “hit” by the sample of observations in the subsec-
tion Number of Subgroups (p. 12). Applied to the persua-
sive argument setting, this implies that the number of unique
arguments sampled by the individual increases with sample
size. The second relevant measure of diversity is the range
(p. 11). Applied to the persuasive argument setting, this im-
plies that the strength of the strongest argument to which the
individual has been exposed increases with sample size.

Adapting our sampling approach to the one-group setting
described above is straightforward. The focal agent interacts
with members of the group. Because the “for” stance domi-
nates in the group, they tend to hear a larger sample of argu-
ments supporting the “for” stance than the “against” stance.
This implies, in turn, that the agent will hear a larger number
of unique arguments in support of the “for” stance. More-
over, there will be an asymmetry in the maximal strength of
sampled arguments: the strongest arguments the agent hears
are more likely to be in support of the “for” stance than in
support of the “against” stance.

This reasoning can also be applied to a two-group setting.
Consider a population made of two groups G1 and G2. Most
members of G1 are in favor of the issue, whereas most mem-
bers of G2 are against the issue. Suppose a new person joins
group G1. She chooses whether she should support the is-
sue or not. She already has some arguments supporting the
“for” and “against” stances. She makes her decision based
on the arguments she hears from other people about the issue,
and she adopts the stance about which she hears more novel
and stronger arguments (Chaiken, 1980; Mackie, Worth, &
Asuncion, 1990). Once she adopts a stance, she develops
a new argument supporting this stance (with some probabil-
ity). A similar process applies to the new members of G2.
Ancillary simulations indicate that such process can lead to
opinion polarization across groups: more and more people
support the issue in G1 whereas fewer and fewer people do so
in G2. This is because more unique and stronger arguments
supporting the issue prevail in G1 whereas more unique and
stronger arguments against the issue prevail in G2.

This example illustrates that our sampling mechanism can
extend the scope of the Persuasive Argument Theory: it spec-
ifies how this theory can contribute to explaining the polar-
ization of opinions not only within a group but also across
social groups. Crucial to the mechanism is the positive feed-
back loop (or “rich-gets-richer” dynamic) that makes the
dominant stance in a group more and more dominant as new
members join the group. This occurs because a new group
member has a higher probability to hear unique and stronger
argument in favor of the issue dominant in her group.

Biases in the Perceived Variability of Probability
Distributions

The focus of this paper lies on the perception of relative
group variabilities. Yet, on an abstract level, our model is

about the perception of the variability of probability distri-
butions. In the introduction of the paper we noted that the
distribution of corrected sample variance is skewed in such a
way that most of the time, sample variance is lower than true
variance. Here we return to this observation and explore ba-
sic empirical predictions that derive from it: When people at-
tempt to estimate the variability of a population on a feature,
subjective variability will more often than not be smaller than
population variability.20 This is because subjective variabil-
ity itself depends on sample variability and sample variability
tends to underestimate population variability.

To test this prediction, we analyzed data from the LISS
panel discussed in p. 9. This survey assessed participants’
beliefs about the distributions of 10 characteristics in the
population of the Netherlands. It also assessed their beliefs
about the distributions of these characteristics in their social
circles. Like the authors of the original study, we took the
reported social circle distribution as a proxy for the distribu-
tion a participant sampled from the environment (Galesic et
al., 2012).

Participants also reported where they stand on these 10
characteristics (on the same seven-level scale as the one
used to elicit the distributions). Because the set of partic-
ipants makes a representative sample of the population of
the Netherlands, it is possible to use the survey responses to
construct the distributions of these 10 features in the national
population.21,22

For each of the 10 features, we denote by VP the variance
of the national population. We denote by VSC the variance of
the reported social circle distribution and by VP̂ the variance
of the subjective population distribution. Our sampling ap-
proach predicts that the variance of the subjective population
distribution will tend to be lower than the variance of the pop-
ulation distribution: P(VP̂ <VP)> .5. Empirical estimations
reported in Table 1 are consistent with this prediction. The

20Suppose the relevant measure of variability is variance σ2 and
the sample based estimator of variance is the corrected sample vari-
ance V c. We have

P(V c < σ
2)> .5.

21The data were collected in two waves. In the first wave par-
ticipants reported the perceived population distribution and in the
second wave participants reported the social circle information. In
each wave, participants indicated their position in the distribution.
The results discussed in the text are based on a real distribution
constructed from the responses (of participants about their position)
collected in the first wave. The results are essentially the same for
the distribution based on the second-wave responses, so we do not
report these additional analyses here.

22There is some irony in calling a distribution constructed on the
basis of a sample of a smaller size than the true population (the
population of the Netherlands) the “population distribution.” But
because this sample is large (about 1,400 people), its sample vari-
ance is very likely to be almost identical to the population variance.
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propensity for underestimation of the variance was higher
than 50% for most characteristics. In the pooled data, the
proportion of underestimation was 61%. In summary, there
was a general tendency toward underestimating the variance
of the population distributions.

A similar pattern characterized social circle distributions.
For most participants, the variance of the social circle dis-
tribution was lower than the variance of the true population
distribution. This was the case for all 10 characteristics, as
well as for the pooled data (Table 1, column P(VSC <VP)).

Finally, these data provide evidence that the propensity for
underestimating variance depends on the social circle dis-
tribution. We computed two conditional probabilities: the
probability that participants underestimate the variance of
the population distribution when their social circle under-
estimates it, P(VP̂ < VP | VSC < VP), and when it overesti-
mates it, P(VP̂ < VP | VSC > VP). If the variance of the sub-
jective distribution depends on the sample distribution, the
first of these two quantities should be the larger one. This
prediction is borne out in the data. In the pooled data across
all characteristics P(VP̂ < VP | VSC < VP) was 0.64 whereas
P(VP̂ < VP | VSC > VP) was only 0.39. This asymmetry held
for all 10 characteristics (Table 1).

Overall, these analyses of the LISS panel data provide ev-
idence consistent with our prediction that subjective variabil-
ity will tend to underestimate population variability and that
this tendency is at least partially driven by the fact that sam-
ple variability tends to be smaller than population variability.

Conclusion

People frequently obtain larger samples of information
about in-groups than about out-groups. Because estimators
of variability tend to be right-skewed when samples are not
very large, people will tend to perceive in-groups as more
variable than out-groups. In this paper, we showed that this
in-group heterogeneity effect emerges under a wide range of
assumptions about how people process information. In par-
ticular, it emerges even when people process information ra-
tionally. This implies that sampling constraints imposed by
the environment are sufficient to imply the emergence of the
in-group heterogeneity effect.

The asymmetry in perceived variability we discussed in
this paper is not limited to judgments about social groups.
Assessments of variability are essential in a variety of do-
mains such as risk perception (Hertwig, Barron, Weber, &
Erev, 2004; Slovic, 2000; Weber et al., 2004), confidence
in judgment (Einhorn & Hogarth, 1978; Juslin et al., 2007),
categorization (Hahn, Bailey, & Elvin, 2005; Park, Judd, &
Ryan, 1991; N. Stewart & Chater, 2002) and category-based
generalization (Chater & Vitányi, 2003; Hahn et al., 2005).
Exploring how the structure of the environment systemati-
cally affects assessments of variability in these other domains

and the judgments and behavior contingent on these assess-
ments is an exciting avenue for future research.
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Appendix A
Details of Additional Sensitivity Analyses

Adaptive Sampling of Groups

The agent observes two dimensions of the group by
sampling it: an attitudinal dimension A and another dimen-
sion X . We are interested in the perceived variability on the
X dimension. We assume that X follows a normal distri-
bution with mean µx and variance σX : µX ,in = µX ,out = µX ,
σ2

X ,in = σ2
X ,out = σX . Similarly, we assume that A follows a

normal distribution with mean µA and variance σA: µA,in =
µA,out = µA, σ2

A,in = σ2
A,out = σ2

A.
Let At,g denote attitude of the agent toward group g at

the end of period t. The probability that the agent samples
the in-group is given by:

Pt+1,in = l +(1− l)
esAt,in

esAt,in + esAt,out
, (21)

If the agent samples group g in period t, two things happen:

1. The agent updates its attitude toward the group. Its
new attitude is a weighted average of its previous atti-
tude and the new observation at,g:

At,g = (1−b)At−1,g +bat,g, (22)

where b ∈ [0,1] and at,g ∼ N(µA,σA).

2. The agent obtains an observation xt,g of the nonattitu-
dinal dimension, xt,g ∼ N(µX ,σX ).

We assume that perceived heterogeneity is the cor-
rected sample variance, as in Model 1 (eq. 10). The re-
sults are very similar to those obtained with the model with-
out attitudes. Suppose first that the means are the same
(µX ,in = µX ,out = 0 and b = 0.5,s = 3, l = 0.5). After 15 pe-
riods we have: P(V c

15,in >V c
15,out) = .56. This likelihood was

.55 with the baseline model (which is equivalent to s = 0
and r = l + .5l). If the means are different (e.g., µin = 0.2
and µout = 0 with b,s, l the same as above) the effect is
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Figure A1. Likelihoods that the estimate of in-group vari-
ability is higher than the estimate of out-group variability
under hedonic sampling, P(V c

t,in > V c
t,out), when the estima-

tor of variability is the corrected sample variance (eq. 10).
The likelihoods are estimated for three sets of parameters:
Baseline model b = 0.5,s = 0,µX ,in = µX ,out = 0 (solid line);
Same means b = 0.5,s = 3,µX ,in = µX ,out = 0 (dashed line);
Different means b = 0.5,s = 3,µX ,in = 0.2,µX ,out = 0 (dotted
line). Based on 105 simulations with l = 0.5,µA = 0,σ2

A =
σ2

X ,in = σ2
X ,out = 1.

Figure A2. Likelihoods that the estimate of in-group vari-
ability is higher than the estimate of out-group variability
under hedonic sampling, P(V c

t,in > V c
t,out), when the estima-

tor of variability is the corrected sample variance (eq. 10).
The likelihoods are estimated for four sets of parameters:
Same means b = 0.5,s = 3, l = 0.5 (solid line); Higher b
b = 0.8,s = 3, l = 0.5 (dashed line); Higher s b = 0.5,s =
8, l = 0.5 (dotted line); Higher l b = 0.5,s = 3, l = 0.8 (dot
dashed line). Based on 105 simulations with µA = 0,µX ,in =
µX ,out = 0,σ2

A = σ2
X ,in = σ2

X ,out = 1.

Figure A3. Likelihoods that the estimate of in-group variabil-
ity is higher than the estimate of out-group variability under
similarity-based sampling, P(V c

t,in >V c
t,out), when the estima-

tor of variability is the corrected sample variance (eq. 10).
The likelihoods are estimated for three sets of parameters:
µX ,in = 1 (solid line); µX ,in = 3 (dashed line); µX ,in = 5 (dot-
ted line). Based on 105 simulations with µY = 0,σ2

Y = σ2
X =

1,s = 3.

stronger. After 15 periods, we have P(V c
15,in >V c

15,out) = .57
(Figure A1).

The amplitude of the effect depends on b, s, and l.
Higher reliance on the most recent information (higher b)
leads to a weaker in-group heterogeneity effect. At the same
time, a higher sensitivity to the current attitude (higher s) and
a larger sampling advantage of the in-group (higher l) both
magnify the effect (Figure A2).

Similarity-Based Sampling of People

We assume that perceived heterogeneity is the cor-
rected sample variance. Suppose first that the difference in
means for feature X in small (X follows a N(1,1) distri-
bution in the in-group and N(0,1) in the out-group, as de-
scribed in the body of the paper. After 15 periods we have:
P(V c

15,in > V c
15,out) = .52 (with s = 3). When the difference

in means is larger (X follows a N(5,1) distribution in the in-
group and N(0,1) in the out-group), the effect is stronger.
After 15 periods we have: P(V c

15,in > V c
15,out) = .66 (with

s = 3; Figure A3).

Groups of Difference Sizes

We assume that the agent is less likely to sample from
the smaller group. In each period, the agent samples from the
in-group or the out-group (without replacement). The proba-
bility the agent samples a particular member of the in-group
is proportional to r. Let kt,g denote the number of members
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sampled from group g by the beginning of period t:

kt,g =
t−1

∑
j=−1

I j,g

where I j,g is an indicator variable equal 1 if group g is sam-
pled in period j (and equal to 0 otherwise). The probability
the agent samples the in-group in period t is

Pt+1,in =
r(Nin− kt,in)

r(Nin− kt,in)+(1− r)(Nout − kt,out)
. (23)

This probability decreases with kt,in and increases
with kt,out . That is, for all periods after t such that kt,in = Nin
the probability becomes 0. At the same time for all periods
after t such that kt,out = Nout the probability becomes 1. We
assume that perceived group variability is given by the cor-
rected sample variance (eq. 10). We consider two cases:

First, suppose the out-group is smaller than the in-
group. We assume r = .75,Nin = 50,Nout = 10. After 15
periods, we have P(V c

15,in > V c
15,out) = .62. In this case, the

fact that the out-group is smaller decreases the probability
that the agent would sample from it.

Second, suppose the out-group is larger than the in-
group. We assume Nin = 10 and Nout = 50. In this case,
the model predictions depend on the sampling advantage of
the in-group members. For most values of r, an in-group
homogeneity effect will emerge. For example, with r = .75
after 15 periods P(V c

15,in > V c
15,out) = .47 < .5. But for very

high values of r, the sampling advantage compensates for the
asymmetry in group sizes. For example, with r = .9, we get
P(V c

15,in >V c
15,out) = .5.

Appendix B
Experiments - Additional results
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Table B1
Experiment 1: Proportion of Participants who Indicated the Large Sample School as the More Variable School. VL is the
corrected sample variance of the large sample school, VS is the corrected sample variance of the small sample school. N is
the number of participants.

Question All Conditional on Conditional on Difference
observations VL >VS VL <VS in proportions

Aggregate .58 .63 .50 .13
[.54, .61] [.58, .68] [.44, .56] [.05, .21]

Q1 .55 .60 .48 .12
[.51, .59] [.55, .65] [.42 .54] [.04, .20]

Q2 .58 .62 .53 .08
[.54, .62] [.57, .67] [.47, .59] [.01, .17]

Q3 .55 .59 .49 .10
[.51, .59] [.54, .64] [.43, .55] [.02, .18]

N 650 367 283 –
Proportion - .56 .44 –
Note: 95% confidence intervals are in brackets.

Table B2
Results of Experiment 2. VL is the corrected sample variance of the large sample school, VS is the corrected sample variance
of the small sample school. N is the number of participants.

Aggregate Q1 Q2 Q3 N

Proportion of participants (Large in-group .62 .60 .66 .51 702
who indicate sample condition) [.59,.66] [.56,.64] [.62,.69] [.48,.55] -

the in-group as (Small in-group .39 .45 .39 .41 701
more variable sample condition) [.36,.43] [.41,.48] [.35,.42] [.37,.44] -

Proportion of participants (conditional .65 .60 .66 .61 799
who indicate on VL >VS) [.62,.69] [.56,.63] [.63,.69] [.58,.65]

the large-sample school (conditional .56 .55 .60 .48 604
as more variable on VL <VS) [.52,.60] [.52,.59] [.56,.64] [.44,.52] -

Difference in proportions .09 0.05 0.06 0.13 -
[.04,.14] [-.01,.10] [.01,.11] [.08,.19] -

Note: 95% confidence intervals are in brackets.


