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Abstract Large scale labeled datasets are of key importance for the development of
automatic video analysis tools as they, from one hand, allow multi-class classifiers
training and, from the other hand, support the algorithms’ evaluation phase. This is
widely recognized by the multimedia and computer vision communities, as witnessed
by the growing number of available datasets; however, the research still lacks in
annotation tools able to meet user needs, since a lot of human concentration is
necessary to generate high quality ground truth data. Nevertheless, it is not feasible
to collect large video ground truths, covering as much scenarios and object categories
as possible, by exploiting only the effort of isolated research groups. In this paper
we present a collaborative web-based platform for video ground truth annotation.
It features an easy and intuitive user interface that allows plain video annotation
and instant sharing/integration of the generated ground truths, in order to not only
alleviate a large part of the effort and time needed, but also to increase the quality of
the generated annotations. The tool has been on-line in the last four months and,
at the current date, we have collected about 70,000 annotations. A comparative
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performance evaluation has also shown that our system outperforms existing state
of the art methods in terms of annotation time, annotation quality and system’s
usability.

Keywords Ground truth data · Video labeling · Object detection · Object tracking ·

Image segmentation

1 Introduction

In the last decades, the advancements in camera technology and the reduction of
costs of memory storage have led to a proliferation of visual data content in the
form of images and videos, and as consequence, a widespread increase in the number
of applications for automatic video analysis, such as video surveillance for security,
sport and real-life monitoring. For all these purposes, the scientific community has
put a lot of effort in the development of powerful object detection [4, 13], tracking
[8, 40] and recognition [30] approaches, which, however, are not able to scale up
to many scenarios and objects due mainly to the lack of large labeled training sets.
Indeed, as demonstrated in other research fields [5, 24], the performance of classifiers
increase dramatically when a conspicuous set of labeled training data is available.
Moreover, ground truth data plays a central role not only in learning tasks but also
in quantitative performance evaluation, which has also received significant attention
by the vision community with the aim to establish a valid reference for a systematic
evaluation of any computer vision technique.

Therefore, large scale annotated datasets, covering as much scenarios and objects
as possible, are needed in order to train and evaluate the existing approaches. The
main limitation to achieve this goal is the daunting amount of time and human
concentration needed to generate high quality ground truth data, in fact it has been
estimated that labeling an image may take from to two to thirty minutes, depending
on the operation, and it is, obviously, even worse in the case of videos. In fact,
ground truths on videos typically consist of a list of the objects with information
on their bounding box, the contour, the recognition class and associations to other
appearances in past or following frames.

There exist, in the literature, a few attempts, such as Caltech 101 and 256 [14, 18]
and the Berkeley Segmentation dataset [27], produced by some vision groups that
have collected consistent annotated datasets, which, however, are too task-oriented
and can not be generalized. To reach the objective of creating more diverse and
larger annotated datasets, collaborative methods, exploiting large population of
expert and motivated users, have been proposed [35, 41]. Beside web-based col-
laborative solutions, crowdsourcing the annotation efforts to non-experts has been
adopted [1, 32]. However, crowdsourcing approaches lack mainly in mechanisms for
assessing the reliability of annotators and for combining multiple users’ annotations.

Moreover, most of the above approaches are not user-centric, lacking in usability
since they are tailored to a specific task but do not adapt to users’ needs [38].
In addition, these tools have primarily dealt with the collection of labeled data
for human-centered applications (video-surveillance, sports, human behavior under-
standing), while little has been done on more complex scenarios such as real-life
animal monitoring [39], which poses several challenges from a computer vision point
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of view, in terms of low (e.g. object detection and tracking) and high processing (e.g.
behaviour understanding) levels and the task of video labeling is even harder due to
the intrinsic features of the analysed scenes and objects (e.g. in real-life underwater
monitoring, scenes are very crowded with many object occlusions and fish move
erratically in 3D changing often in appearance and size).

In this paper we propose a web-based approach for video annotation which has
two main objectives: 1) to guide and speed up the annotation phase meeting users’
needs and 2) to build up a large scale database of labeled visual data to be used in
object detection, tracking and image segmentation tasks.

The main contributions of the tool to the research on ground truth collection in
multimedia (and in computer vision) are:

– It provides an easy-to-use interface, specific for generating ground truths for
object detection, segmentation, tracking and classification.

– It improves the user experience with respect to the existing annotation tools, by
showing two panels, each containing a frame at a different time, thus allowing the
user to compare a frame’s annotations with those from a previous or following
frame, and providing quick methods to specify object associations and perform
attribute propagation (e.g. hotkeys).

– It integrates effective methods for quality control of the collected data and for
the integration of multiple users’ annotations.

This tool is, currently, being used to collect large scale ground truth on the real-life
underwater video footage of the Fish4Knowledge project1 which aims at developing
automatic video and image analysis methods to support marine biology research.

The remainder of the paper is organized as follows: Section 2 analyzes strengths
and limitations of the existing video and image annotation approaches. Section 3,
instead, describes the proposed framework, highlighting functionalities and improve-
ments with respect to the state of the art, while, in Section 4, the collected content
on the aforementioned underwater environment, is presented. Section 5 shows the
performance of the proposed system in terms of 1) the accuracy of the generated
ground truths, 2) the efficiency of the platform in ground truth generation and 3) its
learnability and user satisfaction. Concluding remarks and future developments are
given in Section 6.

2 Related works

Because ground truth generation is a fundamental task in the design and testing of
computer vision algorithms, in the last decade the multimedia and, more in general,
the computer vision community has developed a disparate number of annotation
frameworks and tools to help researchers in collecting datasets, which are then used
in the tasks of image segmentation, object detection and tracking, face recognition,
etc.

The most common approaches are devised as stand-alone tools created by isolated
research groups, and as such, tailored to specific needs. These include, for instance,
ViPER-GT [12], GTVT [2], GTTool [23], ODViS [21], which, however, show their

1www.fish4knowledge.eu

http://www.fish4knowledge.eu
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limitations when it comes to generate large scale ground truth datasets. In fact, they
exploit the efforts of a limited number of people and do not support sharing of
labeled data. All these needs combined with the rapid growth of the Internet have
favored in the last years the expansion of web-based collaborative tools, which take
advantage of the efforts of large groups of people to collect reliable ground truths.
LabelMe [35], a web-based platform to collect user annotations in still images, is
a significant example. However, LabelMe lacks intelligent mechanisms for quality
control and integration of user annotations. In fact, quality control is achieved by a
simple approach that counts the number of annotation landmarks, and it does not
exploit the full potential of its collaborative nature (being a web-based platform)
since annotations of multiple users of the same object instance are not combined. In
fact, the LabelME dataset, though being one of the largest datasets available, it is
particularly inaccurate. Moreover, LabelMe is thought specifically for still images,
although a video based version has been proposed [45] that, however, is not as
successful and flexible as the image based version.

Sorokin and Forsyth [37] have, recently, demonstrated the utility of “crowdsourc-
ing” to human resources (non-experts) the task of collecting large annotated datasets.
Nevertheless, two main aspects have to be taken into account when crowdsourcing:
workers’ motivation and control. The easiest and most natural way to motivate peo-
ple is paying them for their work. This strategy is applied by Amazon’s Mechanical
Turk service [32] and CrowdFlower [7]. A valid alternative for workers motivation
is personal amusement [43]: this is the case of the ESP and Peekaboom games [1]
which exploit players’ agreement (randomly pairing two players and let them guess
each other’s labels) to collect ground truth data.

Beside workers motivation, another concern of crowdsourcing solutions is the
quality control over annotators, which has been tackled with different strategies that
can be summarized [31] as: Task Redundancy (ask multiple users to annotate the
same data), User Reputation and Groundtruth seeding (i.e. coupling ground truth
with test data). Although these solutions are able to build large scale datasets, they
might be very expensive and contain low quality annotation since workers (even if
payed) are not as motivated as researchers.

Fig. 1 User workspace
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There exist also approaches, which try to generate ground truth data automat-
ically (without human intervention) video and image data [6, 19] but they rely on
approaches that cannot be fully trusted.

For all the above reasons, semi-automatic approaches [3, 29, 42], i.e. the ones that
involve humans and algorithms in the labeling process, seem to be the most suitable
to achieve the goal of large scale ground truth data collection. A few multi-layer class
semi-automatic annotation tools have been conceived [15, 36], but they are mainly
concerned with static image labeling and, as such, they do not allow analysing how
objects behave over time (sequence of frames).

3 The web annotation tool

3.1 General description

The proposed tool2 is a web-based collaborative environment which allows users to
share their own annotations with others accelerating high quality video ground truth
generation process by increasing/integrating the number of annotations in a sort of
inherent user supervision.

Given an input video stream, our platform extracts video frames and provides a
set of utilities to annotate each video frame and to follow objects across frames.

It is a rich internet application, based on a standard client-server architecture: the
client is implemented in Silverlight while the server’s logic and the communication
with the database is developed in C#.

In the next subsections a more detailed description of the proposed application’s
GUI is given.

3.2 The workspace

Immediately after login, the user is presented with a private workspace where it is
possible to review past activities (Fig. 1). The workspace serves also as a shortcut to
the labeling operations already performed and is divided in the following sections:

– Bookmarks: The use of bookmarks is necessary to reference videos in case of
large video collections as the one described in this paper, which contains about
half million videos.

– Ground Truths: In this section (Fig. 2), the user can manage the ground truths
that she owns. In particular, by using the context menu’s option a user can
create a new ground truth, modify a previously generated one, or derive a new
ground truth from an existing one. Moreover, the context menu deals with the
collaborative aspect of the platform by allowing the users to make available
their ground truths to the other users of the platform. In this way, the users can
benefit from the existing annotations and apply the appropriate changes instead
of having to generate a new ground truth from scratch.

2http://f4k.ing.unict.it/perla.dev

http://f4k.ing.unict.it/perla.dev
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Fig. 2 The ground truth management part of the application. In this section, the videos for which
the user created at least one ground truth are included

3.3 Video selection

By clicking on the “Detection—Tracking Ground Truth”, the user is presented with
the video selection screen (Fig. 3) where it is possible to browse all the available
videos, filter them according to specific criteria, bookmark them and start the
annotation application. The search engine allows users to limit the number of the
shown videos by defining criteria regarding the videos’ resolution, acquisition time,
enabling the user to select videos with specific features (e.g. day or night) and the
exact date of the acquisition.

3.4 Ground truth generation

Once the user identifies the videos she wants to create ground truth for, she can
initiate the labeling process by launching the annotation application. This part of
the platform permits to create annotations by using multiple windows. Each drawing
window (Fig. 4, top left) shows one image and, by using the available toolbox (Fig. 4,
bottom), annotations can be drawn on it.

Fig. 3 The video selection window
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Fig. 4 Top left: A drawing window that shows an image to be annotated. The Next and Previous
buttons and the slider located at the bottom of the window allow the user to navigate through the
video. Top right: A labeling window aiming at supporting the user to annotate sub-parts and for
adding textual metadata to the designed objects and. Bottom: The toolbar. From left to right, the
bounding box selection, pencil, rectangle, polygon and eraser tools

3.4.1 Object detection ground truth and contour drawing

The proposed application offers the basic tools (polygon and pencil) to support
users in the task of manually drawing object contours. However, manual annotation
is discouraging in lengthy image sequences where the numbers are overwhelming.
For example, one of the most populated videos in our repository, contained about
18,000 fishes on a 10 min, low resolution, 5 fps videoclip. Under these conditions
any means assisting users in drawing object contours as efficiently as possible seems
necessary. To this end, the proposed tool implements three automatic contour
extraction methods, Grabcut [33], Snakes [22] and Canny [10]. These algorithms were
chosen because not only they are well established and tested methods for contour
extraction, but also they offer the best ratios in terms of resources and quality of the
results. The automatic contour extraction can be applied by drawing the bounding
box containing the whole interesting object, right clicking on it and selecting from
the “Contour Extraction” sub menu one of the available methods (Fig. 5). This is
a trial-and-error process that does not always yield the desired result, because the
success of the automatic image contour extraction algorithms depends on the type of
image used on (image color patterns, contrast etc.).

In case of automatic contour extraction failure, the user can resort to the manual
drawing tools.
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Fig. 5 Semi-automatic contour extraction applied on the center drawing window’s image

After an object is drawn, the user can further annotate subparts of it (Fig. 4, Top
left) by employing the same tools described above. Furthermore, from the same
window, the user is able to add textual metadata to the object (that are included in
the exported XML file) that can be useful in other image processing contexts (object
recognition, image segmentation, information retrieval etc.).

3.4.2 Object tracking ground truth

In the proposed tool, the tracking ground truth generation exploits the capabilities
of multiple windows applications in order to implement an easy-to-use and intuitive
way to follow objects across consecutive frames. In particular, to be able to annotate
multiple instances of the same object in consecutive frames, the user must arrange
side-by-side multiple drawing windows. When the user places two windows with
their boarders in direct contact, they become, what we call, a “drawing chain”. While
chained, the Next and Previous buttons and the sliders of all the drawing windows
are disabled except from the last one’s (the rightmost), which serves as a control to
navigate through the image sequence. Moreover, all the chained windows maintain
all the drawing functionalities as if they were unchained. When an adequate, for the
user’s needs, chain is formed the user must draw an object and bring up the context
menu by right clicking on it, then select the voice “Tracking” and select an object
from the previous frames she wants to assign the clicked object to (Fig. 6).

When used in high resolution desktop setups, the application can create multiple
long chains (as shown in Fig. 7) of successive frames in the same annotation instance
(about 3 chains of 6 windows using a 1920×1080 resolution, more on a multi-monitor
setup).

3.5 Combining users annotations

The collaborative nature of the proposed tool implies that there may exist multiple
annotations of the same object. Such multiple annotations are combined in order to
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Fig. 6 A three-window chain for tracking ground truth generation

produce a much more accurate object representation since we can safely assume that
combined opinions are more objective than single ones [9, 20].

The underlying idea is that for each videoclip we can have more ground truths,
annotated by the same or different users, which are integrated by adopting a voting
policy in order to generate the one herein called “best ground truth”.

The “best ground truth” (BGT) building process (see Fig. 8) involves two basic
steps: i) add new annotated objects to the BGT, ii) integrating objects’ contours.

Fig. 7 Three independent six-window chains
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Fig. 8 Flowchart of the “best
ground truth” building process

Let us suppose that the BGT has been already built for a given video V and a user
annotates V again. For each new annotated object A, two cases may occur:

– New object instance. The object A has been never annotated and it is added
directly to the BGT. This exploratory strategy avoids limiting the number of
objects on each ground truth; however, to prevent noisy ground truths, each
object instance in the BGT comes with a number describing the number of
annotators that have labeled it over the total number of annotators, thus allowing
us to filter out the object instances which have received few annotations.

– Existing object instance, i.e. there is already an instance (referred in the fol-
lowing as GT) of object A in the BGT. In this case we assess a matching
score between object A and object GT and if this score is greater than a given
threshold (in our case 0.75) the contours of A will be combined with the ones
of GT. The matching score is computed as weighted mean of the two following
measures:

– Overlap Score. Given the object A and the corresponding object GT of the
best ground truth BGT, the overlap score, Oscore, is given by:

Oscore =
area(A ∩ GT)

area(A ∪ GT)
(1)



Multimed Tools Appl

Fig. 9 Combination of annotations for building a “best ground truth” object. On the left there are
four annotations: three (black, yellow, red) from different users and one (blue) belonging to the
already existing best ground truth. On the right, the resulting contour to be assigned as the new best
ground truth

– Euclidean Distance Score. Pairwise euclidean distance between A points
(X, Y), with (Xi, Yi) ∈ A, and GT points (x,y), with (xi′ , yi′) ∈ GT, com-
puted as:

Escore = 1 −

∑n
i

√

(Xi − xi′)
2 + (Yi − yi′)

2

max
(

∑n
i

√

(Xi − xi′)
2 + (Yi − yi′)

2

) (2)

Usually, a resampling procedure is applied, in order to equal the number of
points in the two contours.

The objects’ contours combination is based on the assumption that the “best
ground truth” contours are more accurate then the new ones since they result from
the combination of multiple annotators. In detail, once a new object is considered for
being part of the “best ground truth” (see above) its contours CA are combined with
the contours CGT of the corresponding “best ground truth” object to form the new
object contours CNGT, where each point is computed as:

CNGT(i, j) =
1

2N−1

N
∑

n=1

(wA × CA(i, j) + CGT(i, j)) (3)

where wA ∈ [T, 1] (where T is the threshold described above, and is set to 0.75) is
the matching score between A and GT computed as above described and N is the
number of different annotations for that given object. Figure 9 shows the result of
a combination of four annotations (one belongs to the already existing best ground
truth) on the same object, whereas Fig. 10 shows how object contours evolve as the
number of annotators increases.

Finally, a quality score is assigned to the user (Uqs) that represents her ability in
ground truth creation, equal to:

Uqs =
1

N

NGT
∑

i

qini (4)

where N is the total number of objects that the user has drawn, NGT is the number of
the created ground truths, qi is the quality of the ith ground truth and ni is the number
of objects belonging to that ground truth.
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Fig. 10 Object contours
quality improvements as the
number of annotators gets
bigger

4 Data content

The proposed tool has been conceived for ground truth data collection within the
Fish4Knowledge project, whose video repository holds more than half a million
videos at different resolutions and frame rates. Those videos are acquired by eight
high definition underwater cameras that are set to work 24/7.

Fig. 11 Histogram of the number of images with respect to the pixel coverage
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Fig. 12 Histogram of the number of images with respect to the number of objects present

At the date of December 31, our database contains 55 annotated videos with
55,332 annotations (about 2,900 different objects) in 24,136 video frames, collected
by several users with our web-based tool, which is online since July 01, 2012.

Figure 11 shows the histogram of the total number of annotated images with
respect to the percentage of labeled pixels. In particular, 10,034 frames have less
than 10 % of pixels labeled and no image has more than 60 % of pixels labeled.
The histogram of the number of images per the number of objects in these images
(see Fig. 12), instead, shows that there exists a high number of images with only one
annotation (a little more than 11,000).

Currently, the tool’s database is constantly growing up, since more and more new
users are working on the annotation of new image sequences. At the current rate,
we estimate that about 350 10-min videos annotated by the end of 2013, resulting in
about 500.000 annotations of about 25.000 different objects.

5 Performance evaluation

The first evaluation of system’s performance was carried out in terms of time needed
to perform annotations and accuracy of collected annotations. In particular, we asked
50 computer science undergraduate students to annotate fish in 200 consecutive
frames of 5 different videos (320 × 240, 5 fps, 10 min long), provided with high
quality ground truths, taken from the application’s repository, with the proposed
tool, the GTTool [23] and ViPER-GT. The users were given a time period of two
weeks to complete the task. The time spent on the proposed tool was measured
automatically. For the GTTool and ViPER-GT the students were asked to accurately
take note of the time spent during the whole process. The achieved results in terms
of efficiency and accuracy are shown in Table 1.

The accuracy of the contours was compared against the gold standard ground-
truths available for those five videos by calculating the average of the PASCAL score
and the Euclidean distance.

The results shown that the time required to annotate the videos on average, was
lower for the GTTool. The reason behind this is that the GTTool employs automatic
object detection (in addition to automatic contour extraction methods, which are the
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Table 1 Comparison between the proposed tool, the GTTool and ViPER-GT

Proposed tool GTTool ViPER-GT

Total drawn objects 34131 43124 31409

Manually drawn objects 16832 14563 31409

Automatically drawn objects 17299 28561 –

Average time per object 7,4 s 4,2 s 11,2 s

Contour accuracy 89 % (95 %) 90 % 79 %

Learnability 9.1 8.2 3.4

Satisfaction 7.3 7.3 4.3

The number in parenthesis is the accuracy obtained by using the contour integration module (see
Fig. 13)

same as the proposed tool) to support users’ annotations, thus resulting in a major
number of automatically drawn objects, as shown in Table 1. For the same reason the
accuracy of the annotations drawn with GTTool was also slightly better that the one
achieved with the proposed tool. ViPER-GT ranked last in this comparison because
of its complete manual nature. It is important, though, to notice that these results
refer to a one-vs-one user setting and do not include possible advantages that can be
exploited by the proposed tool’s multi-user nature.

So, in order to compare the effort needed to generate high quality ground truth
by using the aforementioned tools, the time needed to annotate a video containing
a hundred fish objects, was measured. In single user applications, such as ViPER-
GT and GTTool, which do not offer any annotation integration method, the time
necessary to create a ground truth, increases exponentially with respect to its
quality. Considering though, that the proposed tool is devised to permit multiple
users to collaborate, integrating their annotations gives a significant boost to the
quality/effort ratio. In fact, in Fig. 13, is shown the time needed in order to achieve
different quality scores. In the single-user case, as it was aforementioned, the best
performer is the GTTool, needing about 61 min, in the best case, in order to get a
ground truth quality of 0.8. When the annotation integration module was used, the
same quality was achieved in about 30 min (in the 50 users setting).

Upon annotation completion, a usability questionnaire [11] was compiled by the
users, in order to obtain some feedback about the user experience. In particular, the

Fig. 13 The time (in minutes) needed and the obtained quality, for annotating a video containing
100 objects. For the single user cases the graphic represents the time needed by the best performing
user. For the proposed tool, when annotation integration takes place, it represents the time needed
for the users to achieve the corresponding quality score, working in parallel (i.e. the time that each
user spent)
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students had to grade the used tools in terms both of learnability and satisfaction.
Learnability expresses how easy it is to learn to use the tools, while satisfaction
represents the general feelings of the users about their time spent with each tool;
both values range from 1(worst) to 10 (best).

As shown in Table 1, the totality of users voted the proposed tool as the easiest
to learn, achieving a score of 9.1/10, with the GTTool coming near second (8.2/10).
ViPER-GT ranked third with a very low score (3.4/10) mainly because of its complex
interface and the time needed to achieve a satisfactory level of knowledge on its
usage.

When user satisfaction is concerned, both the GTTool and the proposed applica-
tion achieved a score of 7.3 out of 10. This tie was due to two main reasons, based
on the users’ comments: 1) The GTTool’s object detection and tracking algorithms,
alleviated a large part of the work, while 2) the proposed web tool was easier to use,
better organized and more appealing to the eye. The worst performer was, again,
ViPER-GT because of the total lack of automated tools and its steep learning curve.

6 Concluding remarks

In this paper, a web based video annotation tool is presented. It deals with all the
aspects of the ground truth generation process at different vision levels.

Although, the tool is on-line since last July and only few users have had access to
it (for testing reasons), about 55.000 annotations have been drawn and we expect this
number to grow exponentially in the next months. Besides, the experimental results
have shown that the tool presented herein, allows users to speed-up the generation
of high quality ground truth due to the distribution of the workload to multiple
users. Moreover, the contour integration module performed as expected increasing
the quality of the produced ground truth.

Currently we are working on integrating a performance evaluation module which
will enable scientists to test and compare their algorithms using the generated ground
truth. This module will be further extended with social interaction capabilities, in
order to enable scientists to share code, datasets and ideas.

As future developments we plan to add automatic video analysis tools for object
detection, tracking, recognition image segmentation that may save annotation time.
We also aim to map the currently available XML format into a web ontology, in order
to give users the possibility to insert semantic metadata for each annotated object,
which could not only support interoperability with other semantic web applications
(e.g. multimedia retrieval, like in [17, 25, 34]), but also enable users to generate
ground truth for higher level tasks (e.g. object recognition etc.).

Machine learning methods [26, 28, 44] will be applied on these textual annotations
in order to exploit the advantages offered by integrating annotations to multiple
types and levels of information. These semantic data will be available to the end users
via SPARQL Endpoints. The integration of more extensive collaborative capabili-
ties, e.g. simultaneously editing the same ground-truth or systemically distributing
the ground truth generation among different users, would undoubtedly accelerate
even more the whole process. Moreover, multiple annotations of the same object by
different users could be integrated by using Adaboost [16] in order to enhance the
quality of the produced ground truth.
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