
IEEE JOURNAL OF SOLID-STATE CIRCUITS, VOL. 32, NO. 2, FEBRUARY 1997 279

An Insect Vision-Based Motion Detection Chip
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Abstract—The architectural and circuit design aspects of a
mixed analog/digital very large scale integration (VLSI) motion
detection chip based on models of the insect visual system are
described. The chip comprises two one-dimensional 64-cell arrays
as well as front-end analog circuitry for early visual processing
and digital control circuits. Each analog processing cell comprises
a photodetector, circuits for spatial averaging and multiplicative
noise cancellation, differentiation, and thresholding. The opera-
tion and configuration of the analog cells is controlled by digital
circuits, thus implementing a reconfigurable architecture which
facilitates the evaluation of several newly designed analog circuits.
The chip has been designed and fabricated in a 1.2-�m CMOS
process and occupies an area of 2� 2 mm2.

Index Terms— Analog CMOS, analog VLSI, insect vision,
machine vision, motion sensors, smart vision sensors, template
model, vision chips.

I. INTRODUCTION

CONVENTIONAL vision systems based on mathematical
algorithms tend to be very complex, and their hardware

implementation requires powerful computers. Biological mod-
els of the insect visual system, however, suggest that simpler
solutions might exist for restricted tasks of motion detection
[1], [2]. A mixed analog/digital implementation of thetemplate
model of the insect visual system [3] has been successfully
accomplished in a proof-of-concept demonstration chip [4].

However, several problems affect the operation of continu-
ous time very large scale integration (VLSI) motion detection
chips. Two dominant problems are the presence of a strong
100 Hz (or 120 Hz in some other countries) ac component
in artificial lighting, and the difficulty in detecting slow
motion, which requires very large time constants for temporal
differentiation. These issues have been addressed in the design
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Fig. 1. The simplified model of the insect visual system. TheM blocks are
small-field motion detection elements.

of this chip. The chip also utilizes a fully testable architecture
and reconfigurable circuits.

This paper is organized as follows. In Section II the organ-
ization of the primary insect visual system and the template
model for motion detection are described. Section III intro-
duces the chip architecture. Section IV presents some of the
newly designed circuits, including the multiplicative noise
cancellation (MNC) circuit and the channel length modulation-
based operational transconductance amplifier (CLM-OTA) and
the role of these circuits in the system. Test results of the main
parts of the circuit are presented in Section V, followed by
some concluding remarks in Section VI.

II. TEMPLATE MODEL FOR INSECT VISION SYSTEM

Insect vision has been the subject of research for several
decades [5], and it is now clear that in many insects, the motion
detection mechanisms play a predominant role. A simplified
architecture of the insect visual system is illustrated in Fig. 1.
Three main layers compose the primary insect visual system:
the lamina, the medulla, and thelobula or lobula complex
[6], [7]. The lamina contains band-pass or high-pass filters
for contrast detection and enhancement. The medulla provides
many complicated functions and in particular, small-spatial-
field motion detection. Finally, the primary wide-field motion
computation is located in the lobula complex.Lobula plate(the
posterior part of the lobula complex) is also characterized by
large directionally sensitive motion detection (DSMD) neurons
[8]. From retina to medulla, the information is transferred in
parallel channels with a small lateral interaction. Therefore, it
is suitable for implementation in VLSI.
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Fig. 2. Forming a template from sampled spatiotemporal contrasts.

The template model, proposed by Horridge [9], models the
function of the small-field motion detection neurons in the
medulla. In the template model, the temporal contrast is quan-
tized to three levels: increase decrease and no-change

Therefore, the signals from two neighboring detectors
can have one of nine combinations:

The combination of
the outputs of two detectors at two sampling times gives rise
to 81 possible states, each called a template (see Fig. 2).

In the VLSI implementation of the template model, two
basic analog building blocks are required; a temporal differen-
tiator and a thresholding circuit. The rest of the model relies on
the digital processing of the outputs of the thresholding stage.

III. CHIP ARCHITECTURE

The template model was implemented in the first gen-
eration of our insect vision chips, called Bugeye I [10].
The architecture of that chip was a close replica of the
simplified model of insect vision. The retina was implemented
by parasitic p-well junction diodes and logarithmic current-to-
voltage converters for providing a wide dynamic range [10].
The band-pass filter in the lamina was implemented by using a
subthreshold differentiator. Template formation and encoding
were implemented digitally, after thresholding the outputs of
the band-pass filter [4]. Finally, a higher level processing layer,
containing six parallel wide-field motion detection engines,
was included as the hardware counterpart of the lobula.

This second generation of the insect vision chip, called
Bugeye II, only implements the retina and lamina. Template
model decoder and wide-field motion detection units, which
were implemented in Bugeye I, have not been included in the
Bugeye II, which has principally been designed as a test bed
for evaluating several different algorithms and new circuits.
For this purpose, testability and flexibility have been paid
considerable attention. Special switches have been used to
route the signals from each individual circuit in the array to
the outside of the chip. Signals from outside the chip can also
be applied directly to the circuits, resulting in a fully testable
structure.

IV. A NALOG BUILDING BLOCKS

A. The CMSA and MNC Circuits

Spatial smoothing of the input signal is one of the operations
required in many front-end processing stages for reducing the
input noise. Voltage mode circuits which use resistive networks

Fig. 3. The implemented CMSA circuit.

have been used elsewhere [11]. However, these circuits occupy
large areas. Current mode smoothing networks, which have
already been implemented in several vision chips [12], are
area-efficient and can provide a variable smoothing window
as a function of biasing voltages.

Another important reason for making use of spatial aver-
aging in the chip is MNC. It should be mentioned that the
MNC operation is not a part of the template model, and it
can be considered as a signal conditioning stage before the
differentiation stage. Our previous experiments indicated that
the 100 Hz frequency component of light sources, operating
with mains power, severely affect the detection of motion
because of the temporal differentiation stage. In this stage,
noise is sometimes amplified to a point where it dominates
the signals induced by the motion of objects. As this noise
is usually common among several neighboring photodetectors
and has a multiplicative nature, spatial averaging is ineffective,
but dividing the signal in one channel by the spatial average
of the input signals should effectively reduce the effect of the
noise [13]. Therefore, the MNC consists of spatial averaging
and division-by-average stages. Although in our chip the main
reason for using the MNC is to cancel the 100 Hz noise,
somewhat similar principles have been exploited in other
vision chips, such as the neuromorphic chips mimicking the
early visual processing in the retina of various animals [11],
[12], [14], [15].

In order to realize the spatial smoothing, we have designed
a current mode spatial averaging circuit (CMSA) which fea-
tures a digitally adjustable smoothing window. In comparison,
the circuit described in [12] has a continuously adjustable
smoothing window and requires a few less transistors.

The transistor level circuit of the implemented CMSA is
shown in Fig. 3. The circuit has two levels of averaging
circuitry and comprises current mirrors at the output. The
averaging window of this circuit can be changed simply by
switching on or off those transistors that are controlled by
and .

The division operation required in the implementation of the
MNC is performed by a translinear divider which operates in
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(a)

(b)

Fig. 4. Simulation output for input signals containing a 50% ac noise in an
array of implemented MNC circuits: (a) without activating the MNC circuit
(b) with the MNC circuit activated.

the subthreshold region [12]. The input and output variables
of this divider are all currents, and the divider is thus suited
to our CMSA circuit.

An array of 20 averaging cells and division circuits has been
simulated. The input to the array is a spatial square function
with current levels of 1 nA and 10 nA. Multiplicative noise
with a frequency of 50 Hz and a magnitude of 50% of the
signal level in each channel has been added. Fig. 4 shows the
input and output signals of the circuit. The relative noise in
the output signal has been significantly reduced from the initial
50% to less than 5% of the dc level of the signal. Different
simulations with different models and current levels yield the
same improved result.

B. Channel Length Modulation OTA (CLM-OTA)
for Temporal Differentiation

One principal operation of a motion detection algorithm
is temporal differentiation. In the implementation of a time
differentiator, the bandwidth of the signals (in our case the
photocurrents) to be differentiated is of major concern. Dif-
ferentiator circuits implemented in VLSI have minimum and
maximum frequencies for proper operation. These frequencies
are determined by the gain of the differentiator, the parasitic
capacitance and impedances present in the circuit, and the
dynamic range and saturation voltage of the circuits used in
the realization of the differentiator. The OTA-based circuit,
shown in Fig. 5, was used in the previous design [10]. The
OTA in this circuit requires a biasing current of

(1)

to yield a specified equivalent resistance where is the

Fig. 5. The OTA-based differentiator implemented in the chip.

subthreshold ideality factor. Therefore, very small currents in
the deep subthreshold region are needed to yield the desired
equivalent resistances (in the order of 1 G).

To obtain high resistance values while maintaining feasible
biasing currents, we have designed a circuit based on the
channel length modulation in MOS transistors. The simplest
expression characterizing the drain-source current as a
function of the channel length modulation coefficientis
given by

(2)

Fig. 6 shows a simple circuit which achieves this purpose.
is the bias current. Transistors M2 and M1 form a source

follower stage and follows the input voltage Therefore,
the current through this branch, is modulated by the input
voltage. Transistors M6 and M5 provide a reference current,

which is subtracted from the modulated current using
the current mirror formed by M3–M4. By changing the state
of M7, the circuit can operate either in the channel length
modulation mode, when M7 is turned off, or in the simple
OTA mode, when M7 is turned on.

The operation of the CLM-OTA can be affected by device
mismatch, which stems from two main sources: the mismatch
between the factors of the two transistors M1 and M5, and
the mismatch between the current mirror transistors M3 and
M4. In an ideal circuit, the output current would be zero if
the input voltage was equal to the reference voltage
However, an offset voltage may be caused by mismatches.
For analysis, it is convenient to assign all the fluctuations of

(the transconductance of transistors) and(the threshold
voltage) to the current mirror, which results in an offset of
bias current as a shift of the curve in Fig. 7(a),
and the fluctuations of (the Early voltage) to M1 and M5,
as a change of the slope of the curve indicated in
Fig. 7(b). The total offset voltage can be expressed as

(3)
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Fig. 6. The reconfigurable transconductance amplifier, which can switch
between the simple OTA-mode and the CLM-OTA-mode.

(a) (b)

Fig. 7. Offset voltage introduced by mismatch between transistors in current
mirrors, and biasing transistors. (a) Bias current shift and (b) a change in the
slope of the I-V curve due to Early voltage mismatches.

where is the bias current and is the reference voltage.
and are the relative variances of the

bias current and Early voltage due to transistor mismatch,
respectively. is inversely proportional to the
transistor gate length, is directly proportional to
and is relatively constant. Therefore, the equation
seems to result in a constant value. However,in the first
term of (3) may significantly increase the offset due to bias
current mismatch. Hence, should be chosen as small as
possible, which means that the transistor gate length should
be proportionally small. Also, the width of transistors M1 and
M5 should be made large enough to decrease mismatch. In
our design we have used the minimum gate length for biasing
transistors, which is 1.2 m and have an Early voltage of
about 5 V.

V. PHYSICAL IMPLEMENTATION AND TEST RESULTS

Two arrays of analog circuitry, each containing 64 rows,
have been implemented in the chip. Each row comprises
a photodetector, CMSA cell, division circuit, differentiator,
thresholding circuit, and analog switching circuits for testa-
bility purposes. The chip has been designed in a 1.2-m

double-poly double-metal p-well CMOS process, and occupies
an area of 2 2 mm Metal-2 layer has been used for
protecting the analog circuits from light exposure.

The CMSA and MNC stage were tested by projecting a
stationary light bar onto the chip (Fig. 8). The sharp fluctua-
tions observed on the input and output signals are caused by
mismatches between transistors used in the CMSA circuit and
in the divider. The original photocurrent profile obtained di-
rectly from the output of photodetectors is smooth (not shown).
Although the magnitude of the fluctuations is relatively high
compared with the input signal, it appears only as a stationary
spatial background. In the implementation of the template
model, which does not rely on the spatial information in
the early stages of analog processing, this spatial background
does not affect the operation of the circuit. However, in other
motion detection models, which depend on spatial information,
significant performance degradation can occur.

To test the CLM-OTA, the reference input was fixed at
2.5 V, while the other input was varied from the ground
voltage to the supply voltage range. The output current of
the CLM-OTA is very linear over a range of 1 V to 5 V,
i.e., from about the threshold voltage of the transistor to the
supply voltage.

The I-V characteristics of all the available CLM-OTA’s
were measured in all 40 chips received from the manufacturer.
At a biasing current of 100 nA, a mean offset voltage of 0.37 V
with a standard deviation of 0.55 V is obtained. The maximum
offset is about 1.2 V. As the circuit is used in a feedback loop,
and the dc offset of the circuit does not affect the operation
of the next processing stages, large offset values do not affect
the function of the circuit.

For testing at the system level, the chip was exposed to
moving objects. To obtain a reasonable output, the biasing
currents needed to be tuned for the particular lighting condi-
tions. Fig. 9 shows the coded output of the chip. The straight
pattern is from a person moving 3 to 4 m away from the
chip, and the curved pattern is from a pen waved in front of
the chip at approximately 30 cm. Each hexadecimal number
represents a particular template which has been encoded to
single characters for display purposes.

VI. CONCLUSION

The architecture and building blocks of a motion detection
chip, inspired by the insect visual system and based on the
template model for insect vision, were described. The model
lends itself to VLSI implementation, as the processing is done
in parallel and no spatial processing in the analog front-end
is required. Spatial information is only used after thresholding
the time differentiated photocurrents.

A new current mode spatial averaging circuit has been
implemented for use in the multiplicative noise cancellation
process to filter out the effect of the 100 Hz ac noise.

The channel length modulation OTA shows a significant
transconductance reduction compared with a simple five-
transistor OTA. Transconductance values as low as 10
S can be achieved with a practical bias current of 1 nA.
Therefore, time constants in the order of 0.1 s are achievable
in a very small area.
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(a)

(b)

Fig. 8. Test results of the CMSA and MNC circuits with an input light bar. (a) The input and the spatially averaged output of the CMSA circuit with two
different averaging windows. “average01” is the output of the CMSA whenS1 = 0 andS0 = 1 and “average 11” is the output whenS1 = S0 = 1.
(b) The output of the MNC circuit in response to the light bar.

Fig. 9. Output of the chip when looking at two different objects at different distances from the chip. The “�” represents no-motion.
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