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## An Interactive Graph Theory System


#### Abstract

The medium of computer graphics provides a capability for dealing with pictures in man-machine communication. Graph Theory is used to model relationships which are represented by pictures and is therefore an appropriate discipline for the application of an interactive computer graphics system. Previous efforts to solve Graph Theoretic problems by computer have usually involved specialized programs written in a symbolic assembly language or algebraic compiler language.


In recent years, graphics equipment with processing power has been commercially available for use as a remote terminal to a large central computer. Although these terminals typically include a small general purpose computer, the potential of using one as programmable subsystem has received little attention.

These motivations have led to the design and implementation of an interactive graphics system for solving Graph Theoretic problems. The system operates on an IBM 7040 with a DEC- 338 graphics terminal connected by voice-grade telephone line. To provide effective response times, computing power is appropriately divided between the two machines.

The remote computer graphics terminal is controlled by a special-purpose executive program. This executive includes an interpreter of a command language oriented towards the control of existence and display of graphs. Several interactive functions such as graph drawing and editing are available to a user through light button and pushbutton selection. These functions which are local to the terminal are programmed in a mixture of the terminal computer's machine language and the interpreted command language.

For more significant computational requirements the central computer is used, but response time for interactive operation is then diminished. In order to overcome the speed of the telephone link, the central computer may call upon a program at the terminal as a subroutine.

Based on the mathematical terminology used to define graphs, a high level language was developed for the specification of interactive algorithms. A growing library of these algorithms provides routines to aid in the construction and recognition of various types of graphs. Other routines are used for computing certain properties of graphs. Graphs may be transformed by some routines with respect to both connectivity and layout. Any number of graphs my be saved and later restored.

A programmer using the terminal as an alphanumeric console may call upon the programming features of the system to develop new interactive algorithms and add them to the library. Programs may also be created for the display terminal, using the central computer for assembly.

Examples of system use which are presented include finding a shortest path between any pair of vertices in a weighted directed graph, determining the maximally complete subgraphs of an arbitrary graph, interpreting a graph as a Mealy model of a finite state machine, and laying out a tree for aesthetic presentation.
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## INTRODUCTION

The medium of computer graphics provides a capability for dealing with pictures in man-machine communication. Graph Theory is used to model relationships which are represented by pictures and is therefore an appropriate discipline for the application of an interactive computer graphics system. Previous efforts to solve Graph Theoretic problems by, computer have usually involved specialized programs written in a symbolic assembly language or algebraic compiler language.

In recent years, graphics equipment with processing power has been commercially available for use as a remote terminal to a large central computer. Although these terminals typically include a small general purpose computer, the potential of using one as a programable subsystem has received little attention.

These motivations have led to the design and implementation of an interactive graphics system for solving Graph Theoretic problems. The system operates on an IBM 7040 with a DEC- 338 graphics terminal connected by voice-grade telephone line. To provide effective response times, computing power is appropriately divided between the two machines.

The remote computer graphics terminal is controlled by a specialpurpose executive program. This executive includes an interpreter of a command language oriented towards the control of existence and display of graphs. Several interactive functions such as graph drawing and
editing are available to a user through light button and pushbutton selection. These functions which are local to the terminal are programmed in a mixture of the terminal computer's machine language and the interpreted cormand language.

For more significant computational requirements the central computer is used, but response time for interactive operation is then diminished. In order to overcome the speed of the telephone link, the central computer may call upon a program at the terminal as a subroutine.

Based on the mathematical terminology used to define graphs, a high level language was developed for the specification of interactive algorithms. A growing library of these algorithms provides routines to aid in the construction and recognition of various types of graphs. Other routines are used for computing certain properties of graphs. Graphs may be transformed by some routines with respect to both connectivity and layout. Any number of graphs may be saved and later restored.

A programmer using the terminal as an alphanumeric console may call upon the programing features of the system to develop new interactive algorithms and add them to the library. Programs may also be created for the display terminal, using the central computer for assembly. Examples of system use which are presented include finding a shortest path between any pair of vertices in a weighted directed graph, determining the maximally complete subgraphs of an arbitrary graph, interpreting a graph as a Mealy model of a finite state machine, and laying out a tree for aesthetic presentation.

### 1.1 Motivation

This dissertation is concerned with a research effort which is specific in its goal, but somewhat broader in its means of striving towards that goal. The title, "An Interactive Graph Theory System," indicates the goal, which is to place man and machine in a situation where effective solution of a class of problems may be performed. The interfacing vehicle is not only a graphical display, but a sophisticated terminal including a general-purpose computer. Thus, in addition to computer graphics, this research touches on the use of computer networks. The aim is not to advance the field of Graph Theory itself; the emphasis of the work described here is in the area of programming system design. 1.1.1 Graph Theory

Graph Theory is a branch of mathematics which is appreciated by many fields in a wide variety of applications. Electrical engineers often treat electrical networks, switching circuits, and communication networks as graphs.[6,20,42,62] Theoretical physicists apply Graph Theory to crystal structure [20] and high-energy physics [9]. Chemical structures can be considered as graphs, and therefore classification and matching techniques are suitable for graph-theoretical approaches. [39,43,65] Various kinds of linguistics analyses, in particular transformational analyses, are readily represented as graphs.[21,28,29,30] Graph Theory has a great impact on Computer and Information Science, especially in Automata Theory, Mechanical Languages, and Programming Languages. [17,22] Flowcharts are graphs, and so are the data and memory structures on which programming systems are based.[10,61] Some researchers have developed graph models of computation. [26,31] A graph-theoretic approach has been used in order to optimize index
register allocation in compiled programs. [23] Some approaches employ graphs as the very statements of a programing language. [8,48]

As Graph Theory is applied, the pure mathematicians continue to extend the field with theorems independent of application. The reader interested in learning about Graph Theory itself may refer to one of the popular texts. [4,51]

The point has been made that Graph Theory is being used as a framework in which to pose certain problems in order to benefit from the terminology, theorems, and related understanding. Perhaps this formalism appeals to many because of its vividly graphic nature where relationships are modeled as pictures. Therefore it follows that when computers are applied to graph-theoretic problems, it is of significant value to use the two-dimensional (or three-dimensional) medium of computer graphics. 1.1.2 Computers and Graph Theory

Graph Theory is applied to various aspects of computers, and computers likewise aid in solving some classes of Graph Theory problems. Much work of the Graph Theorist consists of creative mathematics such as theorem proving. Research in the computer field has attacked such problems [58], and this aspect would be a fundamental part of a computerized laboratory for studies in Graph Theory. Other aspects of the work are the development and application of algorithms, which are more susceptible to computer aid.

There have already been many special-purpose programs written to solve graph-theoretic problems, often in symbolic assembly languages or algebraic compiler languages. $[5,18,37,43,52,64,65,68,69,70,74]$ These efforts have been carried out in batch processing environments where
no interaction could occur, particularly no graphical interaction. Having had experience in this field [74], the author has been motivated towards a high level language which can be used for graphs and the use of the medium of interactive graphics. In some stages during the development of an effective algorithm, the user can benefit from a monitoring feature which keeps him informed of the progress of computations. While not in itself interactive, such a feature would be a likely by-product of an interactive system. The interactive mode would be exemplified by a user's directing the course of an algorithm as he notices its attempts at seeking solutions in parts of a graph where there is no hope.

Although such motivations had been developing over the past few years, this research effort was sparked into action as a result of initial investigations by Ronald M. Baecker at M.I.T. Lincoln Laboratory during the summer of 1966. [2] His work was documented in a brief Technical Note where he described a specialized interactive graphics program for the TX-2 computer which aided in the studies of planar representations of complex graphs. The major significance of this paper, however, was Baecker's thoughts on the "use and design of a Graph Theory Package." Some of the design concepts employed in this research are to be found in Baecker's suggestions. There were, in fact, mutual influences since the author was in direct contact with Baecker at the time. For example, it is not by chance that Baecker has suggested $L^{6}$ as the language for maintaining graph structure.

Another research effort which was reported concurrently with the development of the Interactive Graph Theory System was carried out at Harvard University by William M. Newman. [48] On the PDP-1 Newman produced a system for interactive graphical programming using state
graphs as the form of programs. Although the programing system uses graphs as programs, it does not include the facilities for the solution of graph-theoretic problems. The most significant comparison of Newman's work to this work is the form of drawing the graphs. In Newman's system, all states are represented by circles to which and from which arcs are drawn, with arrowheads placed at the ends of arcs. This format tends to fill the screen quickly and when many arcs terminate on the same state, the abundance of arrowheads adds unnecessary clutter to the picture. In the Interactive Graph Theory System, one might expect, in general, that many vertices would be drawn on the screen. Therefore, vertices may be rather small dots, and in order to avoid clutter, arrowheads are positioned somewhere along the length of the arc.

### 1.1.3 Remote Computer Graphics Terminals

In addition to the application area of Graph Theory, this research includes system design for a remote computer graphics terminal. During the past four years, many such devices have been made commercially available [11,40,41,47,59], but there has been little experience acquired in the use of such hardware for useful processing at the terminal as well as in the central larger computer. One motivation has been to demonstrate how much computing may be done at the terminal.

The typical configuration being considered is a large computer, perhaps time-shared, with a voice-grade telephone link to a remote graphics terminal, over which typical transmission is at 2000 bits-persecond. The terminal consists of a general purpose computer augmented with special display processing hardware which drives a CRT of viewing area from 8 to 20 inches square. The terminal includes various input devices for the user such as keyboard, light pen, buttons, knobs, tablet,
etc: In addition to the core memory of the terminal's computer, there may be a disk or drum for programs and/or data. Prices of such terminals range from $\$ 75,000$ to as high as $\$ 200,000$ or more. At the lower end of the price scale is the Digital Equipment Corporation Programmed Buffered Display 338 (or DEC-338), which was used in this research. Other research groups have employed the same device, but their emphasis has been on doing nearly all computing in the central machine. Specifically, work has been carried out at M.I.T. Lincoln Laboratory, University of Michigan [63], and University of Illinois. [56]. Bell Telephone Laboratory has done pioneering work [50] and is continuing to pursue this area. [3, 7,49 ] Depending on the duration and frequency of attention the central computer may give the graphics terminal, there is a tendency towards expanding the terminal into a powerful computation and storage facility. This depends upon the intended uses of the communication link. In a system design, it is necessary to weigh the hardware costs with the desired response times. For some applications the remote computer graphics terminal described above may not be adequate; an example of this is when a user must observe pictures on the screen at a dynamic rate of information exceeding that of the communication link.

The DEC-338 remote computer graphics terminal is suitable for incorporation into a system for Graph Theory, and thus it has been so used. Much can be done locally at the terminal without the central computer, but this is not the recommended approach for system growth.

### 1.2 Objectives

The overall objective of this research effort consists of the design and development of an experimental system which allows a researcher or student to interact on-line with a powerful computer through a remote
computer graphics display terminal in order to solve algorithmic problems of Graph Theory.

The above statement indicates the usefulness of the project, but the methods used in building such a system are also to be emphasized as objectives. At the beginning of the work, the hardware and software systems which were available to the author dictated an initial constraint. Since much of that environment had been previously designed and/or implemented by the author it served as an ideal experimental system which could be easily modified when necessary. Thus, an objective was to attach the DEC-338 into the multi-console system called The Moore School Problem Solving Facility in such a way that it could be used both as a text console and graphics terminal. A user would then have the ability of program development as well as applying programs already in the system. Furthermore, the Interactive Graph Theory system programmer would have the available tools to modify that system from the terminal.

A fundamental objective for the central computer was the development of a compiler-level programing language oriented towards graph-theoretic algorithms. In an attempt not to restrict the power of the language, its primitives would reflect a set-theoretic approach. Thus graphs may be defined in terms of entities which include atomic objects, ordered pairs, and sets. In addition, the language would allow for specifying arbitrary data associated with any entity, thus providing the power of modeling arbitrary data structures. As in many programming languages, other desirable features include flexible loop control and branching capabilities, use of subroutines and functions, ease of use, and ease of readability.

The language must be enriched with appropriate primitives in order that interactive programs may be written. Control of what is displayed is essential since automatic monitoring of an arbitrary structure is time-consuming and often undesirable.

Underlying the compiler-level language must be a collection of processors which maintain a memory structure. An objective is modularity so that changes may be made in the memory structure without affecting the primitives of the language which deal with data structure. Thus this system can be used as a framework for comparative studies of memory structures. For example, at this level, a doubly-linked list approach could be compared against a list with only forward pointers.

Out at the graphics terminal there must be an executive program which has control of the display and the small computer. It is to handle input/output functions as well as maintain a flexible display file organization and simple data structure capable of storing only those parameters relevant to the display of graphs. The executive program would therefore be special-purpose for this applications area in order to increase the potential for significant performance at the terminal.

The executive program should have a command language which is interpreted so that requests from the central computer may affect the data structure at the terminal. There should also be the ability to execute local interactive user programs at the terminal. Enough facilities should be available for a programer to avoid detailed knowledge of the hardware of the terminal. As a result the programs tend to be more machine-independent.

Finally, there must be communications procedures in both the central computer and remote computer graphics terminal. In a system where
the terminal has computational power, there must be methods of altering the center of control. At certain times, control should be in the hands of the user, and thus at the terminal. At other times, the central computer must be able to direct the activities at the terminal.

There are other objectives underlying this system design which are common to many programming systems. These include storage and updating facilities for programs and data, modularity for easy modification of parts of the system, and available tools for system growth. Adequate response times are always desirable in an interactive system according to the user's notion of the complexity of requests. Of some concern in this experimental development is the efficient utilization of the resources.

The types of problems for which the system is being designed are 'mainly graph-theoretical algorithms, but it should also be a test bed for layout problems such as were considered by Baecker.[2] The development of applications packages based on graph-theoretic approaches is another direction in which the system may grow. Any problems where graphs are used are appropriate, but since the compiler language used must be somewhat general, it is expected that the system might be applied to other classes of problems as well.

## 1.3 outline of the Dissertation

Chapter 2 presents the framework upon which the Interactive Graph Theory System has been built, and then proceeds to discuss the methods used in building the system. System organization is described, enhanced by discussions of the reasons for the ways the system operates both as a whole and in some detail.

Chapters 3 and 4 constitute the technical descriptions of the languages specific to this system. They may be used as manuals by programmers. Chapter 3 covers the compiler-level language which is used to process graphs. The chapter ends with some practical examples of graph-theoretic algorithms. Chapter 4 is concerned with the interactive and graphical aspects of the system. This includes a description of the executive program in the remote computer graphics terminal and the ,way in which it is used both locally and within the central computer as an enrichment of the compiler-level language.

Chapter 5 describes the operation of the terminal from the user's point of view, including some of the interactive operations which are performed locally.

An account of some of the practical problems which have been tackled by the system is presented in Chapter 6.

Chapter 7 concludes the body of the document with a critique of the work performed and suggestions for continued research.

The five appendices provide technical details underlying the computer implementation of the Interactive Graph Theory System. Since program listings of all parts of the system consist of nearly one foot of printout, they are not included in this document. Further information required by a maintainer of this system has been provided by the author in the form of memoranda.

## CHAPTER 2

## SYSTEM DESIGN AND DEVELOPMENT

This chapter begins by describing the background and environment used as a base for the construction of the Interactive Graph Theory System. The middle part presents the important building blorks of the system, and the final portion is a unification of the various aspects of the effort into a description of what the system does and how it operates.

### 2.1 The Moore School Problem Solving Facility

The MULTILIST Project has been a continuing research effort at the Moore School for many years.[55] It has been concerned primarily with techniques for information storage and retrieval (which is the source of the name), particularly with its relationships to problem solving. The project has focused on the design, development, and use of a hardware and software system called the Moore School Problem Solving Facility (MSPSF). The software is an attempt to combine storage and retrieval capabilities of a computer with its computational power to solve problems. The hardware used for this work consists of a multi-console system attached to an IBM 7040. Since the IBM 7040 did not directly support a variety of types of terminals, a PDP-5 was originally selected to serve as an intermediary or satellite of the IBM 7040. The PDP-5 has been since replaced by a PDP-8 which was almost program-compatible and much faster. The PDP-8 is attached to the IBM 7040 by a direct data connection which operates at memory speed. The PDP-8 services consoles over telephone lines. There are three ports for Teletype consoles, and a standard interface to a 201B Dataphone which operates over a 2400 b.p.s. private line. Originally, at the other end of the private line was a Bunker-Ramo Teleregister 200 series Universal Control Unit
with two attached consoles. Each console had one alphanumeric display, a keyboard, and a Teletype printer. The program written for the PDP-8 (named PSF) serviced the Teleregister consoles, Teletypes connected over Telephone lines, plus the on-line Teletype of the PDP-8. In addition to providing hardware interfacing, the PDP-8 interpreted a console control language used for program editing, job control, and output observation.

Although many consoles were attached to the IBM 7040, the central computer would only execute one job at a time in a "fast-batch" mode. Each console had an associated input file and output file allocated on the large disk of the IBM 7040. A user could perform editing functions on his input file or peruse his output at any time, but he would have to wait in a job queue to get processing time. When no console jobs were pending, normal jobs for the IBSYS Operating System could be run from the System Input Unit (either card reader or magnetic tape). The Input/Output and Control System of the MSPSF was described in a Technical Report.[46]

Initially, console jobs consisted only of use of the MULTILIST facilities, but later developments made available all of the IBSYS Operating System to console users.[45] This provided a multitude of programming languages, especially FORTRAN IV and MAP Assembly Language. In addition, a very useful feature was made available at the same time: macros at the level of the input to the operating system. In the MULIILIST environment, these macros may include statements which cause retrieval by description of $B C D$ card images, binary card images, or other macros to be interpreted. Not only is this macro facility conceptually appealing, but it has been proven most useful.

The most recent improvement to the MSPSF system was the division of one all-inclusive file for storage into individual independent files. This work also included the facilities for file ownership, sharing, read-only access, etc.[24]

### 2.2 Connection of the DEC-338

As interest in computer graphics developed in the Moore School, the need for graphics hardware was inevitable. A DEC-338 Programmed Buffered Display was purchased for use by various projects of both students and research staff. This device includes a PDP-8 computer as one of two processors; the other is a specialized processor with its own operation codes oriented toward control of the attached CRT display. Both processors share a common 8 K -word 12 -bit memory with $1.5 \mu$ s cycle time. The display processor represents a lot of digital logic, and this is reflected back to the programer so that it requires many weeks to master the programming of the DEC-338. This was a strong motivation for the use of an interpreted language for the display of graphs in the Interactive Graph Theory System. Since even the programer writing interactive systems under, the executive of this system need not know about the DEC-338 hardware, it is not further described here. The interested reader may refer to the manuals published by Digital Equipment Corporation $[12,54]$ and a memo written by the author which clarifies some of the operations of the hardware not covered by the manufacturer literature. [73]

Although the DEC- 338 can be used as a stand-alone system, it is configured as a remote computer graphics terminal. It has a small fixedhead disk of 32 K l2-bit words, and one DECtape for more permanent storage.

It is equipped with a standard Dataphone interface to a 201B Dataset over private wires. This is the means by which the DEC-338 is attached to larger computers on the University campus. The telephone connection is used to attach this terminal into the MSPSF at the same spot where the Teleregister equipment tied in. Although the Teleregister Universal Control Unit had fixed message protocol, the DEC- 338 could be programmed with any chosen design. In particular, it could be set up to mimic the actions of the Teleregister device. This was the first step taken in the software support of the DEC-338 in the MSPSF. [33,35] .Since the Teleregister equipment supported two independent consoles, the "simulator" on the DEC- 338 retained the flexibility of being considered either one of the two consoles at any one time. The DEC-338 on-line Teletype keyboard along with some of the pushbuttons replaced the Teleregister keyboard, and the Teletype printer was used for printed output. The display screen of the $D E C-338$ served the same function as the screen in the Teleregister console.

At this point no improvements had been made in the operational characteristics of the display consoles, but this initial step provided the necessary groundwork for upgrading the facilities to support the DEC- 338 as a graphics terminal. In order to accammodate this requirement, some changes had to be made in message protocol between the intermediary PDP-8 and DEC-338. Also, code conversion which previously took place in the PDP-8 was eliminated so that messages sent to and received from the DEC- 338 would be arbitrary binary sequences. Fxternally, the operation of the $D E C-338$ as a text console remained unchanged, but now the scene was set for the building of the Interactive raph Theory System. Meanwhile, for other reasons, the Teleregister
consoles left the Moore School, and the hardware configuration of the MSPSF therefore has evolved to what is shown in Figure 2-1.

Next, the PSF program in the intermediary PDP-8 was modified, and additional programs were written in the IBM 7040 to support the transmission of binary output from the user's output file on the disk of the IBM 7040 to the DEC-338. This link was needed for sending the results of assemblies of PDP-8 assembly language programs to the DEC- 338 for either storage on the disk or punching out on paper tapes.[34] The assembly system is described in the next section. 2.3 The PDPMAP Assembly System

The PDP-8 (or DEC-338) is a small computer, but it can be programmed to perform many valuable tasks. One task for which many feel it is inappropriate is the assembly of PDP-8 (or DEC-338) programs. Thus the author instigated the development of a powerful assembly system for the small computer which runs on the IBM 7040.[27] This PDPMAP Assembly System includes extensive macro facilities, literals, location counters, line printer listings with cross-referencing, and a flexible cross-page linking facility. It has played a vital role in the development of the DEC-338 programs in the Interactive Graph Theory System.

PDPMAP has aiso been used by the author and others for the development of systems programs for the PDP-8 and DEC- 338 which have lead to more effective use of the small computers. Two programs in particular were developed in order to provide adequate debugging aids needed during the development of the DEC- 338 portion of the Interactive Graph Theory System. [75,76]


In the MSPSF, PDPMAP can be used from the DEC-338, and the binary output from an assembly may be transmitted to the remote terminal for either storage on the disk or punching out of paper tapes.[34]

### 2.4 A Display Executive

The first design problem which was confronted at the outset of this research was a solution to the problem of displaying a graph on the screen of the DEC-338. Changes may occur in such a picture and so more than a display file must exist. As the various operations which would be desirable in the display of graphs are formulated, it is natural to list such operations as commands such as "move vertex $\mathrm{V}_{\mathrm{i}}$ to $X_{j}, Y_{j} \cdot "$ One possible approach would be to make available several subroutines which could be called with arguments. This approach is often used in driving a display within a FORTRAN environment (see, for example, the display support for the DEC-339[78]). An alternative approach was adopted which involved the design of a language to be interpreted within the DEC-338. The motivation here was based on the transmission of such commands by the central computer across the telephone line to the remote terminal. The language approach also seemed appropriate for affecting the display of graphs locally at the terminal. Thus any changes which could be made in the displayed graph would be done through the interpreter. By using only this special language, it is a relatively easy task to program the display since the underlying executive program provides all of the hardware-dependent programing. Another advantage of this unified method is the possibility of substituting other interpreters so that the language could direct other graphical devices such as a plotter or microfilm recorder.

The language which was designed for the control of the display of graphs also includes the primitives which reflect the notion of a graph existing in the DEC- 338 without being displayed. Chapter 4 describes the role of the DEC- 338 in this system as controlled by the Display of Graphs Graphical Interpretive Executive (DOGGIE).

### 2.5 Role of the DEC-338

It has already been indicated in previous sections that the DEC-338 plays two distinct roles in the Interactive Graph Theory System. First, it can be an alphanumeric display console of the MSPSF. Its second mode of use makes the terminal into a graphic display console for the handling of graphs. In this mode the underlying display executive is in control of the DEC-338, and it is considered the most fundamental or primitive level of the basic system. On the next level, interactive graphical programs may be implemented entirely within the DEC-338. The author has provided an extensive set of such programs thus making the terminal into an effective interface to a user. A "Graph Monitor" presents light buttons which can be used to control the creation, alteration, and deletion of graphs. The user is given the power to view a graph through four window sizes, and there are controls to alter the window position. Thus a user of the system has no need to know the underlying system structure, and there is no mention of this structure during normal use of the terminal. Three of the functions available to a user call upon the IBM 7040 for processing. Graphs may be saved by description in the MULTILIST file, and later restoration by description of any number of graphs may be performed. Interactive execution of previously compiled algorithms on the IBM 7040 (in conjunction with the DEC-338) gives the user the computing power unattainable in the terminal
computer alone. Chapter 5 describes the operation of the termin.l under the Graph Monitor.

Some of the programs which support the available functions of the Graph Monitor are written in a form which may be used by new local programs developed by system programmers. The most useful of this class are those groups of subroutines responsible for communications with the IBM 7040 (via the PDP-8).

### 2.6 Data Structure

It has been suggested that the term "data structure" has been too videly applied. [13] There are two distinct issues which should be explicitly distinguished: the data elements and the relationships among them vs. the utilization of the physical storage devices with respect to bits, pointers, etc. The term "data structure" will be used to describe the former issue, and "memory structure" for the latter. The word "structure" will be used to encompass both concepts.

### 2.6.1 Division of Labor

A central concern of many computer graphics systems is the technique used in modeling the relationships among various data. This is of concern for the underlying implementation of the problem being attacked as well as for the maintenance of the display for the purposes of interpretation of user inputs, alteration of the picture, etc. When one central processor is used for the implementation of a camputer graphics system, the tendency is to use one structure which encompasses both levels of information as has been done on the TX-2 computer at Lincoln Laboratory. [57,66,67] When the graphical work is done at a terminal which includes a computer, the organization heavily depends on the rate of information transfer. In the Graphic-I organization,
nearly all structure appeared in the central computer since the remote computer could be jammed with a display file at very high speed. [50] In a more divided system, where a voice-grade line links the terminal to the central computer, at least a display-oriented data structure must be maintained at the terminal for effective interaction.

One solution to the need for two structures in two (often) different computers is the implementation of the same basic structure in both machines. Possibly, one machine might be able to handle a subset of what the other can do. This type of approach has been used in the ASP-1 and ASP-7 implementations [19], and was a motivation in the development of TRAC-D. [71] A strong reason for taking such an approach is the possibility of writing same programs which may operate in either machine or both machines. Also, the systems programmer may be dedicated to using only one language.

Although the above type of approach is logically pleasant, unless the central and terminal computers are appropriately related, it could be stifling to the effectiveness of both machines. The structure in the smaller computer might be so general that its small memory is too quickly exceeded, and, at the same time, the possibility for sophistication in the larger machine might be suppressed. The division of labor being used in the Interactive Graph Theory System is based upon the problem area and the particular machines involved, especially the smaller one. Since it is an operational system, its effectiveness can be demonstrated. The author feels the approach is successful.

The data structure used in the DEC- 338 is primitive with just enough features to handle the existence and display of graphs. The details of the data structure are presented 'in Chapter 4, and the under-
lying memory structure is covered in Appendix 1.

### 2.6.2 Representation of Graphs

An important part of the design of the Interactive Graph Theory System is the data structure and memory structure used in the IBM 7040. The approach taken has been influenced by the experimental orientation of university research so that sufficient modularity has been kept for other students to use this system as a test bed for further studies. Instead of providing a data structure capable of representing graphs only, a more general approach was selected which provided an environment where graphs could be represented as they are defined in Graph Theory textbooks. Thus the constructs of set theory are used as the primitives of the data structure. The need for data associations has prompted the inclusion of the facility for associating an arbitrary amount of data with any element of the data structure. Other systems which include this type of power are APL (Associative Programming Language) [14], LEAP [60], TRAMP (Time-Shared Relational Associative Memory Program) [1], and work involving list processing in the MAD compiler language[38].

The data structure used in this research is based on the APL approach. APL was "designed to be imbedded in PL/I as an aid to the user dealing with data structures in which associations are expressed." The IBM 7040 implementation of FORTRAN IV was extended in much the same way in creating the associative language ALLA. Some of the primitives of ALLA are taken from APL, but the operations appear as an extension of FORTRAN rather than PL/I. One deficiency of APL which has been eliminated in ALLA is the necessity for specifying in advance the allowable associations an entity may have. For use in graph-theoretic constructs, the ability to dynamically associate new types of data is important when
extending the graph structure to include new attributes such as "color of a vertex" or "neighbor." Chapter 3 is devoted to the ALLA language. 2.6.3 Implementation

The primitives of ALLA were selected on the basis of need to express certain relationships commonly used in Graph Theory and in an attempt to provide full structure-scanning facilities for an arbitrary given structure. The data structure design consists of the syntax and semantics of ALIA presented in Chapter 3. An issue which is somewhat independent is the underlying implementation of the compilation of ALLA statements and the way in which the memory structure is maintained.

### 2.6.3.1 Compilation

Since ALLA is an extension of FORTRAN IV, compilation must consist of at least that of the FORTRAN language. Therefore, it is rather advantageous to use the already-existing compiler as part of the process. There are two obvious possibilities: either the compiler may be changed to process ALLA statements, or ALLA statements may be changed to be processed by the compiler. In the given environment, the second alternative is the easier to accomplish. For reasons of legibility it was decided not to make ALLA statements conform exactly to the syntax of FORTRAN. The only method, therefore, was to preprocess ALLA into FORTRAN IV, and then finish the compilation by applying the FORTRAN compiler to the output of the preprocessor. Although this discussion has presented the design process as sequential, it is the case that the ease of preprocessing entered into the choice of the ALLA syntax.

The process of transforming ALIA into FORTRAN IV is one of string manipulation. In selecting a language in which to write the preprocessor, assembly language was avoided in order to attempt machine-independence.

The SNOBOL language was available on the IBM 7040, but it was unreliable and had no way to output text which the FORTRAN IV compiler could later process. Since $L^{6}$ was already being used (see the next subsection), that language was chosen. Appendix 3 describes the preprocessor, giving the transformations it performs on ALLA programs.

### 2.6.3.2 Memory Structure

The data structure and associative components of the ALLA language are preprocessed and compiled into FORTRAN SUBROUTINE and FUNCTION calling sequences. Up to that point, the underlying implementation is not reflected; it could be written in any language capable of being linked with FORTRAN and the memory structure could be anything. The method selected for the implementation of the memory structure is not coding in assembly language, but in order to retain some machine-independence and to make it easier to write, debug, and modify, the language $\mathrm{L}^{6}$ was chosen. The language was originally designed and implemented at the Bell Telephone Laboratories where it received the name "Bell Telephone Laboratories' Low-Level Linked List Language" or $L^{6}$ (pronounced "L-six").[32] Based on the original implementation on the IBM 7094 using BELL MACROFAP, the author implemented UP.L6 for the IBM 7040.[77] In the process of translation, improvements and new features were added thus making it easy to link $L^{6}$ programs with both FORTRAN and MAP assembly language. The memory structure underlying ALLA is written in $L^{6}$ which imposes only the organization of dynamic memory into blocks of $2^{n}$ (where $n$ ranges from 0 to 7) full words. There is no preset linkage such as found in CORAL[57]; instead $L^{6}$ is a language in which the CORAL memory structure could be implemented. In fact, the ALLA memory structure which has been implemented is based on the same general
organization of data as doubly-linked rings. The ALLA memory structure is described in Appendix 4.

### 2.7 Interaction

The preceding sections have introduced some of the subsystems of the Interactive Graph Theory System, but they were not tied together. The role of the DEC-338 as a display terminal has been explained as being directed by an interpreted command language. Local programs are written using that language, and the important link joining the central and terminal computers is also by means of the same language.

The ALLA language was introduced as an extension of FORTRAN IV which provides data structure and associative processing. That language has been enriched once more by adding the primitives for interaction with the remote computer graphics terminal. This level of the language is called "Interactive ALLA," and that is actually what the preprocessor is capable of transforming (see Appendix 3). Interactive ALLA includes statements for sequencing of control and determining the activities of the terminal through standard status communication cells. Furthermore, interactive ALLA programs may include the symbolic form of the command language which drives the terminal. These capabilities are developed in detail in Chapter 4.

The preprocessor transforms interactive statements into FORTRAN SUBROUTINE calls upon a package of subroutines written in MAP assembly language. These routines effect communication with the DEC- 338 via the input file and output file on the disk of the IBM 7040 associated with that console.

### 2.8 Use of MUITILIST

The MULTILIST System, a fundamental part of the MSPSF, is used by the programs of the Interactive Graph Theory System directly, so that a novice user does not need to know about the operations of MULTILIST. Users who are developing new graph-theoretic algorithms, writing new interactive ALLA programs, or writing new interactive user programs can benefit from the functions which are available from MULTILIST using the text console mode of the DEC-338 terminal.

The MULTILIST data file is the repository for source card images of any language, binary object decks, data items (such as graphs), operating system macros, and useful MUITILIST worker programs. All items contained in the file are referenced by descriptors or key words. Users may call upon standard worker programs for manipulating the descriptors assigned to various items, old items may be deleted, and new ones may be entered. There are programs which can be used in order to determine the contents of the file. Interested readers and users are referred to other documents of the MULTILIST Project.[16,24,45,46,72] Additional information specific to this system can be found in Appendices 2, 3, and 5.

### 2.9 Summary of Capabilities

This section serves as a review of this chapter by summarizing the essential features of the Interactive Graph Theory System as it presently operates. There is first a description from a user's point of view of what the system has to offer. Then, a systems designer's view is given indicating the existing subsystems.
2.9.1 What It Does

The Interactive Graph Theory System is used, augmented, and modified from the remote computer graphics terminal which includes display
screen, Teletype keyboard and printer, light pen, and pushbuttons. In the graphic mode, a complete graph drawing and editing facility is available. Graphs may be saved with associated descriptors and later restoration by description of any number of graphs may occur. A library of graph-theoretic algorithms is maintained so users may apply certain interactive algorithms to arbitrary graphs. Other algorithms aid in construction or recognition of particular types of graphs.

Complete programing facilities are available for the users who wish to develop new algorithms. File maintenance and examination functions may also be used. Knowledgeable programmers can alter and add to the basic system at various levels of implementation. Experimental systems programmers may use the system as a framework for studies in memory structures.

### 2.9.2 How It Is Done

The software of the Interactive Graph Theory System has all been generated on the IBM 7040 using FORTRAN IV, interactive ALIA, $L^{6}$, MULTILANG (MLTILIST Language), MAP, and PDPMAP. These programs run on the IBM 7040, intermediary PDP-8, and the DEC-338 graphics terminal. The operating system environment is a version of IBSYS modified for remote console use with fast-batch operation and integrated with the MULIILIST storage and retrieval system, forming the Moore School Problem Solving Facility. The program operating in the PDP-8 is dedicated to servicing consoles and interpreting a console control language. The DEC-338 can be used as an alphanumeric display console in order to use the MULTILIST system or any part of the operating system which is normally available to users of the IBM 7040, Of interest to users and programmers of the Interactive Graph Theory System is the availability of the compilers
and assemblers of those languages used in the system. There are some operating system macros (equivalent to a sophisticated job control language) which aid in these operations.

The other mode for the use of the DEC-338 is as a Graph Theory terminal where the small computer is under the control of a specialpurpose executive program called DOGGIE (for Display of Graphs Graphical Interpretive Executive). As the name indicates, the program includes an interpreter of a specialized cammand language which controls the existence and display of graphs.• Interactive programs may operate completely within the DEC-338 in which case they are composed of a mixture of PDP-8 machine language and DOGGIE interpreter language. A Graph Monitor with many facilities is provided as a basic system at the DEC-338. There is a capability for adding new user programs which have been assembled by PDPMAP on the IBM 7040 to the local system at the terminal.

Through the Graph Monitor a user can save a graph, restore any number of graphs, and initiate interactive execution of IBM 7040 programs. Each of these operations requires the running of a job on the IBM 7040, and this is set up by DEC-338 programs which prepare job input as if a user had typed his request. For interactive execution, the terminal is initially responsive only to commands from the IBM 7040. The program operating in the IBM 7040 at this point would be written in the interactive ALLA language. FORTRAN IV has been extended with data structure and associative processing components to form the language ALLA. This compiler-level language was then enriched with the primitives for interaction with the remote computer graphics terminal. Interactive ALLA programs may include output statements written in symbolic form for the DOGGIE interpreter in the DEC-338. There are interactive ALLA state-
ments which may be used to temporarily yield either partial or complete control to the terminal. A program in the IBM 7040 may call upon a DEC-338 user program as a subroutine. There are methods for the program in the IBM 7040 to receive input from programs and user actions in the DEC-338.

A collection of interactive ALIA programs has been written. Users who are programers may add to this library from the terminal. The compiler of interactive ALJA programs consists of a preprocessing phase followed by application of the FORTRAN IV compiler. The preprocessor, written in $L^{6}$, transforms interactive ALIA statements which are not FORTRAN into FORTRAN SUBROUTINE and FUNCTION calls.

The underlying routines which implement the ALIA data structure are written in $L^{6}$. The memory structure which they employ can be varied without alteration of the semantics of the AJTA language. The underlying routines which implement the interactive statements are programed in MAP assembly language, and they communicate with the DEC-338 via an associated input file and output file.

## CHAPTER 3

THE ALIA LANGUAGE

### 3.1 Introduction

ALLA is an extension of the FORTRAN IV Language for the IBM 7040 which incorporates an additional data type, called "ENIITY", in order to handle data structures not representable in standard FORTRAN. ALLA includes all statements of the FORTRAN IV Language, plus a number of statements used in reference to entities.

ALLA does not explicitly refer to an entity, that is, there is no entity constant in the language (in the way that FORTRAN has integer constants, real constants, etc.) except for "UNDEF", which represents an undefined entity. An entity may be referred to by an entity variable or by a relation or association with an entity.

There are three types of entities: "ATOM", "PAIR", and "SET". An entity variable may, at any one time, name a particular atom, pair, or set, or it may name nothing (be undefined), i.e., it may have a value of UNDEF.

Each atom, pair, or set may have any amount of associated data. An associated datum is called a "PROPERTY", and is referenced by a PROPERTY NAME. The value of the property of an entity may be an integer, real, or logical constant, or it may be an entity. The type for each property name (one of the above four) must be declared in the same way that variable names are for consistent use throughout the same subprogram.

An entity of the type atom is one which has no structure other than its associated properties. A pair is a type of entity which, in addition to any properties, has a LEFT-ELEMENT and a RIGHT-ETEMENT, each of which may be an entity or be undefined. In Algebra, the term "ordered pair" is used to describe this structure.

A set, besides having associated properties, is a structure with any number of elements, each of which must be an entity. A set may have no elements, in which case it is called EMPTY. Although the word "set" is used, the implementation imposes an ordering to the elements, and so one may make use of the "list" nature of this structure. Also, membership in a set is not limited to a particular element appearing once. There are no restrictions on the structuring of data in this system. For example, a particular set may even be a member of itself three times. More important, however, is the unlimited hierarchy of the relationships which can be modelled in this structure.

This data structure can, of course, be easily used to represent a graph. We will usually define a graph according to Berge [4]: as an ordered pair, where the left-element of the pair is the set of vertices, and the right-element is the set of arcs. Each arc is an ordered pair, where the left element is the "from-vertex" of the arc, and the right element is the "to-vertex." Each vertex will ordinarily be an atom, but the ALIA data structure permits any type of entity as the member of a pair or set. Thus one could even represent a graph of graphs, or other interesting structures. More commonly, one finds the following structures appearing in various Graph Theory manipulations:

1. A set of arcs (where order is important) for a path.
2. A set of arcs es a property of a vertex - trose outgoing arcs.
3. A set of vertices as a property of a vertex - those neighbors.
4. An integer as a property of a vertex - depth in a tree.

The remainder of this chapter describes those additions to FORTRAN IV which define ALIA. The reader should note the terminology is consistent with and in some places directly taken from the FORIRAN manual. The chapter ends with some programing examples which relate to Graph Theory.

### 3.2 Entity Variables

An entity variable name consists of one to aix alphanumeric characters, the first of which is alphabetic. It may be subscripted, but one should note that some of the ALIA statements restrict the use of entity variables to those nonsubscripted ones. Nevertheless, it is therefore possible to represent 1-, 2-, or 3-dimensional arrays of entities. A i-dimensional array of entities is somewhat like a set, except that an array size is fixed at compile-time, but there is no restriction on the number of elements in a set.

The progratmer must declare those variable names he uses as entity variables in a "Mype Declaration Statement" of the form: ENTITY $\mathrm{a}, \mathrm{b}, \mathrm{c}, \ldots$
where $\operatorname{a}, \underline{b}, \underline{c}, \ldots$ are entity variable names (or entity function names) appearing within the program.

Each variable name may optionally be subscripted with integer constants to specify dimensions.

Note that an ENIITY type declaration is in effect throughout the program, and may not be changed. The same entity variable may, however,
be used to name atoms, pairs, or sets.
Examples:
ENTITY S1, S2
ENTITY $L(10), X, \operatorname{INARC}, \operatorname{WIRE}(3,5)$

### 3.3 Entity Functions

The programmer may write FUNCIION subprograms of type "entity" in the same manner that he writes integer functions, real functions, etc. An entity function name consists of one to six alphanumeric characters, the first of which is alphabetic. When he refers to an entity function in a program, he must declare its name as an entity by using the ENTITY type declaration described in the preceding section.

The following form must be used as the first statement of an entity FUNCTION subprogram:

ENTITY FUNCIION name ( $a_{1}, a_{2}, \ldots, a_{n}$ )
where name is the symbolic name of the single-valued function; and
$a_{1}, a_{2}, \ldots, a_{n}$ are arguments, of which there must be at least one, which are nonsubscripted variable names, names of SUBROUTINE subprograms, names of FORTRAN functions, or names of library functions.

Examples:
ENTITY FUNCTION CROSS(Sl,S2)
ENTITY FUNCTION SHPTHW(GRAPH,FROMV,TOV)

### 3.4 Entity Expressions

Basic FORTRAN IV includes two kinds of expressions: arithmetic and logical. A third kind of expression is included in ALTA: the entity expression. An entity expression may be an entity variable (possibly subscripted), an entity function, or an entity property
(defined in the next section). The entity constant representing a null or undefined entity - UNDEF - is also a valid entity expression. An entity function or property may include one or more entity expressions as arguments to any depth of call. This allows for such entity expressions as follows.

Examples:

```
X
INARC(V)
INARC(LELM(FIRSTA(V)))
LETM(LETM(LETMM(IETLM(X))))
GROUP(5,3,LELM(X))
```

where $X$ and $V$ are entity variables; INARC and FIRSTA are entity properties; and LELM and GROUP are entity functions.

The value of an entity expression is either an atom, a pair, a set, or UNDEF, for undefined.
3.5 Properties

A property name consists of one to six alphanumeric characters, the first of which is alphabetic. A property name must be declared as one of the four following types by a type declaration statement: INTEGER, REAL, LOGICAL, ENTITY. When referring to the property of an entity, the programmer uses the following property form:
name ( expr)
where name is the property name; and
expr is any entity expression.

### 3.5.1 Property Assignment

The property form may be used to assign a value to a property.

$$
\text { name }(\text { expr })=\text { val }
$$

where name and expr are as above; and
val is an expression whose type must match the type of property name name.

When a statement of this form is used in a program, the programer must declare the property name as such by a type declaration of the form: PROPERTIY a,b,c,...
where $\underline{a}, \underline{b}, \underline{c}, \ldots$ are property names (nonsubscripted) appearing within the program.

Examples:
PROPERTY RADIUS
PROPERTY LENGTH,WIDIH,HEIGHT, AREA
3.5.2 Property Use

The second way in which a property form may be used is within an arithmetic, logical, or entity expression. In this context, a property form is syntactically the same as a function call.' This has been purposely done so that a programmer may write a statement such as:
$\operatorname{AREA}($ RECT $)=\operatorname{LENGIH}($ RECT $) * \operatorname{HEIGHT}(R E C T)$
where RECT is an entity variable, AREA is a real property, and LENGTH and HEIGHT are real.

The above statement is meaningful independently of whether LENGIH and HEIGHT are properties or functions. The programer may decide at a later time which of the two possibilities is more appropriate.

If a property is used in an expression before its value has been defined, a default value is used as: zero for arithmetic properties, .FALSE. for logical properties, and undefined for entity properties. Such a default value is also used if a property is used after it has been removed from an entity (as described in the next section).

### 3.5.3 Property Removal

The programmer may decide that a particular property associated with a particular element is no longer wanted, and that property be removed. The following statement form is used to remove a property: REMPROP p FROM expr
where $p$ is a property name; and
expr is an entity expression.
If the value of expr is undefined, or if the entity named by expr does not have property $p$, the statement has no effect.

When a property is removed from an entity, only the association is lost. Removal of an entity property does not cause the deletion of the entity referenced. If the referenced entity were not referenced elsewhere in the ALIA structure then it would be left in a suspended useless state. This concept is further discussed in Sect. 3.7.

Examples:
REMPROP LENGI'H FROM RECT
REMPROP NEIGH FROM NEIGH (V)
where RECT and V are entity variables, LENGIH is a property, and NEIGH is an entity property.
3.6 Entities and Properties - Some Examples

Although the programmer who is comfortable with list-processing or associative languages may find the concepts of entity and property rather natural, the FORTRAN-only programmer may be somewhat confused at this point in the text. Therefore some short examples are presented here to give the non-sophisticated reader enough confidence to continue further into this chapter.

The FORTRAN programmer should be familiar with the following form of arithmetic statement:

$$
I=5
$$

The semantics of this statement gives the integer variable $I$ the value of the integer constant 5. If the following arithmetic statement were subsequently encountered:

$$
J=I
$$

then the integer variable $\underline{J}$ would be given the value of the integer variable I, which is, of course, the integer constant 5. Now, there are two copies of the constant 5 which are values of $I$ and $J$.

The above semantics are used throughout FORTRAN IV, but such a modus operandi is not preserved with the addition of the entity. First of all, there is no entity constant in ALIA comparable to "5" in normal FORTRAN IV. What must be understood is that an entity is not a number or numerical or even logical quantity; instead it is an abstract structure. It is therefore meaningless to write any of the following ALLA statements:

$$
\begin{aligned}
& \mathrm{EI}=5 \\
& \mathrm{EI}=\mathrm{EI}+\mathrm{E} 2 \\
& \mathrm{X}=\operatorname{SQRT}(\mathrm{EI})
\end{aligned}
$$

where $E 1$ and $E 2$ are entity variables, and $X$ is a real variable.
A numerical quantity may be associated with an entity by using an integer or real property of an entity. For example, if IP is an integer property name and RP is a real property name, then the above meaningless statements could be meaningfully rewritten as:
$I P(E L)=5$ The integer property IP of the entity named by entity variable El is given the value 5 .
$\operatorname{IP}(E 1)=\operatorname{IP}(E 1)+\operatorname{IP}(E 2) \quad$ The integer property $I P$ of the entity named by entity variable El is updated by the value of the integer property IP of the entity named by the entity variable E 2.
$X=\operatorname{SQRT}(R P(E 1))$ The real variable $X$ is given the value of the square root of the value of the real property $R P$ of the entity named by the entity variable El.

The following ALIA statement is also meaningful in a sense different than in FORTRAN IV:

$$
E 1=E 2
$$

where El and E2 are entity variables. Whereas a copy would be made if El and E2 were integer, real, or logical variables, when they are entity variables, the above statement causes the entity variable El to reference (or name, or point to) the entity referenced by E2. This interpretation is extended to include, statements of the form:

$$
\mathrm{El}=\operatorname{expr}
$$

where El is an entity variable and expr is an entity expression.
Whenever an entity is used in ALLA, it is referenced through an entity variable, entity function, or entity property. In any of these cases, the atom, pair, or set being referenced is an abstract structure and is only being named or "pointed to" by the variable, function, or property.

As an example, suppose that entity variables $A, B$, and $C$ each name a unique atom, and that $N E X T I$ and $N E X T 2$ are entity properties, then the following ALLA statements set up an interesting relationship:

```
\(\operatorname{NEXTI}(\mathrm{A})=\mathrm{B}\)
\(\operatorname{NEXTI}(B)=C\)
\(\operatorname{NEXTI}(\mathrm{C})=\mathrm{A}\)
NEXT2(A) \(=\operatorname{NEXT1}(\operatorname{NEXTI}(\mathrm{A}))\)
\(\operatorname{NEXT2}(B)=\operatorname{NEXTI}(\operatorname{NEXTI}(B))\)
\(\mathrm{NEXT2}(\mathrm{C})=\mathrm{NEXT1}(\mathrm{NEXTI}(\mathrm{C}))\)
```

The reader should note the last three statements could have been written alternatively as:
$\operatorname{NEXT2}(\mathrm{A})=\mathrm{C}$
$\operatorname{NEXT2}(\mathrm{B})=\mathrm{A}$
$\operatorname{NEXT2}(\mathrm{C})=\mathrm{B}$
On the other hand, the same effect could have been accomplished by defining NEXT2 as an entity function instead of using it as an entity property. The following is a complete ALIA entity function subprogram:

ENTITY FUNCTION NEXT2(X)
ENTITY X,NEXTI
NEXT2 $=$ NEXTI (NEXTI (X))
RETURN
END
Note that in the definition of NEXT2 above, it is not necessary to distinguish between NEXTI as an entity function or entity property.

The advantage of associating data by means of a property rather than a function is the savings in computation time. The advantage of using a function is the evaluation is performed for each instance of the name.

### 3.7 Entity Creation

### 3.7.1 Explicit Entity Creation

The following ALLA statements may be used to create explicitly a new entity:

CREATE ATOM ent
CREATE PAIR ent
CREATE SET ent
where ent is a nonsubscripted entity variable.
The first form above causes the entity variable ent to point to (or name) a new atom. The second form causes ent to point to a new pair, with undefined left-element and right-element. The third form causes ent to point to a new set, with no members (i.e., empty). In all three cases the new entity has no properties.

If the entity variable used in the CREATE statement had been pointing to some other entity, that old reference is lost. It is the duty of the programmer to delete unwanted entities before losing pointers to them. For example, consider the following sequence of statements: CREATE ATOM X CREATE SET X

After execution of the first statement entity variable $X$ points to a new atom, and it is the only "handle" (umbilical cord, perhaps) at this time. Execution of the second statement creates a new set which is then pointed to by entity variable $X$, and that new atom is left "suspended in space" with nothing pointing to it. It is lost forever, but still occupies two words of storage space somewhere in the IBM 7040. The programer has the power to express such a fiendish operation, but is advised against excessive abuse.

### 3.7.2 Implicit Entity Creation

The CREATE statement provides the programmer with sufficient power to create any basic entity, but since creation is a common operation there is an implicit method of creation. ALTA includes the following three built-in entity functions:

CRATOM (ent)
CRPAIR(ent)
CRSET (ent)
where ent is a nonsubscripted entity variable.
The first form above causes the entity variable ent to point to a new atom; the value of the function also points to the new atom. Similarly, the second and third forms create a new pair and a new set.

As in explicit creation, if ent had been the only handle on an entity prior to the creation operation, that entity is left in an unusable state.

Example:
$\operatorname{RADIUS}(\operatorname{CRATOM}(C))=4.5$
may be used as a short form of the following two statements:
CREATE ATOM C
RADIUS(C) $=4.5$
where RADIUS is a real property name and $C$ is an entity variable.
Note that in both of the alternative forms the entity variable $C$ points to the created atom.

### 3.8 An Atom

An atom is the first type of entity available in an ALJA structure. The atom has no substructure other than any number of associated properties.

### 3.9 A Pair and Its Elements

A pair is the second type of entity available in an ALLA structure. The substructure of a pair consists of its left-element and right-element, each of which may be an ENTITY or be undefined. If one wishes to define an ordered pair of integers, he must associate an integer property with each of the two entity elements of a pair; the left- and right-elements may not themselves be integers. A pair may also have any number of associated properties.

The programmer refers to the left- and right-elements of a pair by the pair-element forms:

$$
\begin{aligned}
& \text { LELMM (expr) } \\
& \text { RELM (expr) }
\end{aligned}
$$

where expr is any entity expression which names a pair. If expr is an entity expression which does not name a pair, both LELM(expr) and RELM (expr) are undefined.

The pair-element form may be used to assign a value to one of the elements of a pair:

$$
\begin{aligned}
& \text { LELM }(\text { expr })=\text { ent } \\
& \operatorname{RELM}(\text { expr })=\text { ent }
\end{aligned}
$$

where expr and ent are entity expressions.
If the term on the left side of the " $=$ " is undefined, the statement has no effect.

Examples:

$$
\begin{aligned}
& \operatorname{LELM}(F \operatorname{FIRSTA}(\mathrm{~V}))=\operatorname{FIRSTV}(\mathrm{V}) \\
& \operatorname{RELM}(\operatorname{CRPAIR}(\mathrm{G}))=\operatorname{CRSET}(\operatorname{ARCS})
\end{aligned}
$$

where V, G, ARCS are entity variables, and FIRSTA and FIRSIV are entity properties.

The second way in which a pair-element form may be used is within an entity expression. In this context LELM and RELM may be considered built-in entity functions.

Examples:

$$
\begin{aligned}
& \operatorname{VLIST}(5)=\operatorname{LELM}(\mathrm{G}) \\
& \operatorname{FIRSTV}(\mathrm{V})=\operatorname{LELM}(\operatorname{FIRSTA}(\mathrm{V})) \\
& \operatorname{LELM}(\operatorname{LELM}(\mathrm{X}))=\operatorname{LELM}(\operatorname{RELM}(\mathrm{X}))
\end{aligned}
$$

where VLIST is a subscripted entity variable; V, G, $X$ are entity variables; and FIRSTV and FIRSTA are entity property names.

### 3.10 A Set and Its Members

A set is the third type of entity available in an ALLA structure. The substructure of a set consists of any number of members, each of which must be an entity. A set may even have no members, in which case it is called "empty." A set may also have any number of associated properties.

Although a set normally denotes an unordered collection of members, the computer implementation being used for ALLA forces an ordering, and therefore one may use a set as a list - the order of the list is preserved throughout all references to the set.

Another extension to the classical notion of a set is the power in ALLA to allow an entity to be a member of a set any number of times. In fact the ALLA data structure has no limitation on the structuring of data. For example, a set may even be a member of itself three times; or the left-element of a pair may be the pair itself. More important than such strange relationships, however, is the unlimited hierarchy of relationships which can be modelled in an ALIA structure.

The remaining subsections of Section 3.10 plus Section 3.11 discuss the ways in which a set may gain or lose members. The explanation of how to reference the individual entities which are members of a particular set will be covered in a later section on THROUGH loops. 3.10.1 Insert a Member

Section 3.7 described how a new set may be created. When this is done the set is, of course, empty. The following statement form is used to insert an entity into a set as a new member:

INSERT exprl INTO expr2
where exprl and expr2 are entity expressions.
If the value of exprl is undefined or if expr2 does not name a set, the statement has no effect. The entity which is inserted is made the "last" member of the set.

Examples:
INSERT V INTO NEIGH(RETM(A))
INSERT CRATOM(V) INTO CRSET(VS)
where $V$, A, VS are entity variables, and NEIGH is an entity property name.
3.10.2 Remove a Member

The following statement form is used to remove an entity from the membership in a set:

REMOVE exprl FROM expr2
where exprl and expr2 are entity expressions.
If the value of exprl is undefined or if expr2 does not name a set, or if the entity named by exprl is not a member of the set named by expr2, the statement has no effect. If the entity removed is a member of the
set more than once, only its first occurrence as a member is removed. Examples:

REMOVE VI FROM VERTS
REMOVE LELM (AI) FROM LEELM(G)
REMOVE X FROM X
where VI, VERTS, Al, $X$ are entity variables.
3.11 A Set as a Pushdown

A set may be referenced in ALLA as a pushdown list. The "push" operation may be used to insert an entity into a set as the first member of the set instead of being made the last member by the INSERT statement . The "pop" operation is an entity function whose value is the first member of the set, and application of the function also causes that first member to be removed from the set.
3.11.1 Push

The following statement form is used to push an entity onto a pushdown list (or set):

PUSH exprl ONTO expr2
where exprl and expr2 are entity expressions.
If the value of exprl is undefined or if expr2 does not name a set, the statement has no effect. The entity which is inserted is made the "first" member of the set.

Examples:
PUSH NEIGH(V) ONTO PDL(I)
PUSH V ONTO CRSET (LIST)
where V and LIST are entity variables, PDL is a subscripted entity variable, $I$ is an integer variable, and NEIGH is an entity property name.

### 3.11.2 Pop

The following expression form may be used within an entity expression to pop an entity from a pushdown list (or set):

POP(expr)
where expr is an entity expression. If expr does not name a set or if the set named by expr is empty, the value of the above expression is undefined. The above function call removes the "popped" entity from the set as the set's first member.

Examples:

$$
\mathrm{X}=\mathrm{POP}(\operatorname{LIST})
$$

PUSH RELM(POP(ARCLST)) ONTO VLIST
where X , LIST, ARCLST, VLIST are entity variables.
3.12 Entity Deletion

The following statement form is used to delete an entity from the ALLA data structure:

DETETE expr
where expr is an entity expression.
If the value of expr is undefined, the statement has no effect.
When an entity is deleted all of its associated properties are also removed. In addition, if the entity had been the value of a property of some entity in the data structure, that value is made undefined. All those left-elements of pairs in the data structure which had the deleted entity as their value are made undefined. All those right-elements of pairs in the data structure which had the deleted entity as their value are made undefined. The deleted entity is also removed from all sets which contained the entity as a member in all such occurrences.

When an entity is deleted, although all references to it are removed from the ALLA structure, there may be any number of ALLA entity variables which were pointing to it. It is the programmer's obligation to avoid using such variables except to redefine their values. There are several exceptions to this warning which are discussed in Section 3.15.

Note that when a pair or set is deleted its elements or members are not automatically deleted. It would be rather unfortunate if this were not the case; for example, it would be impossible to delete an arc in a graph without deleting the two vertices which define it. In order to delete an entity and its substructure, a program must be used. This type of operation is not a primitive in ALLA since deletion may be done at various depths, and the programmer will likely decide for himself what is appropriate.

Examples:
DETETE A
DELETE LELM(FIRSTA(V))
DELETE CRATOM(A)
where $A, V$ are entity variables, and FIRSTA is an entity property. Note the third statement has no practical value.
3.13 Entity Equality

The relational operators .EQ. and .NE. may be used within a logical expression to compare entity expressions. Since entities are not numeric quantities, the other relational operators may not be used to compare two entities (.GT., .LT., etc.). The following forms may be used:

```
(exprl .EQ. expr2)
(exprl .NE. expr2)
```

where exprl and expr? are entity expressions.
The first form is .TRUE. if and only if the value of exprl is the same entity as the value of expr?. The second form is simply the negation of the first form.
3.14 Predicates

ALJA includes six built-in predicates or logical functions which are used to test entities. Examples of the use of these predicates follows the three subsections of this section.
3.14.1 NULL

The following form is a predicate:
NULL( $\operatorname{expr}$ )
where expr is an entity expression.
The value of the predicate is .TRUE. if and only if the value of expr is UNDEFF. This predicate is not a necessary constituent in ALTA, since the following logical expression is equivalent:
(expr .EQ. UNDEF)
3.14.2 ATOM, PAIR, SEI

The following forms are predicates:
ATOM ( expr)
PAIR(expr)
SET (expr)
where expr is an entity expression.
The value of the first predicate is .TRUE. if and only if the value of expr is an atom. Similarly, the second predicate determines whether expr names a pair, and the third one determines whether expr names a set.
3.14.3 EMPTY

The following form is a predicate used for sets: EMPTY ( $\operatorname{expr\text {)}}$
where expr is an entity expression.
The value of the predicate is .TRUE. if and only if either expr is undefined or the value of expr is a set which is empty. 3.14.4 MEMBER

The following form is a predicate used for sets:
MEMBER(exprl, expr2)
where exprl and expr2 are entity expressions.
The value of the predicate is .TRUE. if and only if the value of expr2 is a set and the value of exprl is an entity which is a member of that set.

Examples:

$$
\begin{aligned}
& \operatorname{IF}(\operatorname{NULL}(\operatorname{RELM}(A))) \text { GOTO } 10 \\
& \mathrm{~K}=\cdot \operatorname{NOT} \cdot \operatorname{PATR}(\mathrm{A}) \\
& \operatorname{IF}(\operatorname{SET}(\mathrm{B}) \cdot \operatorname{AND} \cdot \operatorname{MEMBER(A,B))} \mathrm{I}=1
\end{aligned}
$$

where A, B are entity variables, $K$ is a logical variable, and I is an integer variable.
3.15 THROUGH Statement

The THROUGH statement is used for control in an ALLA program in order to refer to the members of a'set. It is an extension of the DO statement of FORTRAN IV in that it is used to cause repetitive execution of a series of statements. The following is a form of this statement:

THROUGH n FORALL ent IN expr
where $\underline{n}$ is a statement number;
ent is a nonsubscripted entity variable; and
expr is an entity expression.
. This statement results in the execution of the statements that follow the THROUGH, in the range, up to and including the statement numbered $\underline{n}$. This iteration occurs once for each member of the set which is the value of expr. If the value of expr is not a set, or if it is an empty set, the statements within the range are not executed. Otherwise, the bound entity variable ent takes on the value of the first member of the set on the first iteration. Then after control continues past statement $\underline{n}$, the statements within the range are executed, with the value of ent as the entity which is the second member of the set. This process continues until control passes statement $n$ with the iteration having been performed on the last member of the set; in this case, control then passes to the statement following statement n.

The bound variable of a THROUGH is the entity variable ent. Throughout the range of the THROUGH, it may be used in any entity expression. If control leaves the range of the THROUGH in any way, the variable may then be considered free, and it may be used in further entity expressions. If the iteration occurs for all members of a set, and if the value has not been altered, then this variable will attain the value of the last member of the set. If no iteration occurs, the value of the variable is undefined.

The programer is permitted to alter the value of the bound variable within the range of a THROUGH statement since the variable is not used for the purposes of determining the "next" member.

The programmer may alter the membership of the set being used for a THROUGH statement, even within the range of the THROUGH. The selection of the "next" element of a set occurs as a dynamic computation for each iteration around the loop. This generality even permits the deletion of the set being used within the range.

THROUGH statements may be nested among themselves or with DO statements. However, control may not be transferred into the range of a THROUGH from outside the range.

The same rules apply for the statement that terminates the range of a THROUGH as with the range of a DO, i.e. such a statement must be an executable statement, and cannot be an arithmetic-IF nor a GOIO.

Examples:
THROUGH 10 FORAL工 A IN ARCS

THROUGH 250 FORAL工 VI IN LETM (G)
where A, ARCS, VI, $G$ are entity variables.
3.16 Property Handling

Section 3.5 described how entities may have an arbitrary amount of associated data, known as properties. It indicated how the association is made, how it is removed, and how the programmer references or uses properties. These operations are not powerful enough to express all important manipulations on properties. The additional necessary feature which the programmer needs is the ability to handle those properties which are associated with an entity, without "knowing" anything about how many there are, which ones are used; or what their values are. This type of information is needed to output an entire structure without the knowledge of all properties being used. A simpler example where such a feature is needed is in a routine to copy an entity including
all of its properties.
This section describes four special built-in functions which give the programmer the power to handle those existing properties of an entity. A special subroutine is also described which can be used for setting the value of an arbitrary property of an entity. An illustrative example is given at the end of the section.

### 3.16.1 Property Set

Properties are associated with an entity within the ALLA data structure in the form of a set, much in the same way that a set of entities is modeled. This makes it possible to use the THROUGH statement to sequence through all the properties (property elements) in the "property set" of an entity. The following special built-in function is used in a THROUGH statement to refer to the property set of an entity: THROUGH n FORALL prel IN PRSET (expr)
where $\underline{n}$ is a statement number;
prel is a nonsubscripted entity variable; and
expr is an entity expression.
The above THROUGH statement is meaningful only when the value of expr is an atom, pair, or set. Otherwise, the statements within the range of the THROUGH are not executed. On each iteration the bound variable prel refers to a "property element." A property element is not an ALJA entity, and so it may not be manipulated in any standard ALIA statement. Instead there are two special built-in functions which may be applied to property elements. These special functions may only be used in this way.

Each property element represents one existing property of an entity.

### 3.16.2 Property Name

The following special built-in function is used to determine the name of the property of the association represented by a property element:
PRNAME(prel)
where prel is an entity variable whose value is a property element. The value of this function is not a BCD representation, but a quantity which can substitute for a property name in a function call, in a subroutine call, in a REMPROP statement, or in the special built-in functions PRENT or PRBCD (introduced below).

This function is used in the copying of an entity.

### 3.16.3 Property Value

The following special built-in function is used to determine the value of the property of the association represented by a property element:

PRVAL(prel)
where prel is an entity variable whose value is a property element. The value of this function is a direct (36-bit) copy of the value of the property, and it is of type integer or entity. Care must be taken by using EQUIVALENCE statements when properties are of types logical or real, and their values are to be used within expressions.

This function is used in the copying of an entity. 3.16.4 Setting the Value of a Property

Section 3.5.1 introduced the form used to assign a value to a particular property which has been declared as such. An alternate form
is available for the same purpose when the property name is unknown at the time of compilation. The following subroutine call may be included in an AJJA program:

CAIL SETVAL(name, expr, val)
where name is either a property name, the PRNAME function of a property element, or an expression whose value is the BCD representation of a property name (left adjusted and padded with blanks). expr is any entity expression; and
val is an expression whose type must match the type of property referenced by name.

This subroutine call sets the value of the property referenced by name of the entity which is the value of expr to the value of val.

A subroutine call of this type is used in the copying of an entity. It may also be used to create arbitrary properties of an entity at execution time.
3.16.5 Property Type

The following built-in logical function determines whether a particular property is of the type entity: PRENT (name)
where name is either a property name, the PRNAME function of a property element, or an expression whose value is the $B C D$ representation of a property name (left adjusted and padded with blanks). The value of the PRENT function is .TRUE. if and only if the property name is used for an entity property.

This function is used in the recursive deletion of a structure.
3.16.6 BCD-Name of a Property

The following built-in integer function yields a quantity which is the 6-character BCD value of the name of the property:

$$
\operatorname{PRBCD} \text { (name) }
$$

where name is either a property name, or the PRNAME function of a property element.

If the name consists of less than six characters, its code is leftadjusted and padded with blanks. If the given argument does not represent a property name, the value of the function is zero.

This function is used in order to output the properties of an entity.
3.16.7 Illustrative Example: COPY

The following is a listing of the ALIA program used to copy an entity. It is an entity function named COPY and is self-explanatory.


### 3.17 Uses of an Entity

For efficient processing in certain types of problems, the ALLA programer is given the primitives to determine what entities make reference to or use a particular entity. An entity may be referenced or used within the ALLA Data Structure in any of the following ways: as the left- or right-element of a pair, as a member of a set, and as the value of an entity property. Note that an ALIA entity variable pointing to an entity is not considered a use of that entity.

This section describes three special built-in functions which give the programer the power to handle the uses of any existing entity. An illustrative example is given at the end of the section.
3.17.1 Use-Set

Each existing entity has an associated use set, which is modeled in the same format as a set of entities. This makes it possible to use the THROUGH statement in crder to sequence through all the uses (useelements) in the use-set of an entity. The following built-in function is used in a THROUGH statement to refer to the use-set of an entity: THROUGH $n$ FORALL usel IN USESET (expr)
where $\underline{n}$ is a statement number;
usel is a nonsubscripted entity variable; and
expr is an entity expression.
The above THROUGH statement is meaningful only when the value of expr is an atom, pair, or set. Otherwise, the statements within the range of the THROUGH are not executed. On each iteration the bound variable usel refers to a "use-element." A use-element is not an ALJA entity, and so it may not be manipulated in any standard ALIA statement. Instead,
there are three special built-in functions which may be applied to use-elements. These special functions may only be used in this way. Each use-element represents one existing use of an entity. There is one use-element associated with each instance where an entity is a member of a particular set. If an entity is both a left- and rightelement of a particular pair, its use-set contains two use-elements which represent the use of the entity by the pair. Likewise, there is one $\mu \mathrm{se}-\mathrm{element}$ associated with each instance where an entity is the value of an entity property of a‘particular entity.
3.17.2 Type of Use

The following built-in integer function determines the type of use a particular use-element represents:

USETYP(usel)
where usel is an entity variable whose value is a use-element. The value of this function may attain only one of four values: $\operatorname{USEPYP}(u s e l)=1$ when the value of usel is a use-element representing a use as the value of an entity property. USETYP(usel) $=2$ when the value of usel is a use-element representing a use as an element of a pair.
$\operatorname{USETYP}($ usel $)=3$ when the value of usel is a use-element representing a use as a member of a set.

USETYP(usel) $=0$ when one of the above conditions is not met, i.e. in an error situation.

### 3.17.3 Entity Where Used

The following built-in entity function determines the host entity in the relationship represented by a particular use-element: USEENT(usel)
where usel is an entity variable whose value is a use-element. The value of this function is the entity where the use occurs. If the value of usel is a use-element representing a use as the value of an entity property, the value of USEENT(usel) is that entity with which the property is associated. If USEENT is applied to an argument which is not a use-element, its value is undefined. (This corresponds to the case when USETYP (usel) $=0$. )
3.17:4 Property Where Used

The following built-in function is used to determine which
property relationship is represented by a particular use-element: USEPR(usel)
where usel is an entity variable whose value is a use-element represent-
ing a use as the value of an entity property.
The value of this function is a property element. Recall that a property element is not an AILA entity; it may only be used in the special builtin functions PRNAME and PRVAL described in Sections 3.16.2 and 3.16.3. If USEPR is applied to an argument which is not a use-element representing a use as the value of a property, its value is undefined. (This corresponds to the cases when $\operatorname{USETYP}($ usel $)=0,2,3$.

### 3.17.5 Illustrative Example

The following is a listing of an ALLA subroutine which demonstrates the handling of the uses of an entity. The subroutine named UNUSET has one argument which is an entity. The subroutine removes that entity from every set in which it is a member.

```
    SUBROUTINE UNUSET(E)
        ENTITY E,U
                                IIIROUGH 1O FORALL U IN USESET(E)
                                IF (USETYPIU) NE. 3) GOTO_10
                REMOVE U FROM USEENT(U)
    10
                    CONIINUE
```



```
                RETURN
                ENU
```

$\qquad$
3.18 Miscellaneous Restrictions

This section indicates some restrictions on the syntax of ALIA programs which are not found in FORTRAN IV.
3.18.1 Reserved Words

The following is an alphabetical list of words which the ALLA programmer may not use as his own variable names or function names:

| ATOM | MEMBER | REMOVE |
| :--- | :--- | :--- |
| CRATOM | NUTJ | REMPRO* |
| CREATE | PAIR | SET |
| CRPAIR | POP | SETVAL |
| CRSET | PRBCD | STLETM* |
| DETETE | PRENT | STRETM* |
| EMPTY | PRNAME | UNDEFF |
| ENTITY | PRVAL | USEENT |
| FORATL | PUSH | USEPR |
| FORNXT* | RETM | USESET |
| INSERT |  | USETYP |

## LETM

* These words are not explicitly used in ALIA statements, but their use is restricted due to the underlying implementation of the ALTA compiler and execution-time system.


### 3.18.2 Statement Numbers

Statement numbers in an ALLA program may range between 1 and 99000 , i.e. a statement number may not exceed 99000.

### 3.18.3 Logical-IF Statement

The executable statement which is to the right of the logical expression in a Logical-IF statement may not be any of the following ALLA statement forms:

CREATE
INSERT ...
PUSH
REMOVE
REMPROP ...
DELETE ...
$\operatorname{LELM}($ expr $)=. .$.
RELM $(\operatorname{expr})=.$. .
name (expr) $=$... where name is a property name
THROUGH ...
3.18.4 COMMON

Since blank COMMON is used for the maintenance of the ALLA data structure, the programmer may not use it. Labeled COMMON may be freely used.
3.18.5 Comments

As in FORTRAN IV, ALLA programs may include comment cards which are denoted by the letter " C " in column 1 of the source card image. In addition, the ALLA compiler considers a card image to be a comment if it begins with the special character "*" in column 1.
3.19 Programming Examples

This section includes ALLA subroutines and functions which have some practical value in Graph Theory. A graph will be assumed to have the structure given in Section 3.1.
3.19.1 Cardinality of a Set

The following integer function yields the number of members of the set given as the argument.
$\qquad$


### 3.19.2 Incoming and Outgoing Arcs

The following subroutine accepts one argument which is assumed to be a directed graph. The routine defines two properties of each vertex of the graph. The INARC property is used to refer to the set of those arcs which enter into a vertex. The OUTARC property is used to refer to the set of those arcs which are defined to emanate from a .vertex.
subroutine inoutigi
ENIIJY G, X, $V, A, I N A R C$, OUTARC
PRUPERTY INARC,OUTARC
THROUGH 10 FGRALL V IN LELM(G)
IVARC(V) = CRSEI $(x)$
$-10 \quad$ UUTARC(V) $=\operatorname{CRSET}(X)$
thiruggh 20 forall a in relmag)
INSERT A.INIG_. INARC(RELMIAI)................
20 INSERT A INTO DUTARC(LELM(A))
REIUBN
END
3.19.3 Make a Graph Undirected

Once the above subroutine has been applied to a graph, each vertex has a set of incoming arcs and outgoing arcs. The following subroutine may be subsequently applied to the same graph in order to make each incoming arc which is not a loop into an outgoing one, and remove the set of incoming arcs. Thus, according to the OUTARC property, the graph has been made undirected.


### 3.19.4 Connected Components of a Graph

After three rather simple examples, the following useful function plunges into significant computation and complexity. The function accepts one argument which is assumed to be a directed graph. Treating

# ENTIY FUNCLION CCNCOM(G) <br> ENTITY G, V, X, VERTS, ARCS,A,TEMP,TEMPV,C,N <br> ENTITY INARC, OUTARC, GROUP <br> PROPERIY GROUP 

CALL INOUT(G)
CALL UNDIK(G)
VERTS $=$ LELM(G)
ARCS = RLLM(G)

- through 10 forall $V$ in verts
$10 \quad$ GROUP $(V)=$ UNCEF
CREATE SET CONCOM
THRDUGH OO FORALL V IN VERIS
IEMP $=$ GROUP(V)
IF ITEMP NE UNDLEI GOTO 30
LELM(CRPAIR(TEMP)) = CRSET(X)
INSERT TEMP INTO CONCOM
GROUP (V) $=$ TENP
INSERT V INIO LELM(IEMP)
30 THROUGH 70 FORALL A IN OUTARC(V)
$N=L E L M L A L$
$\operatorname{IF}(N$.EU. V) $N=\operatorname{RELM}(A)$
IF $(N . E Q . V)$ GOTO 73
IF (GROUP (N) .NE. UNDEF) GOTO 60
GROUP(N) 三TEMP
INSERT N INTO LELM(TEMP)
GORO 70
60 IF IGROUP (N) .EQ. GROUP(V)) GOTO 70
IHROUGH 65 FORALL TEMPV IN LELM(TEMP)
GROUP (TEMPV) $=$ GROUP(N)
65__-_INSERT IEMPK_INJO_LELMIGROUPINL)
CELETE LELM(TEMP)
CELEIE_IEMP
TEMP = GROUP(N)
70 CONTINUE
80 CONTINUE
THROUGH 100 FORALL C IN CONCOM
$100 \ldots$ RELM(C) $=$ CRSET(X)
THRUUGH 110 FORALL A IN ARCS
110 INSERT A INTO RELMIGROUP(LELM(A)))
THROUGH 120 FORALL $V$ IN VERTS
120__ REMPROP_GROUR FROM V
RETURN
END
the graph as if it is undirected, the algorithm yields a set of graphs, with the vertices and arcs of the given graph, which constitutes the set of connected components of the graph.

The algorithm begins by establishing the OU'IARC's of all vertices of the graph considered as undirected (see the two previous examples). Next, the variables VERTS and ARCS are assigned to refer to the set of vertices and the set of arcs. Each vertex is then defined to have an associated entity property named GROUP, which is initially undefined.

After creating the set which will be used as the result of the function, the major computation loop begins. In this loop, every vertex will be considered. The loop begins by determining whether that vertex has already an associated group. A group is a potential connected component. If it doesn't, a new potential graph is created and the vertex being considered is made to belong to the new graph.

At statement 30 , an inner loop begins which scans all outgoing arcs of the vertex in consideration. This is being done in order to scan all first neighboring vertices of the one in consideration. Each neighbor is considered. If the neighbor in consideration does not yet have an associated group, it is made to be a member of the same group as the vertex currently being considered. If the neighbor in consideration already belongs to the same group as the vertex in consideration, all is well. If, however, the neighbor's group differs, then the two groups must be merged. The group of the neighbor remains and all vertices which are members of the group of the current vertex are moved into neighbor's group. The potential graph is deleted, and the next neighbor is then considered.

After all neighbors of all vertices have been scanned in the above manner, the connected components have been established. The arcs of each component are then defined by sorting each arc by its associated group. Finally, the algorithm ends by removing the GROUP property from all vertices, since it was only being used as an aid to the speed of the algorithm.
3.19.5 Undirected Tree

The following example is a logical function which determines whether its given argument considered as an undirected graph is more specifically a tree. The function makes use of two previously presented functions. First, if the given graph has more than one connected component it cannot be a tree. Second, in order to be a tree it can have no cycles, and this can be shown intuitively to be equivalent to having one less arc than the number of vertices.

LOGICAL FUNI.TION NDTREE(GI
IATEGER CARD
ENTITY CONCOM,C,C,GI
NOIREE = .FALSE.
$C=$ CONCOM(G)
1E (CARDC).NE. 1) COTO 100
It (CARD(RELM(G)) •GE. CARD(LELM(G))) GOTO 100
100 THROUGH 110 FORALL GI IN C
CELETE_LELM(G1)
DELETE RELM(G1)
110 DELETE G1
RETURN
END

### 3.19.6 Directed Tree

This final example is included without explanation for the conscientious reader. It is a logical function of two actual arguments, but with the third argument of the function used to return parts of the answer. The first argument is assumed to be a directed graph where OUTARC's have been defined (by INOUT, for example). The second argument is assumed to be one of the vertices of the graph considered as the potential root. The algorithm determines whether the graph is a directed tree with the given root. A by-product of the algorithm returns the depth of the tree in the function's third argument. Also each vertex of the tree has an associated depth.


## CHAPTER 4

## DISPLAY OF GRAPHS GRAPHICAL INTERPRETIVE EXECUTIVE

### 4.1 Introduction

The DEC- 338 has two distinct roles in the Interactive Graph Theory System. It may serve as a text console for the purposes of writing new interactive ALIA programs, local user programs, interactive user programs, etc. It may be used to perform storage and retrieval of text files, editing, compiling, assembling, etc. The more fitting use of this graphical terminal is in its other role as a special-purpose machine responsible for the display of graphs. During this mode of operation an executive program called DOGGIE - for Display of Graphs Graphical Interpretive Executive - is in control of the DEC-338. A list of the important services performed by DOGGIE follows:

1. The heart of DOGGIE is the interpreter of the DOGGIE Language, which accepts sequences of 12 -bit words which cause parts of graphs to be created, altered, deleted, and displayed in a variety of manners.
2. DOGGIE manages all input/output of the DEC- 338 by handling interrupts from the various display flags, the 637 Dataphone Interface, the DF32 Minidisk, and the Teletype.
3. DOGGIE manages the display of the graph on the "paper" with four window sizes available for viewing all or any part of the paper.
4. Light pen tracking is performed with optional horizontal and/or vertical constraints on a pseudo-pen-point.
5. DOGGIE interprets light pen hits as a result of pointing at displayed parts of a graph.
6. DOGGIE helps in the management of the pushbuttons of the pushbutton box attached to the DEC-338.
7. DOGGIE handles overlays of program segments by name by interfacing with the PDP-8 Disk Monitor System. Programs may be a mixture of PDP-8 machine language and DOGGIE commands.
8. DOGGIE includes facilities for the read out of status information concerning the state of DOGGIE and its existing graph.

All of the above features will be explained during the remainder of the chapter.

For the purposes of an introductory view, the interpreter of DOGGIE should be considered as a special purpose machine dedicated to the display of graphs. Its basic or primitive operations are controlled by a machine language which is accepted as sequences of 12-bit words. Each cormand to DOGGIE consists of some number of these words which are bit patterns. For purposes of description and also actual use in programs, the DOGGIE Language is written symbolically. For example the two words 3440 (octal) and 0000 constitute a command which causes all arrows of (directed) arcs existing in the graph to blink. The symbolic DOGGIE command which is equivalent to and in fact represents these two words is: START BLINK ARROW ARC, ALL

Since the bit patterns lack mnemonic value, and since the symbolic form is used by the programmer, the DOGGIE commands are presented completely symbolically. There is a simple method of translating symbolic DOGGIE commands into bit patterns, and this is given in a separate section.

### 4.2 Interaction Through Communication Cells

The DOGGIE Language is a machine-independent language for the control of the display of graphs. The language in the pure sense is not interactive - it is only an output language. It becomes interactive when used in conjunction with other languages which include control specification. The DOGGIE language is used in two different environments within the Interactive Graph Theory System: First, it is imbedded into the ALLA Language at the compiler language level in the IBM 7040. Second, it is imbedded into PDPMAP Assembly Language through macros for use in assembly language programs operating in the DEC-338. The use of the DOGGIE Language in either environment has the same meaning, which is to direct DOGGIE to perform commands which define, alter, and display graphs.

The writing of interactive programs is somewhat different in the two environments, but the basic idea is common to both languages. The input aspect of the interaction is accomplished by programming in the host language the observation of communication cells. These cells reflect the status of the DEC- 338 and DOGGIE back to the programer. The information contained in these cells includes:

1. Current Graph Display Status - intensity, window size and position.
2. Light pen tracking indicators.
3. Indication of the amount of available free blocks.
4. Light pen hit information.
5. Complete status output for a vertex or arc.

A commication cell is a rather natural concept for use in the DEC-338, for in that environment it is simply an accessible location on the initial page of field 0 . User programs operating in the DEC-338 are written with references to the symbolic names of these cells. There are
some communication cells in the DEC- 338 which are used as indirect addresses of subroutines which DOGGIE performs such as the subroutine to send an 8-bit character to the Dataphone. A number of communication cells of this type are not duplicated in the ALLA environment.

Communication cells in the ALLA environment are referenced as any other FORTRAN integer variable or logical variable. They are automatically declared in each ALLA subprogram, so the programer simply references these cells by symbolic name.

Many of the communication cells in the 7040 are essentially copies of the "real" cells in the DEC-338. The "real" introduced here means real-time. For example, a pair of commication cells indicate the position of the pseudo-pen-point linked to the light pen tracking cursor. In the DEC-338, programs observing these cells may do so in real-time. However, the communication cells of the DEC-338 are copied over to the 7040 only when requested by certain statements in interactive ALLA programs. Since this copying operation takes about one or two seconds to complete, and since tracking may alter the position of the pseudo-penpoint every few milliseconds, the communication cells in the 7040 cannot reflect this data in real-time. There are a few comunication cells in the 7040 not found in the DEC-338 since some common functions are directly performed by subroutine calls in the smaller machine, such as the checking for Teletype input.

### 4.3 Organization

All DOGGIE commands implicitly refer to a scratchpad "paper" on which a single graph may be defined. It is only one graph in the sense that there is no facility for hierarchical grouping, however, the single graph may consist of any number of disjoint components which may give
the effect of displaying more than one graph at a time. The graph may consist of any number of vertices or arcs, and it may be only partially defined at any time, since it is permissible to define an arc in terms of vertices which do not yet exist. There is separate control over which parts of the defined graph are to be displayed.

The graph maintained by DOGGIE is built, modified, and deleted through interpreted DOGGIE commands. The command language includes elements which affect the gross aspects of either the existing graph, the displayed graph, or the way in which the graph is being displayed. A group of commands may refer to a unique vertex or arc by internal name or to all existing vertices or arcs. The option is also available for DOGGIE to supply a created internal name when a vertex or arc is defined. 4.3.1 Paper, Window, and Screen

The drawing area where a graph may be defined is a two-dimensional square grid called the "paper". The x-coordinate and y-coordinate of the paper both range over the integers between 0 and $1023_{10}$. Figure $4-1$ shows the coordinates of the paper with a dot shown at position $(y, x)=(512$, 256).

The distance between two adjacent paper positions on the same coordinate axis is called a paper unit.

Graphs are always defined in terms of paper $y$ and $x$ coordinates, but the display of the graph as put on the display screen may vary according to the window size and position. The viewing screen on the DEC-338 is a $93 / 8^{\prime \prime}$ square and shouid be considered as a square window on the paper. There are four window sizes available for viewing (the size is the length of one of the sides of the window):


Figure 4-1 The Paper

1) full paper - 1024 paper units (largest window)
2) half paper - 512 paper units
3) one-fourth paper - 256 paper units
4) one-eighth paper - 128 paper units (smallest window)

When a full paper window is used, the paper and window are the same size, and the window cannot be moved at all. With any other window size, only part of the paper may be viewed, and the window's position on the paper may be varied as long as the window always remains entirely on the paper, never crossing an edge. The window's position is specified as a paper position which is the window's center (this is actually one-half of a paper unit in $y$ and $x$ greater than the true center since all windows have an even number of paper units in width).

A summary of the interesting relationships between the window and the paper is given in Table 4-1.

| Window Size | Window Size <br> in paper units | Minimum Window <br> Position <br> ( $y$ or $x$ ) <br> paper coords. | Maximum Window Position ( y or x ) paper coords. | Actual <br> Paper Size (inches) | Actual <br> Window Size (inches) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| FULU | 1024 | 512 | 512 | 9 3/8 | $93 / 8$ |
| HALF | 512 | 256 | 768 | 18 3/4 | $93 / 8$ |
| FOURTH | 256 | 128 | 896 | $371 / 2$ | $93 / 8$ |
| EIGHTH | 128 | 64 | 960 | 75 | 9 3/8 |

Table 4-1 Relationships Between Window and Paper

There are DOGGIE commands to set the window size, to set the window position, and to move the window.

It is often useful to refer to a particular position on the physical screen of the display. For such pruposes, one should refer to the ( $\mathrm{y}, \mathrm{x}$ ) screen coordinates. Consistent with paper coordinates, the screen coordinates range between 0 and 1023; paper coordinates and screen coordinates are coincident when a full-paper window is used.

When the window is some size other than full-paper, the screen coordinates form a more dense grid than paper coordinates (in units per inch). Therefore, when a vertex is positioned on the paper according to some screen coordinate, a round-off mav be introduced.

### 4.3.2 Vertices

A vertex is defined to exist at some ( $y, x$ ) position on the paper. Each vertex has a unique vertex internal name, which is same integer between 1 and 4095. Each vertex has one of eight possible shapes for display purposes. One of these shapes is null; but the other seven are distinguishable visible forms for displaying those graphs where vertices may be of various types, such as a Moore state graph. Figure 4-2 shows the seven visible shapes being used.

Each vertex may have an associated text label consisting of up to 27 characters. The label may be located anywhere on the paper relative to the position of the vertex. This relative position is called the "offset" of the label.

A vertex may exist without being displayed. Also, the text label of a vertex may exist without being displayed. Figure $4-3$ depicts vertices as they appear along with arcs.

### 4.3.3 Arcs

An arc is defined to exist as a connecting line between two vertices. Each arc has a unique arc internal name, which is some integer between
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Figure 4-2 Vertex Shapes


Figure 4-3 Display of Vertices and Arcs

1 and 4095. Each arc has a "from-vertex" which is a vertex internal name (between 1 and 4095), and a "to-vertex" which is also a vertex internal name. When the two vertex internal names are the same, the arc is a loop.

An arc may exist even when the vertices on which it is defined do not exist. The vertices must exist, however, for the arc to be displayed.

An arc which is not a loop is displayed as a straight line between its two vertices. A loop is displayed as a closed curve somewhat elliptical in appearance. In order to draw good looking graphs four loop orientations are available: East, North, West, South.

Each arc may have an arrow. When it does, and when the arc is displayed, the arrow is displayed at the midpoint of the arc pointing in the direction toward the "to-vertex." When an arrow is displayed it is drawn in one of eight orientations according to the angle of the arc.

Each arc may have an associated text label consisting of up to 21 characters. The label may be located anywhere on the paper relative to the position of the midpoint of the arc. This relative position is called the "offset" of the label.

An arc may exist without being displayed. Also, the text label of an arc may exist without being displayed. Figure 4-3 shows the display of the various types of vertices and arcs.
4.3.4 Created Internal Names

It is useful to have DOGGIE provide created internal names for vertices and arcs, particularly for an interactive user program where new entities must be created. DOGGIE maintains a next created vertex internal name and a next created arc internal name, where each may range between

1 and 4095. They are both set to 1 by the initialization command, and there are commands to set each of them to a particular value. The only time a created internal name is used is when a vertex or arc is created. If the "CRNAME" option is specified on a creation command, the current created internal name for that type of entity (vertex or arc) is used and that name is then incremented by 1. In the special case where the name "4095" was just used as a created internal name, that name is then set to 1 .
4.3.5 Existence and Display

Although the objective of DOGGIE is the display of graphs, it is rather convenient to have vertices and arcs which exist; yet are not necessarily displayed. When a vertex or arc is created, it is not displayed. A separate command is required to display the entity. When a text label is created, it is not displayed either. A separate comand must be given to set the display status of a label, which has an effect only if the label exists. If the display status of a label has been set, that label is actually displayed only when the vertex or arc with which it is associated is displayed.

The facilities are available to start or stop the display of any entity in the graph. The display of an arc j.s independent of the display of its associated vertices, and the display of a vertex is independent of the display of its associated arcs.

Creation and deletion of entities are not independent of the existence or display of other entities. When an entity is created, its internal name must be given. If there is the same type of entity (vertex or arc) with that same name already in existence, it is deleted before the new one is created. The creation of an entity does not
start the display of anything.
Deletion of an arc also stops the display of that arc. In addition to stopping its own display, deletion of a vertex also stops the display of any arc connected to it.

The display of an entity means that it is "drawn" on the paper. Whether or not any or all of a particular displayed entity is visible depends on the particular window size and location.
4.3.6 Intensity, Blinking, Dimming

There are eight-intensity levels ( $0-7$ ) available for the overall picture intensity. The lowest level (level 0 ) is barely visible in a dark room, and level 7 is somewhat bright. Unless otherwise changed, DOGGIE uses intensity level 5.

For the purposes of calling attention to some part of the displayed graph, there are two exclusive modes which can be used. When DOGGIE is in BLINK mode any part of the graph may be set to blink at about two cycles per second. Alternatively, when it is in DIM mode, then each part of the graph may be displayed at a chosen intensity level. The parts of the graph which can be individually blinked and dimed are: vertices, arcs, arrows, and text labels. Once a vertex or arc has been created, its blink or dim status for each part is independent of the existence of display of that part. For example, an arc may be created with an arrow, and then its arrow and label made to blink. Then suppose that a text label is created for the arc. Finally, when the display of the entire arc is requested, the arc itself is. displayed steady, and its associated arrow and text label are blinking.

There are commands to set DOGGIE into one mode or the other, and a class of commands to affect the blink or dim status of any part of
any existing vertex or arc.

### 4.3.7 Light Pen

In the Interactive Graph Theory System the light pen is an important input device used for two distinct functions: inputting screen coordinate information and pointing at displayed vertices and arcs. DOGGIE performs much of the work associated with these two functions. 4.3.7.1 Input and Tracking

Light pen input is included in the Interactive Graph Theory System for both the drawing and the alteration of the layout of a graph. The user has the facility to input this positional information through the location (screen coordinate) of a special bright dot called the "Pseudo-Pen-Point". The name is meant to distinguish this point from the location of the tracking box or cursor (pen-point), which is used to follow the pen. In some graphic systems, the pen-point is the same as the pseudo-pen-point. Here, however, they are kept distinct to provide more flexibility for the user. Pushbuttons provide him with the control over constraining the pseudo-pen-point horizontally, vertically, or both (fixed); meanwhile he may move the pen (and the cursor) anywhere on the screen - the constraints only apply to the pseudo-pen-point.

When neither constraint is in effect the pseudo-pen-point moves in direct correspondence with the cursor, except the pseudo-pen-point will not cross over the screen edge. Similarly, the cursor never crosses over the screen edge. By invoking both the horizontal and vertical constraints, the user may readjust the position of the cursor relative to the pseudo-pen-point.

The tracking as described above is a built-in function of DOGGIE. In addition, there are DOGGIE commands to turn on and off the cursor and pseudo-pen-point, to set the location of the pseudo-pen-point, and to set the location of the cursor. In a graphic system where a tablet is used rather than a pen, the latter comand would be meaningless. 4.3.7.2 Pointing

The Interactive Graph Theory System permits the user to select particular vertices or arcs of the graph by pointing at them. Through DOGGIE commands any vertex or arc may be made sensitive to being "hit" by the light pen by enabling the light pen status of that entity. When this status has been enabled and the displayed entity is within the field of view of the pen - usually about one-half of an inch circle the DOGGIE Light Pen Handler will make note of the first entity which caused the pen to "see" light (according to internal name). Text labels are not sensitive to light pen hits. Note that the handler does not indicate which part of a vertex or arc caused a hit. If the hit entity is a vertex the handler records the screen coordinates of the vertex; if it's an arc, the handler records the screen coordinates of the point where the arc caused the light pen hit. These outputs of the Light Pen Handler are placed into communication cells so that programs may utilize the information.

When a hit occurs, the Light Pen Handler sets an interlock which causes further hits to be ignored until it is cleared by program control. 4.3.8 Pushbuttons

There is a box of pushbuttons next to the display screen which serve as another input mechanism for the user. Three of the buttons are reserved for internal system use and three buttons are used for
control of light pen tracking. The six remaining buttons have no permanent functions, but they may be used for appropriate input aids to suit the needs of each user program. A design philosophy in the Interactive Graph Theory System has been the preference for light buttons as a means of input of user choices. However, there are occasions during user interaction when selective pointing is required at a graph which may appear anywhere on the screen. In such a situation a light button cannot be used since it might be within the field of view of the light pen concurrently with a sensitive part of the graph. The user can perform effective selection by coordinating use of the light pen in one hand, while using his other hand to push a button.

### 4.3.9 Status of the Graph

There is one type of DOGGIE command used to determine the status of the existing graph. It can be used to find out all information about a particular vertex or arc and can also be used to determine the status of all vertices or arcs, one at a time.

The status information about each entity requested is placed into communication cells so that a program may then read out any desired information. The information is coded compactly in a way which is appropriate for transmission over the telephone line to the central computer.

The status information for a vertex includes the following:
a) Whether the prevailing mode is BLINK mode or DIM mode.
b) If in BLINK mode, the blink status of the vertex shape.
c) If in DIM mode, the blink status of the label.
d) The display status of the vertex.
e) Whether there is a label, and if so, the offset and the text.
f) If there is a label, the display status of the label.
g) Whether the vertex is subject to light pen hits.
h) An indication that the entity is a vertex.
i) The shape of the vertex.
j) The internal name of the vertex.
k) The y-coordinate of the paper position of the vertex.

1) The $x$-coordinate of the paper position of the vertex.
m) If in DIM mode, the intensity level of the vertex shape.
n) If in DIM mode, the intensity level of the label.

The status information for an arc includes the following:
a) Whether the prevailing mode is BLINK mode or DIM mode.
b) If in BLINK mode, the blink status of the arc itself.
c) If in BLINK mode, the blink status of the arc's arrow.
d) If in BLINK mode, the blink status of the label.
e) The display status of the arc.
f) Whether there is a label, and if so, the offset and the text.
g) If there is a label, the display status of the label.
h) Whether the arc is subject to light pen hits.
i) If the arc is a loop, its orientation.
j) Whether the arc has an arrow.
k) The internal name of the arc.

1) The internal name of the vertex to which the arc is incident.
$m$ ) The internal name of the vertex from which the arc is incident.
n) If in DIM mode, the intensity level of the arc itself.
o) If in DIM mode, the intensity level of the arrow.
p) If in DIM mode, the intensity level of the label.
4.4 DOGGIE Command Language

This section presents the pure form of the symbolic DOGGIE Language which is the basis for use in both the IBM 7040 along with ALLA and in the DEC- 338 within user programs to affect the display of graphs at the DEC-338. As explained in Section 4.2, the interactive modes of the two environments are realized by the use of communication cells. These are described in Sections 4.6 and 4.7. This section describes what can be represented; the syntax and semantics are given for all commands. The symbolic forms represent sequences of l2-bit words which constitute the machine language of the DOGGIE interpreter. Section 4.5 contains the key to the encoding of the language into the corresponding bit representations.

In the presentation of syntax, braces are used to indicate any one of the entries found within the braces may be used. A pair of brackets is used to enclose an optional language constituent. The terminal words of the language are capitalized, and non-terminals are lower case letters or words. Command strings are generally written in prefix form where various command words and operand words are optional.

Cormands are grouped into three classes. The miscellaneous commands refer to those commands which control the gross aspects of the existing graph or the general facilities of DOGGIE including some input/output functions. The commands which control the existence and display of the vertices and arcs of the graph form the important class of commands. The third class includes one command type which is used to determine
the status of the existing vertices and arcs of the graph.

### 4.4.1 Miscellaneous Commands

There are 16 types of miscellaneous commands which control the gross aspects of the existing graph or the general facilities of DOGGIE.

### 4.4.1.1 Initialization

Syntax: RESET
Semantics: DOGGIE is initialized as follows:

1. Display of the current graph is stopped.
2. The current graph is entirely deleted, and available storage is allocated.
3. The overall picture intensity is set to level 5.
4. The prevailing mode is made BLINK mode.
5. The window size is set to HALF paper.
6. The location of the cursor (tracking box) and pseudo-pen-point are both set to the center of the screen.
7. The created vertex internal name and created arc internal name are both set to 1.
8. The communication cell GEIDAT is restored to its normal contents so that further calls on DOGGIE cause data words to be read in the usual manner. (See Section 4.6.1.1)
4.4.1.2 Intensity

Syntax: SETINT level
where level is an octal digit.
Semantics: The overall picture intensity is set to level.

### 4.4.1.3 BLINK Mode

Syntax: BLINKM

Semantics: Any blinking or dimming of all vertices and arcs is stopped. The intensity level of all parts of the displayed graph becomes the overall picture intensity level. The prevailing mode is made BLINK mode. 4.4.1.4 DIM Mode

Syntax: DIMM level
where level is an octal digit.
Semantics: Any blinking of all vertices and arcs is stopped. The intensity level of all parts of the existing graph is set to level. The overall picture intensity level is not affected, but it has no effect until the next time BLINK mode is established. The prevailing mode is made DIM mode.
4.4.1.5 Window Size

Syntax: SEIWIN $\left\{\begin{array}{l}\text { FULL } \\ \text { HALF } \\ \text { FOURTH } \\ \text { EIGHTH }\end{array}\right\}$
Semantics: The window size is set to one of the four possible sizes according to the specified option. The position of the window on the paper is unchanged unless it would otherwise overlap the paper's edge. In this case, the window is repositioned at the edge of the paper with a minimum change in window position.
4.4.1.6 Window Position

Syntax: POSWIN, y, x
where $\underline{y}$ and $x$ are Coordinate Data (See Section 4.4.4).
Semantics: The position of the window on the paper is set to ( $\underline{y}, \underline{x}$ ) which is the $y$-position and $x$-position of the paper coordinates of the center of the window unless this positioning would cause the window to overlap the paper's edge. In this case, the window is repositioned at the edge
of the paper as closely as possible to the specified position.
4.4.1.7 Window Movement

Syntax: MOVWIN, dy, dx
where $\frac{d y}{}$ and $d x$ are integers between -1023 and +1023 .
Semantics: The position of the window on the paper is changed by dy (delta-y) and $d x$ (delta-x) paper units unless this positioning would cause the window to not be fully on the paper. In this case, the window is repositioned at the edge of the paper as closely as possible to the。 attempted position.
4.4.1.8 Pseudo-Pen-Point Position

Syntax: PSEUDO, y, x
where $\underline{y}$ and $\underline{x}$ are Coordinate Data (See Section 4.4.4).
Semantics: The position of the pseudo-pen-point on the window (screen)
is set to ( $\underline{y}, \underline{x}$ ) which is the $y$-position and $x$-position of the screen coordinates of the point.
4.4.1.9 Cursor Position

Syntax: SEICUR, y, x
where $\underline{y}$ and $\underline{x}$ are Coordinate Data (See Section 4.4.4).
Semantics: The position of the cursor (tracking box) on the window (screen) is set to ( $\underline{y}, \underline{x}$ ) which is the $y$-position and $x$-position of the screen coordinates of the center of the cursor. If this positioning would cause the cursor to overlap the window's edge, then the cursor is repositioned at the edge of the window as closely as possible to the specified position.
4.4.1.10 Light Pen Tracking

Syntax: $\quad\left\{\begin{array}{l}\text { START } \\ \text { STOP }\end{array}\right\} \quad$ CURSOR
Semantics: The "START" option causes the cursor (tracking box) and pseudo-pen-point to be displayed by setting the pushbutton which the user also has available for this function. Tracking may then be performed. This option also clears communication cell CHPSEU, which is used to indicate a change in the location of the pseudo-pen-point due to tracking by the light pen (see Sections 4.6.2.6 and 4.7.4.6) . The "STOP" option stops the display of both the cursor (tracking box) and pseudo-pen-point by clearing the pushbutton which the user also has available for this function.
4.4.1.11 Light Pen Hits

Syntax: ALJHIT
Semantics: The light pen hit interlock (communication cell LPHITI) is cleared so that the Light Pen Handler will interpret the next light pen hit. The communication cell IPHIT2 is also cleared.
4.4.1.12 Created Internal Names

Syntax: SETCRN $\left\{\begin{array}{l}\text { VERTEX } \\ \text { ARC }\end{array}\right\}$, name
where name is an integer between 1 and 4095.
Semantics: The created vertex internal name or the created arc internal
name is set to name, according to the specified option.
4.4.1.13 Pushbutton Clearing

Syntax: CLRPB, nnnn where nnnn is some configuration of 12 bits.

Semantics: Those pushbuttons corresponding to the bits of nnnn which are $Z \mathrm{ZRO}^{\prime}$ s are cleared. Bit 0 of $\underline{n n n n}$ corresponds to pushbutton 0 , bit

1 corresponds to pushbutton l, etc.
4.4.1.14 Pushbutton Setting

Syntax: SETPB, nnnn
where $\underline{n n n n}$ is some configuration of 12 bits.
Semantics: Those pushbuttons corresponding to the bits of nnnn which are ONE's are set. Bit 0 of $n n n n$ corresponds to pushbutton 0 , bit 1 corresponds to pushbutton 1, etc.
4.4.1.15 Teletype Output

Syntax: TYPE, codes
where codes is a string of 8 -bit character codes.
Semantics: Each of the given character codes in codes is outputted on the Teletype. ASCII character codes may be used for typed text. However, this cormand may also be used to punch any sequence of 8-bit codes on the Teletype punch of the DEC-338.
4.4.1.16 Loading Program Segments

Syntax: $\left\{\begin{array}{ll}\text { LOAD } & , \\ \text { GOTO field }, & \text { addr } \\ \text { LOADGO field, } & \text { segnam, addr }\end{array}\right\}$
Semantics: When the LOAD option is used, the program segment whose name (1 to 4 characters) is segnam is loaded into the memory of the DEC-338 from the disk.

The GOTO option causes DOGGIE to stop interpreting, and PDP-8 control is transferred to the DEC-338 location addr of memory field field. This option also causes the communication cell GETDAT to be restored to its normal contents so that further calls on the DOGGIE interpreter cause data words to be read in the usual manner. (See Section 4.6.1.1)

The LOADGO option is a combination of the above two options. When this is used, the segment is first completely loaded, and then control is transferred. The command words causing this loading may be in an area which is overlayed by the loading segment.
(The programer must beware that use of either the LOAD or LOADGO options will not preserve the contents of locations $72008-7577_{8}$ of the DEC-338.)
4.4.2 Graph Commands
-This class of commands is used to effect changes in the existence, display, and light pen status of the graph maintained in the DEC-338. Syntax:


The following subsections include the semantics of possible groupings of these command words and with each section is included the syntax and semantics for "data." data may include "name", which is an integer between 1 and 4095 .

The LIST option provides a shorter form for the use of the same fundamental command type with a list of arguments. For example, this option is applicable when one wishes to start a list of ten vertices blinking. Ten individual commands can be used, but one command with a list of ten vertex internal names is more concise. A specific example
is given in Section 4.7.1.
For explanatory purposes the graph commands are presented with only one set of data arguments. All groupings can be used with the LIST option; however, note that a name of zero terminates the list.
4.4.2.1 Creating a Vertex

Syntax: START EXIST WHOLE VERTEX shape, $\left\{\begin{array}{l}\text { name } \\ \text { CRNAME }\end{array}\right\}, \mathrm{y}, \mathrm{x}$
where shape is an octal digit, and

- where $\underline{y}$ and $\underline{x}$ are Coordinate Data (see Section 4.4.4). Semantics: If the "CRNAME" option is specified, a created vertex internal name is used. Any vertex with the given internal name is first deleted (see Section 4.3.5), and then a new vertex with the given internal name is created at the paper location specified by $\underline{y}$ and $\underline{x}$. The shape of this vertex is set according to the given octal digit for shape. The vertex is created with light pen status disabled and with no label. - If the prevailing mode is BLINK mode, all parts of the vertex are initialized to be not blinking. If it is DIM mode, all parts are initialized to be at the dimming intensity level. This command merely defines a vertex, but does not start its display.
4.4.2.2 Creating an Arc

Syntax:
START EXIST WHOLE ARC [ARROWD]

$$
\left[\left\{\begin{array}{l}
\text { LOOPE } \\
\text { LOOPN } \\
\text { LOOPW } \\
\text { LOOPS }
\end{array}\right\}\right],\left\{\begin{array}{l}
\text { name } \\
\text { CRNAME }
\end{array}\right\}, \text { toname, fromname }
$$

where toname and fromname are integers between 1 and 4095. Semantics: If the "CRNAME" option is specified, a created arc internal name is used. Any arc with the given internal name is first deleted (see Section 4.3 .5 ), and then a new arc with the given internal name
is defined in terms of the vertices to which and from which it is incident. These are given by the vertex internal names toname and fromname, respectively; and these internal names may be the same, thereby defining a loop. If a loop is specified, either the cammand may include a specific orientation East, North, West, South (according to LOOPE, LOOPN, LOOPW, LOOPS), or an East loop will be used as a default case. The arc will be created with an arrow if the "ARROWD" option is included in the command. The arc is created with light pen status disabled and with no label. If the prevailing mode is BLINK mode, all parts of the arc are initialized to be not blinking. If it is DIM mode, all parts are initialized to be at the dimming intensity level. This command merely defines an arc, but does not start its display. Note that the existence of the vertices toname and fromname is not required at the time when the arc is defined.
4.4.2.3 Deleting a Vertex Syntax: STOP EXIST WHOLE VERTEX, $\left\{\begin{array}{l}\text { name } \\ \mathrm{ALJ}\end{array}\right\}$

Semantics: The vertex whose internal name is name (including its label) is deleted from the graph. If such a vertex does not already exist, the entire command is ignored. If the "ALJ" option is specified, all vertices are deleted. The display of each deleted vertex is immediately stopped, and all information about the vertex is lost. In addition, the display is stopped for each arc which is defined in terms of any deleted vertex (either incident to or incident from the vertex). 4.4.2.4 Deleting an Arc Syntax: STOP EXIST WHOLE ARC, $\left\{\begin{array}{l}\text { name } \\ \text { ALL }\end{array}\right\}$

Semantics: The arc whose internal name is name (including its label)
is deleted from the graph. If such an arc does not already exist, the entire command is ignored. If the "AJ工" option is specified, all arcs are deleted. The display of each deleted arc is immediately stopped, and all information about the arc is lost.

### 4.4.2.5 Altering a Vertex Position

Note: It is considered meaningless to "STOP EXIST COORDS VERTEX..." and therefore such cormands are ignored.

Syntax: STARI EXIST COORDS VERTEX, name, y, x
where $\underline{y}$ and $\underline{x}$ are Coordinate Data (see Section 4.4.4)
Semantics: The vertex whose internal name is name is repositioned at the paper position specified by $\underline{y}$ and $\underline{x}$. If such a vertex does not exist, the entire command is ignored. This command does not affect the display status of the vertex. All displayed arcs defined in terms of this vertex are appropriately updated so that they all remain attached to the vertex.
4.4.2.6 Altering a Vertex Shape

Syntax: START EXIST SHAPE VERTEX shape, $\left\{\begin{array}{l}\text { name } \\ A L T\end{array}\right\}$
or
STOP EXIST SHAPE VERTEX, $\left\{\begin{array}{l}\text { name } \\ \text { ATL }\end{array}\right\}$
where shape is an octal digit.
Semantics: The "START" version of this command sets the shape of vertex whose internal name is name to one of the eight possible shapes according to the given octal digit for shape. The "STOP" version of the command sets the shape of the specified vertex to zero. If such a vertex does not exist, the entire command is ignored. If the "AJJ" option is specified, the operation is performed on all vertices. This command does not affect the display status of the vertex; however, if the vertex
is being displayed the change of shape will be immediately observable. 4.4.2.7 Altering the Vertex Names of an Arc

Note: It is considered meaningless to "STOP EXIST NAMES ARC...", and therefore such commands are ignored. Syntax:

START EXIST NAMES ARC $\left[\right.$ LOOP $\left.\left\{\begin{array}{l}\text { LOOPE } \\ \text { LOOPN } \\ \text { LOOPW } \\ \text { LOOPS }\end{array}\right\}\right]$, name, toname, fromname
where toname and fromname are integers between 1 and 4095.
Semantics: The arc whose internal name is name is redefined to be incident to vertex toname and incident from vertex fromname. If such an arc does not exist, the entire command is ignored. If the two specified vertex internal names are the same, a loop is defined, in which case either the command may include the "LOOP" option along with a specific orientation or an East loop will be used as a default case. This command does not affect the display status of the arc unless either vertex toname or vertex fromname does not exist, in which case, the arc cannot be displayed.
4.4.2.8 Creating an Arrow (and Altering Loop Orientation)

Syntax: START EXIST ARROW ARC $\left[\right.$ LOOP $\left.\left\{\begin{array}{l}\text { LOOPE } \\ \text { LOOPN } \\ \text { LOOPW } \\ \text { LOOPS }\end{array}\right\}\right],\left\{\begin{array}{l}\text { name } \\ \text { ALL }\end{array}\right\}$
Semantics: An arrow is placed on the arc whose internal name is name. If such an arc does not exist, the entire command is ignored. If the "ALL" option is specified, the operation is performed on all arcs. If the affected arc is a loop, the coumand may also be used with the "LOOP"
option to reset the loop orientation to either East, North, West, or South according to one of the options LOOPE, LOOPN, LOOPW, or LOOPS. This command does not affect the display status of the arc.
4.4.2.9 Deleting an Arrow

Syntax: STOP EXIST ARROW ARC, $\left\{\begin{array}{l}\text { name } \\ \text { AT工 }\end{array}\right\}$
Semantics: An arrow is deleted from the arc whose internal name is name. If such an arc does not exist, the entire command is ignored. If the "ALJ" option is specified, the arrows of all arcs are deleted. This command does not affect the display status of the arc.
4.4.2.10 Creating and Altering a Label

Syntax:
START EXIST LABEI, $\left\{\begin{array}{l}\text { VERTEX } \\ \text { ARC }\end{array}\right\}\left[\left\{\begin{array}{l}\text { OFFSET } \\ \text { DEFALT }\end{array}\right\}\right][T E X T]$, name[, offy, offx $][$, @chars@ $]$
where offy and offx must be given if and only if "OFFSET" is included; each may be an integer between 0 and 1023 to specify a positive offset; a negative offset is specified by the word "MINUS" followed by integer between 0 and 1023.
where chars must be given if and only if "TEXT" is included; it is a list (possibly null) of text characters.

Semantics: This command is used to create or alter a label for either the vertex or arc whose internal name is name. If such an entity does not exist, the entire command is ignored.

If the entity did not previously have a label, the command creates a label with text (chars), or with a position offset (offy and offx), or both. If neither of these options is used, a null label is still created. If the "OFFSEI" option is not used, a default offset is assumed. When a label is first created, its text is not displayed.

If the label for the entity already existed, this command either replaces the text by chars, or sets the position offset to either default values or offy and offx, or both, or neither. If neither the "OFFSET" or "DEFALT" option is given, the offset is unchanged. Similarly, if the "TEXT" option is not given, the text of the label is unchanged. This command does not affect the display status of either the entity or the label.
4.4.2.11 Deleting a Label

Syntax: STOP EXIST LABEL, $\left\{\begin{array}{l}\text { VERTEX } \\ \text { ARC }\end{array}\right\}, \quad\left\{\begin{array}{l}\text { name } \\ \text { ALL }\end{array}\right\}$
Semantics: The label (both text and offset) associated with the vertex or arc whose internal name is name is deleted as if it never existed. If such an entity does not exist, the entire command is ignored. If the "ALL" option is given, the operation is performed on the labels of all vertices or the labels of all arcs, according to which type of entity is specified. The display of any deleted label is immediately stopped. 4.4.2.12 Display Control

Syntax: $\left\{\begin{array}{l}\text { START } \\ \text { STOP }\end{array}\right\}$ DSPLAY $\left\{\begin{array}{l}\left\{\begin{array}{l}\text { WHOLE } \\ \text { SHAPE } \\ \text { LABEL }\end{array}\right\} \\ \text { WHOLE } \\ \text { NAMES } \\ \text { ARROW } \\ \text { LABEL }\end{array}\right\}$ $\operatorname{VERTEX}\left\{\begin{array}{l} \\ \operatorname{ARC} \\ ,\left\{\begin{array}{l}\text { name } \\ \text { ALL }\end{array}\right\}\end{array}\right.$
Semantics: A command of this form starts or stops the display of either one part or all parts of either the vertex or arc whose internal name is name, according to the specified options. If such an entity does not exist, the entire command is ignored. If the "ALL" option is specified,
the operation is performed on either all vertices or all arcs, according to the specified option for the type of entity.

The "WHOLE" option for the display of a vertex is used to affect the display of the vertex shape and label (if the label exists).

The "NAMES" option for the display of an arc is used to affect the display of the arc itself. The "WHOLE" option affects the display of the arc itself, the arrow, and the label (if the label exists).

An arc may be displayed as a result of an appropriate display command only if both its from-vertex and to-vertex exist; otherwise, the cormand has no effect.
4.4.2.13 Blinking

Syntax: $\left\{\begin{array}{l}\text { START } \\ \text { STOP }\end{array}\right\}$ BLINK $\left\{\begin{array}{l}\left\{\begin{array}{l}\text { WHOLE } \\ \text { SHAPE } \\ \text { LABEL }\end{array}\right\} \\ \left.\begin{array}{l}\text { WHOLE } \\ \text { NAMES } \\ \text { ARROW } \\ \text { LABEL }\end{array}\right\}\end{array}\right\},\left\{\begin{array}{l}\text { name } \\ \text { ALL }\end{array}\right\}$
Semantics: A command of this form may be used only when the prevailing mode is BLINK mode. The blinking of either one part or all parts of either the vertex or arc whose internal name is name, is started or stopped according to the specified options. If such an entity does not exist, the entire command is ignored. If the "ALL" option is specified; the operation is performed on either all vertices or all arcs, according to the specified option for the type of entity.

The "WHOLE" option for the blinking of a vertex is used to affect the blink status of the vertex shape and label (if the label exists).

The "NAMES" option for the blinking of an arc is used to affect the blink status of the arc itself. The "WHOLE" option affects the arc itself, the arrow, and the label (if the label exists).
4.4.2.14 Dimming

Syntax: $\left\{\begin{array}{l}\text { START } \\ \text { STOP }\end{array}\right\}$ DIM $\left\{\begin{array}{l}\left\{\begin{array}{l}\left\{\begin{array}{l}\text { WHOLE } \\ \text { SHAPE } \\ \text { LABEL }\end{array}\right\} \\ \left.\begin{array}{l}\text { WHOLE } \\ \text { NAMES } \\ \text { ARROW } \\ \text { LABEL }\end{array}\right\}\end{array} \quad \text { VERTEX }\right. \\ \text { Level, }\left\{\begin{array}{l}\text { name } \\ \text { ALL }\end{array}\right\}\end{array}\right.$
where level must be given if the "START" option is given; it is an octal digit.

Semantics: A command of this form may be used only when the prevailing mode is DIM mode. The intensity level of either one part or all parts of either the vertex or arc whose internal name is name is set, according to the specified options. If such an entity does not exist, the entire command is ignored. If the "ALL" option is specified, the operation is performed on either all vertices or all arcs, according to the specified option for the type of entity.

The "START" option is used to set the intensity level of the selected part of the graph to level. The "STOP" option causes the intensity level of the selected part of the graph to be set to the current dimming level according to the most recent DIMM command.

The "WHOLE" option for the dimming of a vertex is used to affect the intensity level of the vertex shape and label (if the label exists).

The "NAMES" option for the dimming of an arc is used to affect the intensity level of the arc itself. The "WHOLE" option affects the arc
itself, the arrow, and the label (if the label exists).
4.4.2.15 Light Pen Status

Syntax: $\left\{\begin{array}{l}\text { START } \\ \text { STOP }\end{array}\right\} \quad$ LTPEN WHOLE $\left\{\begin{array}{l}\text { VERTEX } \\ \text { ARC }\end{array}\right\},\left\{\begin{array}{l}\text { name } \\ \text { ALL }\end{array}\right\}$
Semantics: The light pen status for the vertex or arc whose internal name is name is enabled ("START") or disabled ("STOP"), according to the specified options. If such an entity does not exist, the entire command is ignored. If the "ALL" option is specified, the operation is'performed on either all vertices or all arcs, according to the specified option for the type of entity. When light pen status is enabled on an entity, it is subject to being "observed" or "hit" by the light pen (see Section 4.3.7.2).
4.4.3 Graph Status

Syntax: [START] STATUS $\left\{\begin{array}{l}\text { VERTEX } \\ \text { ARC }\end{array}\right\},\left\{\begin{array}{l}\text { name } \\ \text { NEXT }\end{array}\right\}$
Semantics: When the "START" or "NEXT" options are not specified, status information is placed into the status communication cells for either the vertex name or the arc name, according to the specified option. If such an entity does not exist, one of the communication cells is set to an indicative value.

The "START" and "NEXT" options are available for the interrogation of the existing graph when the name of the entity is not known. They may be used, for example, to read out the entire existing graph.

When the "START" option is specified, the argument given as "name" or "NEXT" is ignored. Status of the vertex or arc (according to the specified option) most recently created is placed into the status communication cells. If there are no existing entities of the specified
type, one of the communication cells is set to an indicative value. When the "START" option is not specified, but the "NEXT" option is, the status of the next younger vertex or arc (according to the specified option) in the graph is placed into the status communication cells. "Next younger" refers to the last entity of that type whose status was requested. The "NEXT" option may not be used if the last entity whose status was examined has since been deleted (including deletion due to initialization). If there is no next younger entity of the specified type (i.e., if the last examined entity was the youngest), then one of the communication cells is set to an indicative value.
4.4.4 Coordinate Data

The following types of commands have a pair of arguments which specify coordinate data: POSWIN...

PSEUDO...
SETCUR. . .
START EXIST WHOLE VERTEX...
START EXIST COORDS VERTEX...
The syntactic variables used in the description of these five types are " $\underline{y}$ " and " $\underline{x}$ ". The syntax and semantics for $\underline{y}$ (or $\underline{x}$ ) is given below.

Syntax: [PENPNT] [SCREEN] size
where size is an integer between 0 and 1023.
Semantics: The value of the given expression is an integer between 0 and 1023. This value is used as a screen coordinate for the PSEUDO and SETCUR commands and as a paper coordinate for the others.

If neither option is specified, the value of the data is simply the value of size.

If only the "PENPNT" option is specified, the value of the data is the value of the $y$ ( or $x$ ) screen coordinate of the position of the pseudo-pen-point plus the value of size modulo 1024. This option is usually used with size $=0$.

If only the "SCREEN" option is specified, the value of the data is the value of size transformed (according to the current window size) to the $y$ (or x ) paper coordinate. position closest to the corresponding y (or x) screen coordinate position.

If both the "PENPNT" and "SCREEN" options are specified, an intermediate value is first determined, and that value is then transformed. The intermediate value is the value of the $y$ (or $x$ ) screen coordinate of the position of the pseudo-pen-point plus the value of size modulo 1024. The final value of the data is the intermediate value transformed (according to the current window size) to the $y$ (or $x$ ) paper coordinate position closest to the corresponding $y$ (or $x$ ) screen coordinate position. 4.5 Encoding of the DOGGIE Command Language

The preceding section fully presented the pure form of the symbolic DOGGIE Language. The symbolic statements merely represent sequences of 12-bit words which constitute the machine language of the DOGGIE interpreter. This section describes the encoding of the DOGGIE statements into these l2-bit quantities.

Each comma in a DOGGIE symbolic statement separates l2-bit words except when it is used between two at-signs as a text label constituent. Each l2-bit word may be represented by one or more terms separated by spaces where each term has a corresponding value, and the value of a 12 -
bit word is the inclusive-OR of the values of its terms. If a term is already a number, such as the shape specification for a vertex, the numeric value of the number is the term's value. Table $4-2$ gives the corresponding values of each DOGGIE word which may appear as a term within a DOGGIE statement. The table is in alphabetical order.

Although Table 4-2 provides most of the information necessary for encoding statements of the DOGGIE Language, the following subsections include further information pertinent to the cases not yet covered. 4.5.1 MOVWIN Command
dy and $\underline{d x}$ are given as l2-bit two's complement integers. 4.5.2 Offset of a Label
offy and offx are given as ll-bit sign-magnitude integers, where the high order bit of the 12-bit word is ignored and the next bit is the sign bit.
4.5.3 Text Characters of a Label
chars represents a string of 6-bit trimmed ASCII character codes. Two characters per l2-bit word are encoded according to Table 4-3, where the high-order half of the word contains the first character of the pair. The list terminates with a character code of 00 , and if this code appears as the first character of a pair, the second character code is also 00. 4.5.4 Name of a Program Segment
segnam represents four characters given as two 12-bit words packed two characters per word. Each character is coded according to its trimmed ASCII character code given in Table 4-3. The high-order half of each word contains the first character of the pair. Names of less than four characters are padded with the character 00.

Table 4-2 DOGGIE Words and Their Values

| Word | Value (octal) | Word | Value (octal) |
| :--- | :--- | :--- | :--- |
| ALL | 0000 | LOOPS | 0006 |
| ALLHIT | 0260 | LOOPW | 0004 |
| ARC | 0000 | LTPEN | 2600 |
| ARROW | 0040 | MINUS | 2000 |
| ARROWD | 0001 | MOVWIN | 0100 |
| BLINK | 2400 | NAMES | 0020 |
| BLINKM | 0160 | NEXT | 0000 |
| CLRPB | 0300 | OFFSET | 0004 |
| COORDS | 0020 | PENPNT | 4000 |
| CRNAME | 0000 | POSWIN | 0060 |
| CURSOR | 0240 | PSEUDO | 0120 |
| DEFALT | 0002 | RESET | 0360 |
| DIM | 2400 | SCREEN | 2000 |
| DIMM | 1160 | SEICRN | 0200 |
| DSPIAY | 2200 | SETCUR | 0140 |
| EIGHTH | 0003 | SETINT | 0020 |
| EXIST | 2000 | SETPB | 1300 |
| FOURTH | 0002 | SEIWIN | 0040 |
| FULL | 0000 | SHAPE | 0040 |
| GOTO | 1340 | START | 1000 |
| HALF | 0001 | STATUS | 0220 |
| LABEL | 0060 | STOP | 0000 |
| LIST | 0100 | TEXT | 0001 |
| LOAD | 0350 | TYPE | 0320 |
| LOADGO | 1350 | VERTEX | 0010 |
| LOOP | 0001 |  | 0000 |
| LOOPE | 0000 |  |  |
| LOOPN |  |  |  |
|  |  |  |  |
|  |  |  |  |


| Character | Code Value (octal) | Character | Code Value (octal) |
| :---: | :---: | :---: | :---: |
| end-of-list | 00 | space | 40 |
| A | 01 | ! | 41 |
| B | 02 | " | 42 |
| C | 03 | \# | 43 |
| D | 04 | \$ | 44 |
| E | 05 | \% | 45 |
| F | 06 | \& | 46 |
| -G | 07 | 1 | 47 |
| H | 10 | $($ | 50 |
| I | 11 | ) | 51 |
| J | 12 | * | 52 |
| K | 13 | + | 53 |
| L | 14 | , | 54 |
| M | 15 | - | 55 |
| N | 16 | - | 56 |
| 0 | 17 | / | 57 |
| P | 20 | 0 | 60 |
| Q | 21 | 1 | 61 |
| R | 22 | 2 | 62 |
| S | 23 | 3 | 63 |
| T | 24 | 4 | 64 |
| U | 25 | 5 | 65 |
| V | 26 | 6 | 66 |
| W | 27 | 7 | 67 |
| X | 30 | 8 | 70 |
| Y | 31 | 9 | 71 |
| Z | 32 | : | 72 |
| [ | 33 | ; | 73 |
| $\backslash$ | 34 | $<$ | 74 |
| ] | 35 | $=$ | 75 |
| $\uparrow$ | 36 | > | 76 |
| $\leftarrow$ | 37 | ? | 77 |

### 4.5.5 TYPE Command

codes is given as a string of l2-bit words, ending with a terminator word of all ONES. Bits 4-1l of each code word are used as the 8-bit outputted code, and the other bits are ignored.

### 4.6 Interactive Programs in the DEC-338

The design of DOGGIE was based primarily on the goal of producing an executive which provided the environment for easily writing effective interactive graphical programs which operate locally at the DEC-338. The chosen organization also had to support interactive programs between the central computer and the terminal, and thus the use of an interpreter in the DEC-338 was rather helpful. The DOGGIE interpreter accepts sequences of 12-bit words as commands. During the operation of local user programs, these commands are directly scanned as a list in the memory of the DEC-338. In the course of interaction with the central computer, these commands are received over the Dataphone and directly scanned by the interpreter. In either case, the commands are those described in Section 4.4 - the DOGGIE Command Language.

One possible design would have been to augment DOGGIE with those operations which could make it into a programming language. Then local user programs would be entirely interpreted. The author felt this approach would yield an ineffective implementation in the DEC-338. One must keep in mind 8 K of l2-bits with a rather primitive set of instructions (i.e. the DEC-338) is very limiting in the design of an elaborate system. Enough power had to be kept in the interpreted language for the central computer to control the terminal. By including the GOTO command in the DOGGIE Language, the central computer can cause a specific
function to be performed at the terminal. Since that function may be of arbitrary complexity, and may include effective interaction, there is no need for interactive statements to be in the DOGGIE Language itself. This type of statement would be, for example, one which specified a particular operation to be performed as a result of a particular action of the user.

The extension of the DOGGIE Language into a programming language has been done by imbedding it into a programming language environment. In the DEC- 338 this was done by. allowing programs the power of the PDP +8 machine. In fact, local user programs of the Interactive Graph Theory System are primarily PDP-8 programs which include calls upon DOGGIE both as an interpreter and an executive whenever necessary. The DOGGIE interpreter is treated as a PDP-8 subroutine called by a standard PDP-8 subroutine call.

The interactive components of local user programs are made possible by the use of communication cells on the initial page of field 0 . This concept was introduced in Section 4.2 , where it was also mentioned the same philosophy is used in the interactive programs operating in the central computer. In the DEC- 338 there are several of these communication cells, merely PDP-8 locations, dedicated to the interfacing of user programs with DOGGIE. In fact all interfacing is done via these calls. When the user programs are written using the PDPMAP Assembly System, the programmer refers to the cells by symbolic name, and that is how they will be mentioned throughout this section.

In its current implementation the DEC-338 is allocated by DOGGIE so that locations $6^{6000} 8$ through $7577_{8}$ are available for execution of
local user programs. These programs are stored on the disk of the DEC-338 as absolute machine language programs. They are called in by name via the DOGGIE commands "LOAD" or "LOADGO", and these cormands may be used to bring in overlays of program segments, so there is practically no limit on the size of any user program.

The remainder of this section consists of four subsections which serve as a programmer's description for the writing of user programs in the Interactive Graph Theory System. Section 4.6 .1 covers the routines available to the programmer which are part of DOGGIE and available through communication cells. Then, Section 4.6.2 describes those commication cells used for status information concerning all of the functions of DOGGIE. Section 4.6.3 describes the syntax used for DOGGIE commands in user programs, and the development culminates in an example given in Section 4.6.4.

### 4.6.1 Available Routines

The following subsections present a description of those routines available in DOGGIE which user programs may call via communication cells. The programmer of user programs should be familiar with the information in the first four subsections. The remainder deal with particular input/ output functions which many user programs do not require.

### 4.6.1.1 The Interpreter

The DOGGIE interpreter is a subroutine within the DEC-338 which is pointed to by the contents of the communication cell named DOGGIE. Therefore, the following subroutine call is used to initiate interpretation of a list of DOGGIE commands which start at location $Y$ in the memory of the DEC-338:

JMS* DOGGIE
PZE Y-*

Note the calling sequence consists of two words where the second one contains the argument which is a relative pointer to the list of DOGGIE words, which may be anywhere within the same memory field as the calling sequence.

The list beginning at location $Y$ may consist of any number of DOGGIE commands, one after the other, in sequential memory locations. The list is terminated by a command of 0000 which takes no arguments. When the interpreter decodes this special terminator word at a time when it expects the beginning of a command, interpretation is suspended, and control is returned to the calling program immediately following the calling sequence.

As just described, the interpreter fetches words from a list starting at location $Y$. This is, in fact, the normal mode of using the interpreter; however, additional flexibility has been built into the interpreter for special requirements. The interpreter actually fetches its input words by calling a subroutine through a pointer in communication cell GETDAT. In the normal case, this cell points to a subroutine within DOGGIE which feeds the interpreter from the list specified in the call to the interpreter. The DEC-338 programmer may alter the contents of GETDAT in order to substitute his own (alternate) subroutine for getting input data when, for example, a list is an inconvenient form of input. The cell GETDAT may be changed to point to any field 0 location where the programer wishes to supply an alternate routine. Such a routine may assume a cleared accumulator upon entry.

This option is used when the DEC-338 is set up to interpret DOGGIE commands generated in the central computer. In this case the alternate routine obtains input data for the interpreter from the Dataphone servicing routines.

The contents of cell GEIDAT is restored to its normal contents whenever the RESET (see Section 4.4.1.1) or GOTO (see Section 4.4.1.16) commands are executed and whenever the Graph Monitor is restarted (see Section 4.6.2). Also, the communcation cell RESGEI contains a pointer to the subroutine which restores GEIDAT. The following subroutine call may be used to cause the restoration:

JMS* RESGET

### 4.6.1.2 Restarting the Graph Monitor

In order for DOGGIE to properly function, it is required there be a program segment named "GMON" on the disk of the DEC-338 which is a program whose entry point is location $60008^{\circ}$. In the Interactive Graph Theory System this segment is the Graph Monitor which is used to control the system by light buttons. The Graph Monitor is automatically begun when DOGGIE is loaded and started. Also, the convention has been established to return to the Graph Monitor when the user depresses the large button on the pushbutton box - the manual interrupt button. Since this is such a common function, a routine to restart the Graph Monitor is included within DOGGIE. The communication cell RESTRT contains a pointer to this routine. Thus, the following instruction may be used to terminate a user program and restart the Graph Monitor:

The restart routine also causes the contents of communication cell GEIDAT to be restored to its normal contents so that further calls upon the interpreter cause data words to be read in the normal manner (see Section 4.6.1).

### 4.6.1.3 Manual Interrupt Button

The Interactive Graph Theory System is used with the convention that depressing the manual interrupt button suspends the current operation, and causes the Graph Monitor to be started. Since not all programs can be arbitrarily interrupted anywhere, this convention was not made an automatic feature of DOGGIE. This has the advantage of possibly abandoning the convention at certain times during console operation. Programs therefore must be written to check for this button's having been pushed.

There is a software flag within DOGGIE, called the Manual Interrupt Flag, which is set whenever a user hits the manual interrupt button on the pushbutton box. The communication cell MANINT contains a pointer to the subroutine which checks the status of the Manual Interrupt Flag. The following subroutine call returns to the next location if the flag is set; if the flag is clear, the subroutine returns by a skip. After the sense of the return is determined, the subroutine clears the Manual Interrupt Flag.

JMS* MANINT
return $1 \quad$ flag set
return 2 flag clear

### 4.6.1.4 Pushbutton Handling

The DOGGIE Command Language includes the CLRPB and SETPB commands for the clearing or setting of one or more of the twelve pushbuttons
on the pushbutton box. A user program may also directly call the basic subroutines in DOGGIE which perform pushbutton clearing or setting. Another subroutine is available which allows the user program to interrogate the status of any one of the pushbuttons.

### 4.6.1.4.1 Clearing Pushbuttons

The communication cell PBCLR contains a pointer to the subroutine which clears pushbuttons. The following subroutine call is used to clear those pushbuttons corresponding to the bits of the argument "nnnn" which are ZERO's. (Bit 0 of "nnnn" corresponds to pushbutton O, bit 1 corresponds to pushbutton 1, etc.)

JMS* PBCLR
OCT nnnn
4.6.1.4.2 Setting Pushbuttons

The commication cell PBSET contains a pointer to the subroutine which sets pushbuttons. The following subroutine call is used to set those pushbuttons corresponding to the bits of the argument "nnnn" which are ONE's. (Bit 0 of "nnnn" corresponds to pushbutton 0, bit l corresponds to pushbutton 1, etc.)

JMS* PBSET
OCT nnnn

### 4.6.1.4.3 Pushbutton Status

The communication cell PBSKIP contains a pointer to the subroutine which interrogates pushbutton status. The following subroutine call is used to check those pushbuttons corresponding to the bits of the argument "nnnn" which are ONE's. (Bit O of "nnnn" corresponds to pushbutton 0, bit 1 corresponds to pushbutton 1, etc.) The subroutine returns to the location after the argument if all interrogated push-
buttons are ZERO. If any of the interrogated pushbuttons are ONE the subroutine returns by a skip to two locations after the argument. JMS* PBSKIP

OCI nnnn
return 1 all selected pushbuttons are ZERO return 2 one or more selected pushbuttons are ONE

### 4.6.1.5 Teletype Input/Output

Four communication cells are available for Teletype input and output. DOGGIE maintains a software completion flag and a character buffer for both input and output; which are cleared, set, and checked in the same way that the four corresponding PDP-8 IOT instructions operate with the hardware flags (KSF, KRB, TSF, TLS).
4.6.1.5.1 Teletype Input

There is a Teletype input flag which is set whenever a key is struck on the keyboard. The communication cell KSFKSF contains a pointer to the subroutine which checks the status of the Teletype input flag. The . following subroutine call returns to the next location if the flag is clear; if the flag is set, the subroutine returns by a skip. The subroutine preserves the contents of the accumulator and link.

JMS* KSFKSF
return $1 \quad$ flag clear
return 2 flag set
When the Teletype input flag is set, the ASCII character code corresponding to the struck key is assembled in the reader buffer. The communication cell $K R B K R B$ contains a pointer to the subroutine which reads the reader buffer into the accumulator. The following subroutine call causes the contents of the accumulator to be ignored, and to be
replaced with the 8 -bit character code in the low-order eight bits and with the high-order four bits set to ZERO. The subroutine also clears the Teletype input flag. The subroutine preserves the contents of the link.

JMS* KRBKRB

### 4.6.1.5.2 Teletype Output

The DOGGIE Command Language includes the TYPE command for outputting to the Teletype. A user program may also directly call the basic subroutines in DOGGIE which are used for Teletype output.

There is a Teletype output flag which is set whenever a character may be typed. The flag is clear only during the 100 ms . period after a character has been typed. The programmer may not want to bothei checking this flag since the type-out subroutine always waits for the flag to be set (unlike the PDP-8 hardware).

For completeness and for making it possible to overlap output with computation, the facility to test the output flag is available. The communication cell TSFTSF contains a pointer to the subroutine which checks the status of the Teletype output flag. The following subroutine call returns to the next location if the flag is clear; if the flag is set, the subroutine returns by a skip. The subroutine preserves the contents of the accumulator and link.

JMS* TSFTSF
return $1 \quad$ flag clear return 2 flag set

The communication cell TLSTLS contains a pointer to the subroutine which causes a character to be typed according to the character code contained in the low order eight bits of the accumulator. The following
subroutine call first waits for the output flag to become set, then types the character, clears the output flag, and finally returns with a clear accumulator. The subroutine preserves the contents of the link.

JMS* TLSTLS

### 4.6.1.6 Using the Disk

The communication cell SYSIO contains a pointer to a subroutine equivalent to the standard disk input/output routine which is part of the PDP-8 Disk Monitor System [53]. A user program may include the following calling sequence in order to use the disk as a storage device: JMS* SYSIO
function (see below)
block to be accessed
low order memory address
(alternate return address)
(normal return here)
The above call causes a-reading from or writing onto a particular block of the disk. The Disk System treats the disk as 253 blocks of 128 words each. The blocks are numbered from 0000 through $0374_{8}$. Data may be exchanged between memory and disk only as one block at a time. The "function" word controls the operation as follows:

```
Bits 0 - 1 Unused
```

Bit 2 If 0 , the normal return is used.
If 1, ONE plus the address contained in
the fourth parameter word is used as a
return address.
Bits 3-5 Unused
Bits 6-8 Memory Field

| Bits 9-11 | $=3$ for reading from disk |
| ---: | :--- |
|  | $=5$ for writing onto disk |

### 4.6.1.6.1 Disk Activity Indicator

The communication cell DREADY contains a pointer to the subroutine which checks whether there is a disk operation in progress either due to a call via SYSIO or execution of the LOAD DOGGIE command. If there is, the return from the following subroutine call is to the next location. If there is no disk operation in progress the return from the subroutine skips.

JMS* DREADY
return 1 disk active
return 2 disk activity complete

### 4.6.1.7 Dataphone Communications

DOGGIE handles Dataphone Communications through interrupt-time service routines which use the DEC 637 Dataphone Interface. In the Interactive Graph Theory System there are program segments kept on the disk of the DEC-338 which perform buffered Dataphone communications including various timing considerations, checksum computations, etc. These routines call upon the facilities described in this section. The programer writing user programs need not be familiar with the detailed level presented here. He should use the standard buffering routines as described in a separate memorandum. The information presented here is directed to the systems programmer.

Three communication cells are available for Dataphone communications using DOGGIE. The cell SNDCH contains a pointer to a location used for sending. The cell RCVCH contains a pointer to a location used for receiving. The cell INTRET contains a pointer to the
"interrupt return" location to which control should be transferred after a user function program completes either sending or receiving. 4.6.1.7.1 Sending

The communication cell SNDCH contains a pointer to a location which is used as both an indicator and a subroutine entry point for sending a character. In order to maintain a sense of timing, DOGGIE is always transmitting (sending) to the Dataphone line. Every $31 / 3 \mathrm{ms}$. , the Dataphone transmit flag causes an interrupt, at which time control is transferred to a special service routine. This routine first checks the contents of the location as an indicator: if the location contains 0000, then a null or idle character (code $=000$ ) is transmitted; otherwise, control is transferred to the PDP-8 location specified by the contents of the location.

In this way a user function program may get control at interrupttime by placing an appropriate address in the location.

When control comes to the user's service routine, 8-bit characters may then be transmitted by executing ' $J M S * S^{*} S N C H$ ' with the character code in bits 4-11 of the accumulator. The character is sent, and the return from the called subroutine occurs (with a cleared accumulator) the next time a transmitter flag interrupt occurs. Meanwhile, the main program flow may proceed independently.

Finally, when no more data transmission is to be done, the user's special service routine may set the contents of the location to 0000 and then return from the interrupt-time routine by executing 'JMP* INTRET'.

The following example will clarify the above information. In the example the following three character codes are transmitted: 226,2め1, $2 ф 3$.

## Main Program

TAD CALPHA

DCA* SNDCH
DCA SFLAG
$\stackrel{\rightharpoonup}{-}$
-
TAD SFIAG
SNA CLA
JMP *-2
$!$

CALPHA PZE ALPHA
SFIAG $*_{*}^{*}$
Special Service Routine
set pointer
clear indicator
arbitrarily long computation
wait for transmission to complete
proceed

ALPHA TAD $=0226$
JMS* SNDCH
$T A D=02 \phi 1$
JMS* SNDCH
$T A D=02 \phi 3$
JMS* SNDCH
DCA* SNDCH
ISZ SFTLAG
JMP* INTRET
send characters
stop sending
set indicator return

### 4.6.1.7.2 Receiving

The communication cell RCVCH contains a pointer to a location which is used as both an indicator and a subroutine entry point for receiving a character. Whenever the Dataphone receive flag is set (due to an incoming character), the DOGGIE interrupt-time service routine first checks the contents of the location as an indicator: if the location contains 0000 , the character is ignored and the receive logic is cleared ("receive-active"). However, if the location is nonzero, control is transferred to the PDP-8 location specified by this
non-zero quantity, and bits 4-11 of the accumulator contain the character code received (bits 0-3 are ZERO).

Therefore, in order to receive, a user program must first place an appropriate address in the location. When the first character is received, the user program has control at interrupt-time. More characters may be received by executing 'JMS* RCVCH'. When this is done, the return from the called subroutine occurs the next time a character is received. Meanwhile, the main program flow may proceed independently. Finally, when no more characters are to be received, the user's special service routine may set the contents of the location to 0000 and then return from the interrupt-time routine by executing 'JNP* INTRET'.

A special error condition is noted by DOGGIE: the receive-end flag of the Dataphone Interface is set whenever the receive logic loses the incoming signal. If this ever happens when a user program is waiting to receive a character, control is returned to the calling program with the accumulator set to all ONES.

The following example will clarify the above information. In the example, the first three characters received are saved and receiving is stopped.

## Main Program

TAD CBETA
DCA* RCVCH
DCA RFIAG
-
-

TAD RFTAG
SNA CLA
JMP *-2
-
$:$
CBETA PZE BETA
RFIAG ***
Special Service Routine
BETA DCA Cl
JMS* RCVCH
DCA C2
JMS* RCVCH
DCA C3
DCA* RCVCH
ISZ RFLAG
JMP* INTRET
set pointer
clear indicator
arbitrarily long computation
wait until 3 chars have been received
proceed
indicator
first
second
third
stop receiving
set indicator
return

Cl $* * *$
C2 ***
C3 ***
4.6.2 Status Information

The interactive components of a user program obtain outputs from DOGGIE via the communication cells described below. All of the information represented by these cells is also available to interactive programs in the central computer except for the timer presented in Section 4.6.2.10.
4.6.2.1 Intensity

The communication cell INTENS contains the current overall picture intensity level in bits 9-11. Bits 0-8 of this word are ZERO's. 4.6.2.2 BLINK Mode and DIM Mode

The communication cell BLNDIM contains an indication which mode is currently prevailing, and if it is DIM mode, it indicates the current dimming intensity level. If BLINK mode prevails, BLNDIM contains $6^{601} \mathbf{8}^{\text {. }}$ If the prevailing mode is DIM mode, this cell contains OOln, where $\underline{n}$ is an octal digit whose value is the current dimming intensity level. Note that only the sign bit of this cell may be checked to determine which mode prevails.

### 4.6.2.3 Window Size

The communication cell WINSIZ contains the current window size in bits 10 and 11 as given below. Bits 0-9 of the word are ZERO's.

| Bit 10 | Bit 11 |  | Window Size |
| :---: | :---: | :---: | :---: |
| 0 | 0 |  | FULL |
| 0 | 1 | HALF |  |
| 1 | 0 | FOURTH |  |
| 1 | 1 | EIGHTH |  |

### 4.6.2.4 Window Position

The communication cell YWIND contains the y-coordinate of the position of the center of the window on the paper in bits 2-11. Bits 0 and 1 of this word are ZERO.

The communication cell XWIND contains the $x$-coordinate of the position of the center of the window on the paper in bits 2-11. Bits 0 and 1 of this word are ZERO.
4.6.2.5 Pseudo-Pen-Point Position

The communication cell YPSEUD contains a l2-bit pointer to the $y$ coordinate of the position of the pseudo-pen-point on the screen. The location where the position is stored contains the coordinate in bits 2-11. Bit 0 of the word is a ONE, and bit 1 is a ZERO.

The communication cell XPSEUD contains a l2-bit pointer to the x coordinate of the position of the pseudo-pen-point on the screen. The location where the position is stored contains the coordinate in bits 2-11. . Bit 0 of the word is a ONE, and bit 1 is a ZERO. 4.6.2.6 Tracking Indicator

The communication cell CHPSEU is made non-zero whenever there is a change in the location of the pseudo-pen-point due to tracking by the light pen.

After clearing this cell to 0000 , a user program may then test its contents in order to determine when to perform a particular computation which depends upon the movement of the pseudo-pen-point. The cell CHPSEU may be cleared either by the 'START CURSOR' command (see Section 4.4.1.10) or directly by a user program.

### 4.6.2.7 Light Pen Handler

There are four communication cells dedicated to light pen hits: LPHITI, LPHIT2, LPHIT3, LPHIT4.

When the contents of LPHIPI is 0000 , any light pen hit causes the Light Pen Handler to interpret the hit and output the following:
a) The contents of LPHITI is set to $3010_{8}$ if the entity hit is a vertex, or it is set to 30008 if the entity hit is an arc.
b) The contents of LPHIT2 is set to the internal name of the entity hit.
c) If the entity hit is a vertex, the contents of LPHIT3 is set to the $y$-coordinate of the screen position of the hit vertex. If that position is off the screen, the nearest coordinate on the screen is recorded (either 0 or 1023). If the entity hit is an arc, the contents of LPHIT3 is set to the $y$-coordinate of the screen position where the arc was hit.
d) If the entity hit is a vertex, the contents of LPHIT4 is set to the x -coordinate of the screen position of the hit vertex. If that position is off the screen, the nearest coordinate on the screen is recorded (either 0 or 1023). If the entity hit is an arc, the contents of LPHIT3 is set to the x -coordinate of the screen position where the arc was hit.

Once a light pen hit occurs, another one is not allowed until the contents of LPHITI are set to 0000 either by the ALLHIT command or directly by a user program. Note that the ALLHIT command also clears
communication cell LPHIT2.

### 4.6.2.8 Created Internal Names

The communication cell VERCRN contains the current vertex created internal name. The communication cell ARCCRN contains the current arc created internal name.

### 4.6.2.9 Available Storage

The area of memory of the DEC-338 not assigned to DOGGIE or used for program overlays is maintained by a dynamic storage allocator as 19-word blocks. The communication cell FRBLKS contains the number of free blocks which are available for storage.

User programs may inspect this cell in order to determine whether there is enough available space for a particular operation to be performed. At present, it is a fatal error to run out of free storage. The following information can be used to estimate space requirements:
a) A vertex or arc with no label requires one storage block.
b) A vertex or arc with a label requires two storage blocks.
c) A storage block is used for approximately every eight entities (vertices or arcs) being displayed.

### 4.6.2.10 Timer

A user program may refer to two communication cells, HTIMER and ITIMER, which serve together as a 24 -bit timer or real-time clock. The contents of LTIMER is incremented every $31 / 3 \mathrm{~ms}$., and whenever an overflow occurs out of the high order bit of LTIMER, the contents of HTIMER is incremented.

Since DOGGIE does not make use of the contents of these cells, user programs may freely alter their contents. Since a program interrupt may occur at any time, it is suggested that ITIMER be set before HTIMER.

When the system is loaded, these cells both contain 0000 . 4.6.2.11 Graph Status

Six communication cells are dedicated to output from the STATUS command: STAT1,STAT2,...,STAT6. When a STATUS command is given these cells are filled with all of the information about a particular entity. If no entity exists which satisfies the status request, the contents of STAT2 is set to 0000 .

### 4.6.2.11.1 Vertex Status

If there is status output for a vertex, it is coded as follows: STATI

The twelve bits of this cell (0 through ll) are set as follows:
a) Bit 0
$=$ ZERO if in DIM mode.
$=$ ONE if in BLINK mode.
b) Bit $1=$ ZERO if the vertex shape is not blinking.
$=$ ONE if the vertex shape is blinking.
c) Bit $2=$ ZFRO
d) Bit $3=$ ZERO if the label is not blinking.
$=$ ONE if the label is blinking.
e) Bit $4=$ ZERO if the vertex is not displayed.
$=$ ONE if the vertex is displayed.
f) Bit $5=$ ZERO if there is no label.
$=$ ONE if there is a label.
g) Bit $6=$ ZERO if a label is not displayed.
$=$ ONE if a label is displayed.
h) Bit 7 . = ZERO if light pen hits are disabled.
$=$ ONE if light pen hits are enabled.
i) Bit $8=0 \mathrm{NE}$

## j) Bits $9,10,11=$ the vertex shape

STAT2
This cell contains the internal name of the vertex as a 12-bit integer.

STAT3
The two high order bits of this cell are ZERO and the low order ten bits contain the $y$-coordinate of the paper location of the vertex. STAT4

The two high order bits of this cell are ZERO and the low order ten bits contain the x-coordinate of the paper location of the vertex. STAT5

If the prevailing mode is BLINK mode, the contents of this cell has no relevance. If it is DIM mode, however, the twelve bits of this cell (0 through 11) are set as follows:
a) Bits 0,1,2 = ZERO
b) Bits $3,4,5=$ dimming intensity level of the vertex shape.
c) Bits $6,7,8=$ ZERO
d) Bits 9,10,11 = dimming intensity level of the label.

## STAT6

This cell contains a 12-bit address which is one less than the position of the label buffer in the DEC-338 memory (field 0). If a label exists, as indicated by bit 5 of STATl, this buffer contains from 3 to 16 words of information as follows:

First Word
This word contains the $y$-component of the offset as an 11-bit sign-magnitude integer, where the high order bit is ZERO and the next bit is the sign bit.

Second Word
This word contains the $x$-component of the offset as an ll-bit signmagnitude integer, where the high order bit is ZERO and the next bit is the sign bit.

Remainder of the Buffer
The remainder of the buffer contains from 1 to 14 words with the text of the label. The unused buffer space is padded with 0000's. Text characters are packed two per word in the same format used in the specification of the label (see Section 4.5.3). 4.6.2.11.2 Arc Status

If there is status output for an arc, it is coded as follows: STATI

The twelve bits of this cell ( 0 through 11) are set as follows:
a) Bit $0 \quad=$ ZERO if in DIM mode.
$=$ ONE if in BLINK mode.
b) Bit $1=$ ZERO if the arc itself is not blinking.
$=$ ONE if the arc itself is blinking.
c) Bit $2=$ ZERO if the arrow is not blinking.
= ONE if the arrow is blinking.
d) Bit $3=$ ZERO if the label is not blinking.
$=$ ONE if the label is blinking.
e) Bit $4=$ ZERO if the arc is not displayed.
$=$ ONE if the arc is displayed.
P) Bit $5=$ ZERO if there is no label.
$=$ ONE if there is a label.
g) Bit $6=$ ZERO if a label is not displayed.
= ONE if a label is displayed.

STAT2
This cell contains the internal name of the arc as a l2-bit integer. STAT3

The contents of this cell is the internal name of the vertex to which the arc is incident.

STAT4
The contents of this cell is the internal name of the vertex from which the arc is incident.

STAT5
If the prevailing mode is BLINK mode, the contents of this cell has no relevance. If it is DIM mode, however, the twelve bits of this cell (0 through 1l) are set as follows:
a) Bits $0,1,2=$ ZERO
b) Bits 3,4,5 = dimming intensity level of the arc itself.
c) Bits $6,7,8=$ dimming intensity level of the arrow.
d) Bits $9,10,11=$ dimming intensity level of the label.

## STAT6

This cell contains a l2-bit address which is one less than the position of the label buffer in the DEC-338 memory (field 0). If a label exists, as indicated by bit 5 of STAT1, this buffer contains from 3 to 13 words of information as follows:

## First Word

This word contains the y-component of the offset as an ll-bit signmagnitude integer, where the high order bit is ZERO and the next bit is the sign bit.

Second Word
This word contains the x -component of the offset as an ll-bit signmagnitude integer, where the high order bit is ZERO and the next bit is the sign bit.

Remainder of the Buffer
The remainder of the buffer contains from 1 to 11 words with the text of the label. The unused buffer space is padded with 0000's. Text characters are packed two per word in the same format used in the specification of the label (see Section 4.5.3).
4.6.3 DOGGIE Command Syntax

Section 4.4 described the DOGGIE Command Language in its pure form. When these commands are incorporated into interactive programs in the central computer the syntax used there is, for the most part, the pure form. However, user programs for the DEC-338, written under the PDPMAP Assembly System, must adhere to the syntax of MAP. A few macros are predefined for the user which allow for symbolic DOGGIE commands.

The fundamental macro is named "DOG". This macro is used to assemble one DOGGIE code word given as one argument. The argument may
be either a single DOGGIE word or any number of words or numbers separated by commas and enclosed within parentheses. Numbers are interpreted as decimal, and the DOG macro merely adds the values of the given terms and assembles one 12-bit word. Table $4-2$ presented in Section 4.5, lists all defined DOGGIE words along with their values.

The role of the comma in pure DOGGIE Command Language separates 12-bit words, whereas separate lines must be used in user programs. The comma is used in a user program in place of a SPACE of pure DOGGIE Language. For example the DOGGIE command

START EXIST WHOLE VERTEX 2,CRNAME,PENPNT SCREENN,512
would be expressed in a user program as
DOG (START, EXIST,WHOLE, VERTEX, 2)
DOG CRNAME
DOG (PENPNT, SCREEN)
DOG 512

Since MAP includes the OCI pseudo-operation, DOGGIE cammands may include octal numbers. For example, the last line of the above four have been written as:

OCT 1000
Another useful macro is named "T" and is used for the assembly of text labels. This macro is defined to take one argument as a list of character terms separated by commas and enclosed within parentheses. Each given character term is encoded into 6-bit trimmed ASCII according to Table 4-3. Since macro parameters cannot include all special characters, special characters are represented by a pair of alphabetic characters. Table 4-4 indicates the correspondence between characters and character terms.

|  | Table |  |  |
| :---: | :---: | :---: | :---: |
| Correspondence Between Characters and Character Terms |  |  |  |
| Text Character | Character Term | Text Character | Character Term |
| A-Z | A-Z | ) | RP |
| [ | LB | * | AS |
| $\lambda$ | BS | + | PL |
| ] | RB | , | CM |
| $\uparrow$ | UA | - | MI |
| $\leftarrow$ | IA | - | DT |
| space | - | / | SL |
| ! | EX | 0-9 | 0-9 |
| " | QU | ' : | CL |
| \# | NM | ; | SC |
| \$ | DL | $<$ | LT |
| \% | PC | $=$ | EQ |
| \& | AN | > | GT |
| 1 | AP | ? | QM |
| $($ | LP |  |  |

As an example, the pure DOGGIE command
START EXIST LABEL VERTEX TEXT, 1 ,@ HIT 'RETURN' WHEN DONE @ would be expressed in a user program as

DOG (START, EXIST, LABEL, VERTEX,TEXT)
DOG 1
$T(H, I, T, ., A P, R, E, T, U, R, N, A P, ., W, H, E, N, ., D, O, N, E)$
Note the $T$ macro automatically terminates the sequence of character codes by a code of ${ }^{\prime} 00$.

- The DOG and $T$ macros along with MAP pseudo-operations DEC, OCT, PZE, MZE, etc. are sufficient for assembling DOGGIE Command Language in user programs. In order for the assembled code to be interpreted by DOGGIE a call upon the interpreter must be made as:

JMS* DOGGIE
PZE Y-*
where $Y$ is a location where DOGGIE commands have been assembled in sequential words until either a GOTO command is included or a command of 0000 is given which terminates the list of commands.

As an aid to the programmer, two macros are predefined to surround a list of commands placed in line with PDP-8 code. A call upon the DOGGIE macro causes a pair of words to be assembled which constitutes a call upon the DOGGIE interpreter, with the relative pointer indicating where the command list begins. The command list is assembled at a different place in memory according to the "GRAPHS" Location Counter, and the DOGGIE macro places that Location Counter in control. Therefore, a list of DOGGIE commands is meant to follow the call upon the DOGGIE macro. This list is terminated by a call upon the ENDDOG macro which first assembles the termination command of 0000 and then switches back
to the normal Blank Location Counter. The GRAPHS Location Counter is begun immediately following the end of the assembled program.

This feature makes programming easier, and especially makes coding readable, as can be observed in the example presented in the next section.

### 4.6.4 Sample User Program

This section presents a rather small, yet complete, example of a user program which is written for the PDPMAP Assembler. The program begins at location 6000 in the DEC-338, which is rather standard since this is the beginning of the area used for program segments. It initially places two messages (for the user) at the lower left corner of the screen by using labels of vertices whose shape is null. As the messages indicate, the program changes the shape of all vertices seen by the light pen to be square (vertex shape 6) until either pushbutton 11 or the manual interrupt button is depressed, at which time the Graph Monitor is restarted. Note since the Monitor will define new vertices with internal names the same as those used for messages, it is not necessary to delete them before calling the Graph Monitor.

A source listing of the sample user program follows on the next page.
4.7 Interactive Programs in the IBM 7040

Section 4.6 has described the interactive components of DOGGIE which supplement the DOGGIE Command Language to support interactive user programs. The Interactive Graph Theory System, as seen by a user, includes complete graph manipulation tools which are user programs written by the author. The facility for other user programs to be added is included in the design, but it is expected that the system will grow
octurg 6000 JVS M MANINT - CLEAR FLAG NUP JMS* PBCLR - .... CLEAR PB 11 ULS 7776 CLGGIE
UOG (START,LTPEI, WHOLE,VERTEX)
DUG ALL
DUG (START, EXIST, WHOLE,VERTEX,LIST)
OしT 7777,2024,2024
OCT 7776,2054,2024
UCT 0 -
DUG (STAKT,EXIST,LABEL,VERTEX,TEXT,LIST)
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OLT O - ENO OF LISI
DUG (START, DSPLAY, WHULE,VERTEX,LIST)
OCT 7776,1777,0
ENUDOG
MORE DCA LPHIT1--.-ALLOW HITS
WAIT JMS* PBSKIP CHECK PB 1 I
OCT 0001
JMS* MANINT CHECK 'INTERRUPT'
JMP* RESTHT RESTAKT GRAPH MUNITOR
taO LPHITI
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JMP WAIT WAIT FUR SUMETHING
IAD LPHIT2 - HIT OCCURED
DCA NOWSO SET UP NAME
UUGGIE
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ENUDOG
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END

NOWSQ
more readily by writing interactive ALIA programs for the IBM 7040. Such programs are easier to write, easier to read, and particularly significant is the graph-theoretical and arithmetic support which the ALIA environment provides.

When the user at the terminal calls upon the central computer to execute a program already in the system, a particular user program is given control in the DEC- 338 which makes the terminal a slave to the central computer. As such, it is capable of receiving over the Dataphone line nearly all possible DOGGIE commands. In addition, this dedicated use of the DEC-338 allows for some information flow from the terminal to the central computer in response to a request from the latter. For the most part, this is in the form of directly copying various communication cells containing status information.

The remainder of this section describes from the programmer's viewpoint the facilities of the Interactive Graph Theory System which extend AJIA to interface with DOGGIE.
4.7.1 DOGGIE Commands

The DOGGIE Command Language may be included in ALTA programs in order to control the existence and display of graphs at the display terminal. All commands described in Sect. 4.4 may be used except LQAD, GOTO, or LOADGO. This restriction does not outlaw the calling of user programs into operation from the central computer; another method is available for this operation as described in Section 4.7.6.2.

Unlike user programs, AL工A programs do not include explicit calls upon the DOGGIE interpreter. Instead there are three types of statements which are used to output one or more 12-bit words for DOGGIE. This outputting is buffered in the memory of the IBM 7040, on the disk of
the 7040, and also in the PDP-8 and DEC-338. Therefore, statements which output to DOGGIE may be scattered among other types of statements. This gives the ALLA progranmer an easier means of expressing DOGGIE operations than the programmer of user programs.

When the DOGGIE interpreter is called directly by a user program, it is treated as a subroutine (see Section 4.6.1.1). The DOGGIE command of. 0000 is then interpreted as a terminator of a sequence of commands and results in return of control from the interpreter back to the calling program. Since this operation has no parallel during the use of DOGGIE within ALJA programs, the meaning of the DOGGIE cammand of 0000 is lost. Therefore, the convention has been established to treat this special case as a no-operation command.

The DOG statement is the fundamental statement type for the outputting of DOGGIE commands. It is used to indicate what follows on the same card image is to be coded into l2-bit words and placed into the buffer for DOGGIE commands. In general, a complete symbolic DOGGIE command appears on one card, as shown in the examples:

DOG BLINKM
DOG SEI'WIN HALF
DOG START BLINK ARROW ARC,ALL
However, separate statements may be used to specify individual 12-bit words. For example, the previous DOGGIE command could be given as:

DOG START BLINK ARROW ARC
DOG ALL
The DOG statement may include DOGGIE words along with decimal numbers in the syntax of DOGGIE commands presented in Section 4.4. In addition, the terms of a DOG statement may be ALIA integer expressions. Each expression of a DOG statement whose value is negative is evaluated as
the l2-bit two's complement quantjty.
The programmer may use symbolic DOGGIE words up to the term in a DOG statement where he employs one of the following special characters:

+     -         * 

The remainder of the DOG statement is then treated as any number of integer expressions. Using this facility, the arrows of the first seven arcs (internal names 1 through 7) of a graph may be blinked by:

DO $10 \mathrm{I}=1,7$
10
DOG START BLINK ARROW ARC,(I)
Note that the "(" is the indication that what follows is not a symbolic DOGGIE word, but is instead an integer expression. The following sequence of statements has the same effect as the above two statements, but outputs fewer DOGGIE words:

DOG START BLINK ARROW ARC LIST
DO $10 \mathrm{I}=1,7$
10 DOG (I)
DOG 0
The above example is not particularly useful, but its idea can be extended to a sequence which blinks the arrows of those arcs belonging to set ARCS. In the following example, the property name INNAME is used as an integer property whose value is the internal name of the entity with which it is associated.

DOG START BLINK ARROW ARC LIST
THROUGH 10 FORALL A IN ARCS
10 DOG (INNAME(A))
DOG 0
The use of integer expressions, or particularly integer variables, is a significant addition to DOGGIE commands. The positioning of a vertex at some paper or screen location may be done by a DOGGIE command
with integer expressions representing computations for the $y$ - and $x$ coordinates. Further uses of this feature will become apparent when communication cells are introduced.

The one aspect of pure DOGGIE command language which is not available with the DOG statement is the specification of text characters for a label. The DOGSIRING statement is available for encoding labels which are completely known at the time the program is compiled. These are often used for instructional messages to the user. The DOGSTRING statement includes the label preceded by and followed by any character which does not appear within the label itself. For example, the apostrophe is used as the signal character in the following DOGGIE command:

DOG START EXIST LABEL VERTEX TEXT,4093
DOGSTRING 'POINT TO VERTEX TO BE MOVED'

The third type of statement available for outputting DOGGIE commands is DOGIEXT, which is used to construct labels at execution time. A DOGIEXT statement includes one or more integer expressions, each separated by a comma. Each given expression is evaluated as a 36-bit word and treated as six 6-bit trimmed ASCII character codes. The first 6-bit code of 00 detected causes the remainder of the given arguments to be ignored. The following is an example of the use of DOGIEXT, where the function ITQA translates six character codes of one 36-bit word from IBM code to trimmed ASCII.

DOG START EXIST LABEL VERTEX TEXT, 4095
DOGTEXI LABEL (1) ,LABEL(2),ITOA(6HIS NOT), ITQA(6H NEAR.)
4.7.2 Extending the DOGGIE Language

Since ALIA includes the facility for writing subroutines, commonly used groups of DOGGIE commands may be replaced by appropriate subroutine
calls upon a subroutine which has the same effect. Two examples of this form of extending the language are given.
4.7.2.1 User Messages

A subroutine named MESSAG has been made a standard part of the available facilities in order to aid the programmer in giving a message to the user. The subroutine has one argument which is an integer quantity specifying the line number of the message which follows the call. Lines are numbered $1,2,3, \ldots$, beginning at the lower left corner of the screen and going up the left edge. The following source listing of this subroutine should be sufficiently clear to the reader to make its characteristics obvious.

SUBROUTINE MESSAG(I)
INTEGER I,J
$\mathrm{J}=-\mathrm{I}$
DOG START EXIST WHOLE VERTEX,(J)
DOG SCREEN+24*I-4
DOG SCREEN+20
DOG START EXIST LABEL VERTEX TEXT, (J),0
DOG START DSPIAY WHOLE VERTEX, (J)
DOG START EXIST LABEL VERTEX TEXT,(J)
REIURN
END
The call upon the MESSAG subroutine must be followed by a DOGSTIRING or DOGIEXT statement to specify the message. An example of such a call follows:

CALL MESSAG(3)
DOGSTRING *POINT TO FROM-VERTEX*
4.7.2.2 Clearing and Setting Pushbuttons

Another reason for extending the DOGGIE language is to overcome its inadequacies. The comand to clear selected pushbuttons according
to bit pattern is convenient for use in PDPMAP user programs, but rather inappropriate within ALLA programs. The following subroutine may be used to clear one selected pushbutton according to the given integer.

SUBROUIINE CLRPB(I)
INTEGER I
DOG CLRPB,-1-2**(11-I)
REIURN
END
An equivalent version of the above subroutine and a similar one named SETPB for setting pushbuttons are included as standard facilities in the Interactive Graph Theory System. Since they were coded in assembly language, they were written to accept any number of arguments as integer expressions whose values range between 0 and 11. For example, the following two subroutine calls clear pushbuttons $7,8,9,10$ and set pushbuttons 4 and 5:

CAL工 $\operatorname{CLRPB}(7,8,9,10)$
CAL工 $\operatorname{SEIPB}(5,4)$

### 4.7.3 Values of DOGGIE Words

Since an integer expression may be used to specify an expression of a DOG statement, the programmer may wish to set the value of an integer variable equal to the value of a DOGGIE expression. The DOGSET statement is available for this purpose. This type of statement includes an integer assignment statement, except the expression to the right of the equal sign is interpreted as a DOGGIE expression. The following examples are included to clarify the syntax of this type of statement:

DOGSET SELVT = START EXIST LABEL VERTEX TEXT
DOGSET LOOP(1) = LOOPE
DOGSES LOOP (2) $=$ LOOPN
Note the first example is a case where a programmer may wish to abbre-
viate a frequently used DOGGIE expression. The second and third lines indicate another use of the DOGSEP statement. The idea behind them is that a computation yielding an integer between 1 and 4 could be directly encoded into a DOGGIE command to affect a loop orientation. This, of course, presumes LOOP(3) and LOOP(4) have been similarly assigned values. 4.7.4 status of the DEC- 338

During execution of an ALLA program in the Interactive Graph Theory System, the program may request standard status information from the DEC-338. This status is the means by which the user inputs to the system via Teletype, light pen, and pushbuttons. Most of this information is a copy of various commenication cells of DOGGIE which were described in Section 4.6.2. When the status information enters the IBM 7040, it is distributed to a set of commuication cells which are integer and logical variables which all ALJA program decks may reference. This section describes the commication cells which the programmer may reference. There is no need for him to declare any of the communication cell variables since their allocation is automatically handled in each ALLA subprogram deck. It should be remembered that their contents are changed only when there is a request for status information. The various ways in which status requests occur will be presented in Section 4.7.6.

Since the size of the memory word is 36 bits in the IBM 7040, each integer variable is assigned that many bits in order to represent an integer. Many items of status information occupy only lê bits since they originated from communication cells in the DEC-338. These 12-bit quantities are kept in the low-order end of the 36 -bit word, i.e. bits 24-35. Where bit numbers must be given in the following subsections they are based upon the 36 -bit word.
4.7.4.1 Intensity

The communication cell INTENS is an integer variable whose value is between 0 and 7 which indicates the overall picture intensity level. 4.7.4.2 BLINK Mode and DIM Mode

The communication cell BLNDIM is an integer variable which indicates which mode prevails, and if it is DIM mode, it indicates the current intensity level. If BLINK mode prevails, the value of BLNDIM is -1. If the prevailing mode is DIM mode, the value of BLNDIM is between 0 and 7 which indicates the dimming intensity level.
4.7.4.3 Window Size

The comunication cell WINSIZ is an integer variable whose value is between 0 and 3 which indicates the size of the window as given below. Value of WINSIZ Window Size
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### 4.7.4.4 Window Position

The communication cell YWIND is an integer variable whose value is the $y$-coordinate of the position of the center of the window on the paper. This is an integer between 0 and 1023.

The communication cell XWIND is an integer variable whose value is the $x$-coordinate of the position of the center of the window on the paper. This is an integer between 0 and 1023.
4.7.4.5 Pseudo-Pen-Point Position

The communication cell YPSEUD is an integer variable whose value is the $y$-coordinate of the position of the pseudo-pen-point on the screen.

This is an integer between 0 and 1023.
The communication cell XPSEUD is an integer variable whose value is the $x$-coordinate of the position of the pseudo-pen-point on the screen. This is an integer between 0 and 1023.

### 4.7.4.6 Tracking Indicator

The communication cell CHPSEU is an integer variable whose value is cleared to 0 by the 'START CURSOR' command (or directly by a user program within the DEC-338). The value of CHPSEU is 1 after there is a change in the location of the pseudo-pen-point due to tracking by the light pen. 4.7.4.7 Light Pen Handler

There are four communication cells which are integer variables dedicated to light pen hits: LPHITl, LPHIT2, LPHIT3, LPHIT4. Unless altered by the ALLHIT command or by a user program in the DEC-338, their contents reflect the last light pen hit which was interpreted. In order for the Light Pen Handler to interpret a hit, the communication cell LPHITl (in the DEC-338) must be clear. It may be cleared by the ALLHIT command or directly by a user program in the DEC-338. Note that the ALLHIT command also clears communication cell LPHIT2.

When the Light Pen Handler interprets a hit, it outputs the following:
a) The value of LPHITI is set to $3010_{8}$ if the entity hit is a vertex, or it is set to $3000_{8}$ if the entity hit is an arc.
b) The value of LPHITI is set to the internal name of the entity hit. This is an integer between 1 and 4095.
c) If the entity hit is a vertex, the value of LPHIT3 is set to the $y$-coordinate of the screen position of the hit vertex. If that position is off the screen, the nearest
coordinate on the screen is recorded (either 0 or 1023). This is an integer between 0 and 1023. If the entity hit is an arc, the value of LPHIT3 is set to the $y$-coordinate of the screen position where the arc was hit. This is an integer between 0 and 1023.
d) If the entity hit is a vertex, the value of LPHIT4 is set to the $x$-coordinate of the screen position of the hit vertex. If that position is off the screen, the nearest coordinate on the screen is recorded (either 0 or 1023). This is an integer between 0 and 1023. If the entity hit is an arc, the value of LPHIT3 is set to the x -coordinate of the screen position where the arc was hit. This is an integer between 0 and 1023.

### 4.7.4.8 Created Internal Names

The communication cell VERCRN is an integer variable whose value is the vertex created internal name. The communication cell ARCCRN is an integer variable whose value is the arc created internal name. Each of these may be integers between 1 and 4095.

### 4.7.4.9 Available Storage

The area of memory of the DEC-338 not assigned to DOGGIE or used for program overlays is maintained by a dynamic storage allocator as 19-word blocks. The communication cell FRBLKS is an integer variable whose value is the number of free blocks available in the DEC-338.

A program may reference this cell in order to determine whether there is enough available space for a particular operation to be performed. At present, it is a fatal error to run out of free storage. The following information can be used to estimate space requirements:
a) A vertex or arc with no label requires one storage block.
b) A vertex or arc with a label requires two storage blocks.
c) A storage block is used for approximately every eight entities (vertices or arcs) being displayed.

### 4.7.4.10 Pushbuttons

There are two methods which ALLA programs may use to determine the settings of pushbuttons. Since pushbuttons 0 and 6 are used internally by DOGGIE they always appear as being cleared according to the status information. The communication cell PBS is an integer variable whose value is a bit pattern corresponding to the 12 pushbuttons. Bit 24 corresponds to pushbutton 0, bit 25 corresponds to pushbutton 1, ..., and bit 35 corresponds to pushbutton 11. A pushbutton which is clear is represented by its corresponding bit set to ZERO, and a set pushbutton is represented by its corresponding bit set to ONE.

It may be convenient to reference the cell PBS in order to check for a pattern match of some of the pushbuttons, but it is more common to check only one pushbutton at a time. For this purpose a logical function $P B$ is available to the ALIA programer. This function is used with one integer argument whose value should be between 0 and 11 in order to specify a particular pushbutton. The value of the function is .TRUE. if and only if the selected pushbutton is set (according to the communication cell PBS).
4.7.4.11 Graph Status

Twelve communication cells in the IBM 7040 are dedicated to output from the STATUS command. Seven of these cells are integer variables: STATI, STAT2, STAT3, STAT4, STAT5, YOFF, XOFF. The remaining five cells are members of an integer list (one-dimensional array): LABEL(5).

Unless altered by a user program in the DEC-338, the values of these cells reflect the results of the last STATUS command. When a STATUS command is given these cells are filled with all of the information about a particular entity. If no entity exists which satisfies the status request, the value of STAT2 is set to 0 . 4.7.4.11.1 Vertex Status

If there is status output for a vertex, it is coded as follows: STATI

The low-order 12 bits of STATl (24 through 35) are set as follows:
a) Bit $24=$ ZERO if in DIM mode。
$=$ ONE if in BLINK mode.
b) Bit 25 = ZERO if the vertex shape is not blinking.
$=$ ONE if the vertex shape is blinking.
c) Bit $26=\mathrm{ZERO}$
d) Bit $27=$ ZFRO if the label is not blinking.
$=$ ONE if the label is blinking.
e) Bit 28 = ZERO if the vertex is not displayed.
$=$ ONE if the vertex is displayed.
f) Bit $29=$ ZERO if there is no label.
$=$ ONE if there is a label.
g) Bit $30=$ ZERO if a label is not displayed.
$=$ ONE if a label is displayed.
h) Bit $31=$ ZERO if light pen hits are disabled.
$=$ ONE if light pen hits are enabled.
i) Bit $32=0 \mathrm{NE}$
j) Bits $33,34,35=$ the vertex shape

STAT2
The value of STAT2 is the internal name of the vertex. It is an integer between 1 and 4095.

STAT3
The value of STAT3 is the $y$-coordinate of the paper location of the vertex. It is an integer between 0 and 1023. STAT4

The value of STAT4 is the $x$-coordinate of the paper location of the vertex. It is an integer between 0 and 1023. STAT5

If the prevailing mode is BLINK mode, the value of STAT5 has no relevance. If it is DIM mode, however, the low-order nine bits of STAT5 (27 through 35) are set as follows:
a) Bits $27,28,29=$ dimming intensity level of the vertex shape.
b) Bits $30,31,32=$ ZERO
c) Bits $33,34,35=$ dimming intensity level of the label.

YOFF
If the vertex has a label, as indicated by bit 29 of STATI, the value of YOFF is the $y$-component of the offset contained in the loworder 11 bits (25 through 35). This quantity is coded as a sign-magnitude integer where bit 25 is the sign bit. XOFF

If the vertex has a label, as indicated by bit 29 of STATI, the value of XOFF is the x -component of the offset contained in the low-order 11 bits (25 through 35). This quantity is coded as a sign-magnitude integer where bit 25 is the sign bit.

LABEL (1) , ..., LABEL(5)
If the vertex has a label, as indicated by bit 29 of STATI, these cells are packed with 6-bit trimmed ASCII codes of the label. The codes are packed six per word and unused positions are padded with $00^{\prime}$ 's. Note a vertex label may have at most 27 characters.
4.7.4.11.2 Arc Status

If there is status output for an arc, it is coded as follows: STATI

The low-order 12 bits of STATl ( 24 through 35) are set as follows:
a) Bit $24=$ ZERO if in DIM mode。
$=$ ONE if in BLINK mode.
b) Bit $25=$ ZERO if the arc itself is not blinking.
$=$ ONE if the arc itself is blinking.
c) Bit $26=$ ZERO if the arrow is not blinking.
$=$ ONE if the arrow is blinking.
d) Bit $27=$ ZFRO if the label is not blinking.
$=$ ONE if the label is blinking.
e) Bit 28 = ZERO if the arc is not displayed.
$=$ ONE if the arc is displayed.
f) Bit $29=$ ZERO if there is no label.
$=$ ONE if there is a label.
g) Bit $30=$ ZERO if a label is not displayed.
$=$ ONE if a label is displayed.
h) Bit $31=$ ZERO if light pen hits are disabled.
$=$ ONE if light pen hits are enabled.
i) Bit $32=$ ZERO


STAT2
The value of STAT2 is the internal name of the arc. It is an integer between 1 and 4095 . STAT3

The value of STAT3 is the internal name of the vertex to which the arc is incident. It is an integer between 1 and 4095. STAT4

The value of STAT4 is the internal name of the vertex from which the arc is incident. It is an integer between 1 and 4095. STAT5

If the prevailing mode is BLINK mode, the value of STAT5 has no relevance. If it is DIM mode, however, the low-order nine bits of STAT5 (27 through 35) are set as follows:
a) Bits $27,28,29=$ dimming intensity level of the arc itself.
b) Bits $30,31,32=$ dimming intensity level of the arrow.
c) Bits $33,34,35=$ dimming intensity level of the label.

YOFF
If the arc has a label, as indicated by bit 29 of STATl, the value of YOFF is the y-component of the offset contained in the low-order 11 bits (25 through 35). This quantity is coded as a sign-magnitude integer
where bit 25 is the sign bit.

XOFF
If the arc has a label, as indicated by bit 29 of STATI, the value of XOFF is the $x$-component of the offset contained in the low-order 11 bits (25 through 35). This quantity is coded as a sign-magnitude integer where bit 25 is the sign bit.

LABEHL (1) , ..., IAABETL (5)
If the arc has a label, as indicated by bit 29 of sTATl, these cells are packed with 6-bit trimmed ASCII codes of the label. The codes are packed six per word and unused positions are padded with $00^{\prime}$ s. Note an arc label may have at most 23 characters.

### 4.7.4.12 Teletype Input

When the DEC-338 is acting as a slave to the IBM 7040 during execution of an interactive ALIA program, the dedicated user program in the DEC-338 echos and buffers Teletype input of up to one 64-character line at a time. Whenever the user types 'REIURN', the line which it terminated is ready to be sent to the IBM 7040. The line is sent along with status information on the next time there is a request from the 7040 for DEC- 338 status. When this occurs a LINE FFEFD is typed out so the user may proceed typing another input line if he so desires. Any characters he may attempt to type before the LINE FEED is given are lost and are not echoed.

The AIJA programmer may test communication cell MIYIN which is a logical variable whose value indicates whether the last status sent included a line of teletype input. The value of ITYIN is .TRUE. if Teletype input is available.

Eleven communication cells, members of an integer list (onedimensional array) named TTYBUF, constitute the Teletype input buffer. This buffer has relevant contents only when the value of TIYIN is .TRUE. This input buffer is packed six characters per word as trimmed ASCII code, with a characteristic code of 00 following the last input character (unless the line is full).

### 4.7.5 Manual Interrupt Button

The convention has been established (see Section 4.6.1.3) which assigns a meaning of termination to the manual interrupt button. Interactive programs in the IBM 7040 cannot test for the condition that the button has been pushed. Instead, the convention has dictated a more automatic response. Pushing this button during interactive execution causes that execution to terminate, and an indicative message is shown on the screen.
4.7.6 Requests for DEC-338 status and Interaction

The communication cells of the IBM 7040 described in Section 4.7.4 are filled with status information from the DEC-338 only when the program in the IBM 7040 requests this status. There are three additional types of statements plus two subroutines in the ALIA environment which the programmer may call upon. These statements and subroutine calls cause the generation of certain DOGGIE GOTO commands in order to get the dedicated user program running in the DEC-338 to perform an alternate task. The programmer, therefore, should not have uncompleted DOGGIE commands pending at the points in his program where these requests are made. In order to avoid such problems any of this class of interactive command first outputs three words of 0000 for DOGGIE. This is followed by the GOTO command. In order to insure that all of the DOGGIE commands
will reach the DEC-338, a flush of the DOGGIE command buffer is also performed. The programmer is also given the power to flush this buffer as described in Section 4.7.6.3
4.7.6.1 Executable Statements: GEISTAIUS, WAITCHANGE, ESCAPE

The ALIA programer may include the following executable statement within a program:

GEISTATUS
At execution time, this statement causes the DEC-338 status information to fill the communication cells. Control does not pass through this statement until the information transfer is complete. An automatic GEISTATUS operation is always performed at initialization time, directly after loading, of every application of the ALLA system.

The dedicated user program which controls the DEC-338 during the execution of interactive IBM 7040 programs keeps track of the status information it sends to the IBM 7040 concerning pushbutton status, light pen hit status, and Teletype input status. Since interactive programs often require the user to perform some input action in order to proceed, another executable statement may be included within an ALJA program:

WAITCHANGE
At execution time, this statement causes the DEC-338 to send status information only after a change in the status of the pushbuttons, Light Pen Handler, or Teletype input (a complete input line). Control does not pass through this statement until a status information transfer occurs and is complete.

The third additional type of statement which results in DEC-338 status information filling the IBM 7040 commenication cells is used more sparingly, for it releases control of the DEC- 338 to the user for local use with the "understanding" that the user will later return to the interactive execution mode by selecting the "Resume Execution" option available under the Graph Monitor (described in Section 5.7). The form of the ALIA statement is:

ESCAPE
At execution time, this statement causes the DEC-338 to escape control of the IBM 7040 and the Graph Monitor is made available to the user. A typical use of this feature is during an interactive program when the user must make significant modifications to the graph he is currently handling. The local features of manipulation available through the Graph Monitor can be used. Meanwhile, the IBM 7040 hangs waiting for the DEC-338 status information, which will finally be sent when the user "resumes execution." Control does not pass the ESCAPE statement until a status information transfer occurs and is complete.

If the user decides to terminate interactive execution at a time when he is using the Graph Monitor as a result of an ESCAPE, he must first resume execution and then use the manual interrupt button to terminate.
4.7.5.2 Subroutines

A very useful feature of the Interactive Graph Theory System is the facility for interactive programs running in the central computer to call upon specially written user programs which can provide interactive operations many times faster than the interactions between the central computer and the display terminal. These programs are written
in the same manner as any local user program using the PDPMAP Assembly System, except there is some restriction on their placement in the DEC-338 memory, and they must terminate in particular ways. Also, the conventional use of the manual interrupt button must be handled. Appendix 2 includes the rules governing the writing of these user programs. There is a system capacity for nine such special user programs to be on the disk of the DEC-338 at any one time. The file names used for the programs must be USE1,USE2, . . . USE9.

### 4.7.6.2.1 USER

A user program of the type described above is called into action by the following subroutine call in an interactive ALLA program:

CALU USER( n )
where $\underline{n}$ is an integer expression whose value is between 1 and 9. According to the argument given, the corresponding user program is started in the DEC-338. That program must be written so that upon termination it will send status information to the IBM 7040 and resume the dedicated user program which makes the DEC-338 a slave to the central computer. Meanwhile, after the subroutine call to USER has been made, the IBM 7040 hangs waiting for DEC-338 status information. Control does not pass through this statement until a status information transfer occurs and is complete.

A user program of the type being considered here may be designed to perform only a particular phase of an interactive program which is complete in itself. However, a user program may require the communication of information back to the central computer as a result of its operating. The means by which such communication may occur is via those communication cells which are copied when DEC-338 status information is sent out.

This type of communication is used by the SELECT routine given as a complete example in Appendix 2 and described in the following subsection. 4.7.6.2.2 SELECT

Since the interactive operation of having the user select a vertex or arc by pointing is so common in using the Interactive Graph Theory System, the author has provided one user program which can be called into action from the IBM 7040 to perform this function. The program is named SELECT, but it is saved on the DEC- 338 disk with the name USE9. Therefore, the following subroutine call may be used to activate the program:

CALU USER(9)
Since this particular program is considered a standard feature of the Interactive Graph Theory System, a special subroutine call, equivalent to the above call, may be included in ALLA programs:

CAL工 SELECT
The characteristics of this program are presented here for the ALLA programmer who wishes to make use of it. The PDPMAP assembly listing of the program is included in Appendix 2 as an example of a user program. A simple example of the use of the SELECT routine follows below. 4.7.6.2.2.1 Characteristics

When the SELECT routine is called, it assumes the programmer has placed a message on the screen at message lines 3, 4, etc. which indicate to which entities the user should point. For example, the following statements might be used:

CALL MESSAG(3)
DOGSTRING 'POINT TO A STARTING VERTEX'

The SELECT routine always begins by placing the following message at message line 2:

OR PB 10 FOR NO SETECIION

The ALIA program must also enable the light pen status of those entities which may be selected. For example, if the user is to select any vertex, the following two statements might be used:

DOG STOP ITPEN WHOLE ARC,ALJ
DOG START LTPEN WHOLE VERTEX,AIJ
The routine then sets the prevailing mode to BLINK mode, clears pushbuttons 10 and 11, and clears the communication cell LPHITI so that light pen hits may occur. When a hit does occur on a vertex or arc, that entity is made to blink, and if then another entity is hit, the previously hit one stops blinking, and the freshly hit one blinks. When the first hit occurs, message lines 1 and 2 are changed to:

PB 11 SELECTS BLINKING ONE
OR POINT TO ANOTHER ONE
These lines do make sense to the user in the context of message Iines 3, 4, etc., which remain displayed during the pointing.

If pushbutton 10 is ever pushed (even after selection has occurred), any blinking is stopped, the contents of communication cell IPHIT1 is set to 1 , LPHIT2 is set to 0 , and normal termination occurs. If pushbutton 11 is pushed after a selection has been made, the contents of the four communication cells associated with the Light Pen Handler are set to indicate the light pen hit which caused the blinking entity to blink, and normal termination occurs. The selected blinking entity remains blinking.

Normal termination of the SELECT routine consists of eliminating the messages on message lines 1, 2, 3, and 4. Finally, DEC-338 status is returned to the IBM 7040 .

During the execution of SELECT, a line of Teletype input may be prepared, but it does not affect the operation of the user program. In keeping with the established conventions, the SELECT routine monitors the manual interrupt button, and it interprets the hitting of this button as a user command to terminate interactive execution. 4.7.6.2.2.2 Example

The following interactive ALLA subprogram is an example of the use of the SELECT routine. The program requests the user to select any vertex. Upon selection, the program dims down the graph to intensity level 3, and brightens all vertices of the graph which are reachable from the chosen vertex by travelling along any arc which emanates from that vertex. The practical value of the function is negligible, but it demonstrates the use of SELECT. The one argument to the routine is an entity which is the graph in the ALLA structure corresponding to the one being displayed at the DEC-338. The property INNAME is an integer property of each vertex and arc which is the internal name of that entity. The following is a source listing of the interactive ALIA subroutine NXTNEI:

|  | Subroutine nxtneifg) <br> ENTITY G, A <br> INTEGER INNAME |
| :---: | :---: |
|  | DCG STOP LTPEN WHOLE ARC, ALL |
|  | DOG Start ltpen whole vertex, all |
|  | CALL MESSAG(4) |
|  | degstring 'to show next neighbors' |
|  | CALL MESSAG(3) |
|  | CCGString ' POINT TO ANY VERTEXO |
|  | CALL SELECT |
|  | COG DIMM 3 |
|  | IF (LPHIT 2 .EQ. O) RETURN |
|  | CALL MESSAG(1) |
|  | DOGSTRING 'NEXT NEIGHBORS ARE SHOWN: |
|  | COG Start dim whole vertex 7 LIST, 4095 |
|  | THROUGH 100 FORALL A IN RELM(G) |
|  | IF (INNAME(LELM(A)) .NE. LPHIT2) GOTO 100 |
|  | DOG (INNAME(RELM(A))) |
| 100 | cont inue |
|  | COG 0 |
|  | RETURN |
|  | END |

### 4.7.6.3 Buffering of DOGGIE Cormands

In Section 4.7.1, the use of a buffer for DOGGIE commands was introduced. There are in fact many places where these words are buffered between the execution of a DOG statement and the final interpretation in the DEC-338. The programmer, as one would hope, may normally ignore the detailed underlying workings of the system he is using. The one occasional exception to this philosophy arises since command words are buffered, at the first level, in the memory of the IBM 7040. When commands are yet in this particular buffer, they cannot get to the DEC-338. This DOGGIE cammand buffer must either be completely filled with 320 12-bit DOGGIE words or the buffer must be flushed.

As explained in the beginning of Section 4.7.6, all interactive statements which cause special action to be performed by the DEC- 338 create a GOTO command followed by a buffer flush. Therefore, at any
initial point in a program when input from the user is requested, the buffer has been flushed and thus all DOG commands executed have been interpreted by DOGGIE.

Although it may be unnecessary computationally, it may be an aesthetic requirement for an interactive program to flush the DOGGIE command buffer explicitly. This need might arise when using the Interactive Graph Theory System to process an algorithm which involves much computation. In such a case, very few DOGGIE commands might be generated as indicative monitoring of the algorithm, perhaps, for example, only every few seconds. In order for the user to follow the monitoring, the program must flush the buffer whenever necessary. The following statement is used in an interactive ALIA program to flush the DOGGIE command buffer:

DOGFLUSH
An attempt to flush the DOGGIE cammand buffer when it has already been flushed and is still empty results in no output operation. One restriction of which the programmer must beware is a buffer flush must not be done when there are any incompleted DOGGIE cammands pending.

### 4.7.7 Input of Graphs

There are two distinct ways in which an interactive AJ工A program may read in graphs. The more common source of a graph is the graph being displayed at the DEC-338. The following statement is used in an interactive ALJA program to read into the ALIA structure the graph being displayed at the terminal:

GETGRAPH ent
where ent is a nonsubscripted entity. This statement causes a special

DOGGIE GOTO command to be sent to the DEC-338 in the same way in which other interactive statements operate (see Section 4.7.6). However, DEC-338 status is not updated in the IBM 7040 as a result of executing this statement. This statement must not be used at a point in the program when there are any uncompleted DOGGIE commands pending. When the statement is executed, the IBM 7040 hangs waiting for the coded graph to be sent from the DEC-338. Control does not pass the GETGRAPH statement until the entire displayed graph is sent and has been set up in the ALJA structure as described below.

The other source of graphs is the MULIILIST Data File. When the user initiates execution through the Graph Monitor, he is given the opportunity to include a description of those graphs saved in the Data File which he wants to be used as input data for the particular job he is preparing. The option is also available for the graph being displayed at the DEC-338 to be used as this type of input data. The following subroutine call is used in an interactive ALLA program to read into the ALLA structure one graph from the input data stream:

CALL GRAPIN(ent)
where ent is a nonsubscripted entity variable. Whereas the GEIGRAPH statement may be executed any number of times, this subroutine call may be called only once for each graph in the input data. One extra call is allowed in order for the program to be able to accept an arbitrary number of graphs as input data. The extra call returns with UNDEF as the value of ent. If this ever occurs, no further calls on GRAPIN may be made by the interactive ALIA program.

The graphs which are inputted by either of the above methods are encoded in precisely the same format as a sequence of 12-bit words. The encoding includes all of the information which is available through the status communication cells about each vertex and arc whose internal name is less than 4080 (see Section 4.3.9) . In addition each encoded graph includes the following information which is associated with the entire graph:
a) Whether BLINK Mode or DIM Mode prevails
b) If in DIM mode, the dimming intensity level
c) Window Size
d) Overall Picture Intensity Level
e) Window Position
f) Vertex and Arc Created Internal Names

An encoded graph is read into the AL工A structure by the AL工A subroutine GRAPIN. As indicated above, when an interactive ALLA program calls the subroutine, it reads the encoded graph from the input data. The GRAPIN subroutine makes calls on the subroutine GETl2 which returns through its one argument a l2-bit word which is next in the sequence of 12-bit words of the encoded graph. The GETl2 subroutine is coded in MAP assembly language and normally obtains its input from the input data stream. The GETGRAPH statement is interpreted by another assembly language subroutine which sets a program switch in GET12 and then calls upon GRAPIN to read in the encoded graph. With the alternate setting of the switch, GEPI2 essentially fetches its input words from the DEC-338. Since the GRAPIN subroutine is such an important part of the Interactive Graph Theory System a listing of it is included in this report in Appendix 5. A functional description of its operation is presented
in the following subsection.
4.7.7.1 Functional Description of GRAPIN

The GRAPIN subroutine, written in interactive ATTA, is used to read into the ALLA structure an encoded graph being used as input in an interactive AILA program. The subroutine is called with one argument which is an entity variable, whose value becomes the graph being inputted. The graph is defined as a pair with integer properties directly corresponding to status information as returned in IBM 7040 commanication cells as follows (see 4.7.4.1 through 4.7.4.4 and 4.7.4.8):

Property Name
GMISC (bit 24)
GMISC (bits 25-27)
GMISC (bits 31-32)
GMISC (bits 33-35)
GYWIND
GXWIND
CRNAMS (bits 12-23)
CRNAMS (bits 24-35)

Communication Cell
BLNDIM (sign bit)
BLNDIM (bits 33-35) when in DIM mode WINSIZ

INTENS
YWIND
XWIND
ARCCRN
VERCRN

The left element of the pair which is the graph being defined is a set of all vertices of the graph. Each vertex is an atom with integer properties directly corresponding to the status information as returned in IBM 7040 communication cells as follows (see Section 4.7.4.11.1):

Property Name $\quad$ Communication Cell
GMISC STATI
INNAME STAT2
YCOORD STAT3
XCOORD STAT4
GDIM STAT5
OFFSET (bits 12-23) YOFF
OFFSET (bit 24-35) XOFF
IABELI
LABEH (1)

LABEL2
LABEL(2)
LABEL3
LABEL(3)
LABEL 4
LABEL(4)
LABEL 5
LABEL (5)
The right element of the pair which is the graph being defined is a set of all arcs of the graph. Each arc is a pair whose left element is the vertex which is the from-vertex of the arc, and whose right element is the vertex which is the to-vertex of the arc. In addition, each arc has integer properties directly corresponding to the status information as returned in IBM 7040 commenication cells as follows (see Section 4.7.4.11.2):

## Property Name <br> Communication Cell

GMISC
STATI
INNAME
STAT2
GDIM
STAT5
OFFSET (bits 12-23)
YOFF
OFFSET (bits 24-35)
XOFF
LABELI
LABEL(1)
LABEL2
LABEL(2)
LABEL3
LABEL (3)
LABEL 4
IABEL (4)
LABEL 5
LABEL (5)
The integer properties used in the structure of a graph as described above are not automatically declared within interactive ALLA programs. This implies that the programer must include INTEGER declarations for each of the graph properties he uses within each subprogram. If a program includes statements to change the value of one of these properties, that property name must also be included in a PROPERTY declaration statement.

### 4.7.8 Termination

Section 4.7.5 described how the user can stop the interactive execution process by hitting the manual interrupt button. The programmed control of termination is described here. An interactive ALLA statement may be used to terminate interaction in the normal case. A subroutine named ERROR is also included in the Interactive Graph Theory System for the use of the programmer.

### 4.7.8.1 Normal

The following statement is used in an interactive ALLA program to terminate interactive execution:

## TERMINATE

It causes a special DOGGIE command to be outputted, and this is followed by a flush of the DOGGIE buffer. After execution of the TERMINATE statement, control inmediately returns to the next statement. The interactive ALLA program may continue to execute, but no further interactive statements will have any effect. Meanwhile, an indicative termination message has been displayed to the user, and this leads him back to the Graph Monitor.
4.7.8.2 Error

A standardized fatal error subroutine is available to the programmer, particularly for including in algorithms at places where there are what the programmer expects to be "impossible" paths. For example, a THROUGH loop might be used to perform a search, and according to the algorithm a match must be found before the loop is exhausted. For safe programming, the programmer may include a call upon the ERROR subroutine immediately following the range of the loop as a protection against the unforeseen occasion when the search may not yield a match.

The following subroutine call is used in an interactive ALIA program to terminate interactive execution, and display to the user a short error message:

> CALL ERROR(text)
where text is a Hollerith constant. The ERROR subroutine is written in interactive ALIA. It begins by outputting four DOGGIE words of 0 in order to terminate a possibly pending DOGGIE command. This is followed by a DOGGIE command to ring the bell on the Teletype twice. Next a message is placed at message line 6 which reads "ERROR IN EXECUTION." The text passed to the ERROR subroutine as an argument is then placed at message line 5. Note that only up to 27 characters may be displayed on one message line. The subroutine ends with the statements TERMINATE in order to cease interaction and STOP in order to cease execution. A listing of the ERROR subroutine is included in Appendix 5.

### 4.7.9 Helpful Functions

Since both bit handling and code conversion are common operations in interactive ALIA programs, there are four functions available which are part of the Interactive Graph Theory System. Each is an integer function and must be declared in an INTEGER declaration statement in each subprogram where the function is used. Each of these functions is written in MAP assembly language.
4.7.9.1 Bit Handling

Two of the helpful functions are used for handling bits within 36-bit ALJA integer variables. The need for these functions arises in the GRAPIN routine and in places where certain properties of a graph are being used. Each of these functions has three arguments. The first two arguments must be integer expressions whose value is between

0 and 35 in order to signify bit numbers in a 36 -bit word. The third argument is an integer expression whose value is being either unpacked or packed. The first argument represents the leftmost bit number, and the second argument represents the rightmost bit number of the sequence of bits of the third argument.
4.7.9.1.1 Unpacking

The following integer function is used for unpacking a sequence of bits of a 36 -bit word:
BITS(from, to, word)
where from, to, and word are integer expressions. The value of this function is only those bits specified adjusted to the low-order end of the 36 -bit value. For example, if V is an entity variable whose value is a vertex of a graph entered into the ALLA structure by GRAPIN, then the following application of the BITS function yields the $y$-offset of the label of that vertex:

> BITS(12,23, OFFSET(V))

### 4.7.9.1.2 Packing

The following integer function is used for packing a quantity into a particular sequence of bits of a 36 -bit word:
BITSIN(from,to, word)
where from, to, and word are integer expressions. The value of this function is the number of bits specified by the values of from and to taken from the low-order end of the value of word and repositioned at bit positions from through to in the 36 -bit value. For example, in the GRAPIN subroutine, the 12-bit quantity of the $y$-offset is in TEMP, and the $x$-offset is also a l2-bit quantity in TEMPI. The following statement defines the OFFSET property of an entity:

OFFSET $(E N T)=\operatorname{BITSIN}(12,23, T E M P)+\operatorname{TEMP1}$

### 4.7.9.2 Code Conversion

The other two helpful functions are used to convert a 36-bit word treated as six 6-bit character codes between trimmed ASCII and IBM 9code. The following integer function converts all characters from ASCII to IBM code:
ATOI(word)
where word is an integer expression. The following integer function converts all characters from IBM to ASCII code:
ITOA(word)
where word is an integer expression. Table $4-5$ presents the correspondence between trimmed ASCII and IBM character codes used by these two functions.
4.7.10 Reserved Words

Section 3.18.1 presented a list of words which the programmer of pure ALIA must avoid. With the addition of interactive components to AILA, the list of reserved words has been extended significantly. Table $4-6$ is an alphabetical list of words which the interactive ALIA programmer may not use as his own variable names, function names, or subroutine names. Since DOGGIE words must appear only with DOG and DOGSET statements, they do not impose any restrictions.
4.7.11 Logical-IF Statement

Section 3.18.3 presented a list of statement forms which the programmer of pure ALLA could not use to the right of the logical expression in a Logical-IF statement. With the addition of interactive components to ALJA, the list has been extended to include the following forms:

Table 4-5
Correspondence Between Trimmed ASCII and IBM Character Codes

| $\begin{gathered} \text { ASCII } \\ \left(\begin{array}{l} \text { octal } \end{array}\right. \\ \hline \end{gathered}$ | $\begin{gathered} \text { IBM } \\ \text { (octal) } \\ \hline \end{gathered}$ | Character | $\begin{gathered} \text { ASCII } \\ (\text { octal }) \\ \hline \end{gathered}$ | $\begin{gathered} \text { IBM } \\ \text { (octal) } \end{gathered}$ | Character |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 00 | 77 | end-of-list | 40 | 60 | space |
| 01 | 21 | A | 41 | 52 | ! |
| 02 | 22 | B | 42 | 17 | 1 |
| 03 | 23 | C | 43 | 75 | \# |
| 04 | 24 | D | 44 | 53 | \$ |
| 05 | 25 | E | 45 | 37 | \% |
| 06 | 26 | F | 46 | 32 |  |
| 07 | 27 | G | 47 | 14 | ' |
| 10 | 30 | H | 50 | 74 | $($ |
| 11 | 31 | I | 51 | 34 | ) |
| 12 | 41 | J | 52 | 54 | * |
| 13 | 42 | K | 53 | 20 | + |
| 14 | 43 | L | 54 | 73 | , |
| 15 | 44 | M | 55 | 40 | - |
| 16 | 45 | N | 56 | 33 | - |
| 17 | 46 | 0 | 57 | 61 | / |
| 20 | 47 | P | 60 | 0 | 0 |
| 21 | 50 | Q | 61 | 1 | 1 |
| 22 | 51 | R | 62 | 2 | 2 |
| 23 | 62 | S | 63 | 3 | 3 |
| 24 | 63 | T | 64 | 4 | 4 |
| 25 | 64 | U | 65 | 5 | 5 |
| 26 | 65 | V | 66 | 6 | 6 |
| 27 | 66 | W | 67 | 7 | 7 |
| 30 | 67 | X | 70 | 10 | 8 |
| 31 | 70 | Y | 71 | 11 | 9 |
| 32 | 71 | Z | 72 | 15 | : |
| 33 | 35 | [ | 73 | 56 | ; |
| 34 | 76 | 1 | 74 | 36 | $<$ |
| 35 | 55 | ] | 75 | 13 | = |
| 36 | 57 | 1 | 76 | 16 | > |
| 37 | 12 | $\sim$ | 77 | 72 | ? |

Table 4-6 Reserved Words in Interactive ALLA Programs

| ARCCRN | INTENS | SETVAL |
| :---: | :---: | :---: |
| ATOM | LABEL | STATI |
| BLNDIM | LEELM | STAT2 |
| CHPSEU | IPHITI | STAT3 |
| CLRPB | LPHIT2 | STAT4 |
| CRATOM | LPHIT3 | STAT5 |
| CREATE | LPHIT4 | STLETM** |
| CRPAIR | MEMBER | STRETM* |
| CRSET | MESSAG | TERMIN* |
| DETETE | NULL | TTYBUF |
| DOG | PAIR | TTYIN |
| DOGFLU* | PB | UNDEF' |
| DOGSET | PBS | USEENT |
| DOGSTR* | POP | USEPR |
| DOGIEX* | PRBCD | USER |
| EMPTY | PRENT | USESET |
| ENTITY | PRNAME | USETYP |
| ERROR | PRSET | VERCRN |
| ESCAPE | PRVAL | WAITCH* |
| FORALL | PUSH | WINSIZ |
| FORNXT* | RELM | XOFF |
| FRBLKS | REMOVE | XPSEUD |
| GETGRA* | REMPRO* | XWIND |
| GETSTA* | SETECT | YOFF |
| GRAPIN | SEI | YPSEUD |
| INSERT | SEIPB | YWIND |

[^0]DOG ...

DOGSTRING
DOGTEXT ...
DOGSET ...
GETSTATUS
WAITCHANGE
ESCAPE
DOGFLUSH
GETGRAPH
terminate

### 4.7.12 Sample Interactive Program

This section presents a rather small, yet complete example of an interactive ALTA program. It initially places two messages (for the user) at the lower left corner of the screen. As the messages indicate, the program changes the shape of all vertices seen by the light pen to be square (vertex shape 6) until either pushbutton 11 or the manual interrupt button is depressed. Section 4.6.4 presented a sample user program which has the same operational characteristics as this one. A source listing of the sample interactive program follows:
subroutine sample
CALL CLRPB(11)
DOG START LTPEN WHOLE VERTEX. ALL CALL MESSAG(2)
DOGSTRING POINT TO VERTICES TO BEO
CALL MESSAG(1)
DUGSTRING 'MADE SQUARE, PB 11 TO STOP'
10 OUG ALLHIT
20 WAITCHANGE
IF (PB(11) GOTO 30
IF (LPHITI .EQ. O) GOTO 20
DOG STARI EXISI SHAPE VERIEX 6e (LPHII2L _-_ GOTO 10
30 TERMINATE
STOP
ENO

## CHAPTER 5

## OPERATION OF THE TERMINAL

Whenever the Moore School Problem Solving Facility is operating, a user may use the Interactive Graph Theory System as any other user uses the system. Other users may be using Teletype terminals, but the Interactive Graph Theory System must be used from the DEC- 338 graphics terminal. Moreover, the minidisk of the DEC- 338 must be set up with at least a basic system. Each user of the Interactive Graph Theory System carries a DECtape which includes such a disk image. Less than one minute is needed to load the disk from DECtape, and then the only other consideration is to make sure the DEC-338 Dataphone line is connected to the PDP-8 being used as the intermediary satellite of the Moore School Problem Solving Facility.

### 5.1 Graph Monitor

At the terminal, the user initializes by typing a very brief loading command to the PDP-8 Disk Monitor (five typed characters), and DOGGIE is loaded and started. The Graph Monitor is automatically started, and the display screen appears as in Figure 5-1. The Graph Monitor is the user program segment which allows the user to select one of the nine alternatives displayed on the screen. The Graph Monitor is the basic starting point for all operations at the terminal using the Interactive Graph Theory System. The user may return back to the Graph Monitor at any time by hitting the large button on the pushbutton box labeled "INTERRUPT".

When the Graph Monitor operates, the user is expected to select one of the nine functions displayed. To the left of each function is displayed a small triangular light button and a digit. To make a
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Figure 5-1 Graph Monitor
selection, the user may either use the light pen to point at a triangle or he may type the associated digit at the Teletype. The effect of either selection method is the same, which is the presentation of informative display messages, which in general give further choices for the user to indicate the type of action he is seeking. Each of the nine possible message displays after the Graph Monitor are unique and indicate which choice was made in case the light pen pointing happened to be sloppy. For this same reason, no irrevocable operation is performed as a result of a first choice. If the user decides that the wrong choice had been made, he may simply push "INTERRUPT" to get back the Graph Monitor. The following sections describe the various operations which can be done at the DEC-338. Most of these constitute a general graph drawing facility which is entirely local to the terminal. This includes management of the window on the paper, and a complete facility for alteration of the graph including arbitrary repositioning of vertices. The following section gives more detail about the actual interactions which occur at the terminal than the succeeding sections. This detail is included for the reader who does not have the opportunity to either use the system or watch it being used. Even so, there is much about the way the terminal "feels" to a user which is important and yet cannot be easily described in writing.

### 5.2 Create

When the user selects the first alternative available under the Graph Monitor, the display screen appears as in Figure 5-2, thus requiring specification of the particular type of creation to be done. One consideration which arises as these choices are displayed is that the light buttons of the new message should be sufficiently far from
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Figure 5-2 Create Options
the location on the screen where the light pen may remain after pointing at the previously displayed message.

Initially, when there are no existing graph parts, the only reasonable choice is the creation of a vertex. After the user points to the corresponding light button, the screen appears as in Figure 5-3. Note that again, he may retract his choice one level by depressing pushbutton 5. This possibility is available after each of the five choices of the creation operation. Of course, the user may also revert back to the Graph Monitor by depressing "INTERRUPT". A graphical terminal provides an effective medium for correcting errors in operation. This system takes advantage of that feature, thus being rather forgiving.

From the state of the screen as in Figure 5-3, the user may use the light pen to position the cursor and pseudo-pen-point shown in the center of the screen. After positioning, he depresses pushbutton 11 to create a vertex and the screen then appears as shown in Figure 5-4. He now has the choice of altering the shape of the freshly created vertex or labeling it. In order for the user to be sure which vertex he just created it is blinking at this time. A light button is used for the former and the latter option is accomplished by typing on the Teletype keyboard. Figure 5-5 shows the display screen after the vertex has been labeled. The user may then depress pushbutton 11 again to be given the facility to create another vertex. As this is done blinking Pinally stops on the previously created vertex. This process continues until more labeled vertices have been created as shown in Figure 5-6.
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Figure 5-3 Create a Vertex

Figure 5-5 First Vertex Labeled

## - U4

## - UERTEX I

as

Pe if CREATES UERTEX AT PEM
OR PO 5 TO CREATE MORE

Figure 5-6 More Vertices

Next, when the user depresses pushbutton 5, he is again given the choice of what to create as shown in Figure 5-7. Now if he selects the light button labelled "ARC", the display screen indicates the first step in the creation of an arc. Figure 5-8 shows the instructions to the user to point to a from-vertex. The interaction which follows is typical of many of the graph manipulation sequences which are avail. able under the Graph Monitor. It is also used in the SETECT interactive user program as described in Section 4.7.6.2.2.1. When the user points to a vertex which is to be the from-vertex of the arc, the vertex blinks and the instructions to the user indicate that the blinking vertex will be accepted only when pushbutton 11 is depressed. Until then, the user may point to another vertex as a tentative candidate. This Peedback is particularly helpful when the user is selecting an entity which is rather close to another selectable one. Since a displayed graph may be located anywhere on the screen, a pushbutton rather than a light button must be used to indicate the final choice.

After a from-vertex has been selected, the user may either select a to-vertex by pointing or use a pushbutton to indicate he wants to create a loop. In either case the same selection procedure is used. Figure 5-9 shows the display screen after the user has created an arc. He is given the options of making the arc a directed one by displaying an arrowhead and he may also label it. Figure 5-10 shows the screen after more labelled directed arcs have been created, and control has returned to the Graph Monitor.

The remaining options of the creation function permit the user to display an arrow on an arc and possibly reverse its direction (if it is not a loop), and to create a label for a vertex or arc.
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Figure 5-9 First Arc Created


Figure 5-10 More Arcs

### 5.3 Alter

The second alternative available under the Graph Monitor permits the created graph to be altered. When the user selects this alternative the screen appears as in Figure 5-11. Under vertex alteration, either a vertex shape may be altered or a vertex may be moved. The latter option is most impressive to perform since as the user drags a chosen vertex around on the screen all connected arcs are continuously adjusted to remain attached. This effect is usually described as "rubber-banding". As the arcs change orientation their associated arrows are also kept pointing along the proper direction. Figure 5-12 shows the display screen after two of the vertices have been moved.

There are two ways in which arcs may be altered. First, an arc may be moved, which means that it may be redefined to have any other from-vertex or to-vertex. Figure 5-13 shows the screen after the arcs labelled "A2" and "A3" have been moved. The second type of arc altera-. tion is the feature of bending an arc. This operation introduces an extra joint in an already existing arc by actually creating a vertex of shape number 1 in the middle of the arc. The user may move this bend anywhere on the screen by the light pen. Figure 5-14 shows the display screen after a bend has been introduced into the arc labelled "A2".

Alteration of an arrow amounts to allowing the user to reverse its direction.

Vertex and arc labels may be altered in two ways: an entity may be given a new text label, or the label may be moved to some other position relative to the entity. Figure 5-15 shows the first vertex and arc relabelled with "VI" and "AI"; the Iabels "V6" and "A7" have been moved, and the Graph Monitor has been restarted.
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### 5.4 Remove

The third alternative available under the Graph Monitor permits the removal of any part of the displayed graph: vertices, arcs, arrows, and labels. When a vertex or arc is removed, its associated parts are also removed. When a vertex is removed all arcs which are connected to that vertex disappear. (They are still defined in the structure, but cannot be displayed.) Figure 5-16 shows the same graph with the following parts removed: vertex "V1", and therefore arc "A1", arc "A5", the arrow of arc "A4", and the labels of vertex "V4" and arc "A3". Also shown in this figure are instructions to the user for the removal of an arc label.

### 5.5 Save

This alternative is the fourth one available under the Graph Monitor. It permits a user to take a snapshot of the graph defined as being displayed on the paper. The graph is encoded into a compact sequence of l2-bit words and saved in the MULTILIST data file on the disk of the IBM 7040. It is saved with from one to six alphanumeric keys (descriptors) which the user must type on the Teletype keyboard. Before the graph is saved, any graph already in the file is first deleted if it is described (at least) by all keys being used to describe the new graph. Therefore each saved graph must have a unique description. In order for the graph to be saved, a MULTILANG job must be executed on the IBM 7040. The DEC-338 autamatically sets up this job in proper format, and it must wait in the job queue along with other console jobs. The terminal is temporarily unusable for any other operation until the execution of the job is complete; when this
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happens the Teletype bell rings. Saving a graph is not a destructive process. Saved graphs may later be restored by description using the operation described in Section 5.6, and they may be included in the input stream of an interactive execution as described in Section 5.7. 5.6 Restore

The fifth alternative available under the Graph Monitor gives the user the facility to restore to the DEC-338 terminal any graph saved away in the MUITIIIST data file. Although only one graph may be restored to the paper at any one time, any number of graphs may be retrieved from the MULTIIIST data file into an intermediate "Restore File." Then the user may sequence through the list by pushbutton control. The Restore File is preserved as long as no further SAVE, RESTORE, or EXECUTE Punctions are performed. Therefore, when the user selects the RESTORE option, he is given the choice of freshly starting by restoring some graphs to the Restore File and seeing the first one, or he may request the first graph of the Restore File. In the first case, he is requested to type a description of those graphs to be restored. This may be any logical combination of keys including the operators ${ }^{\prime} A N D D^{\prime}$, ${ }^{\circ} O R^{8}$, and ${ }^{9} N O T^{8}$. In order for a retrieval to be performed, a MUITIIANG job must be executed on the IBM 7040. The DEC-338 autamatically sets up this job in proper format, and it must wait in the job queue along with other console jobs. The terminal is temporarily unusable for any other operation until the execution of the job produces either the first graph or no graphs; the Teletype bell rings when the terminal is available.

Once the Restore File has been filled as a result of a retrieval, graphs may be obtained essentially instantaneously; it is not necessary to execute another job. When any graph restoration is requested there are only two possible responses. If there is a graph to be restored, it is, and then the user is given the choice of returning to the Graph Monitor, restoring the next graph of the Restore File, or restoring the first graph of the Restore File. On the other hand, if there is no graph to be restored an indicative message is displayed and the user may request the first graph of the Restore File or he may return to the Graph Monitor.

### 5.7 Execute

The sixth alternative available under the Graph Monitor is used to initiate or resume the execution of interactive ALJA programs at the IBM 7040. When the user selects the EXECUTE option, he is then requested to point to a light button to resume execution or type a 'REIURN' on the Teletype keyboard to begin. Resuming execution may be done only after interaction had already been in progress and the interactive ALLA program executed the ESCAPE statement (see Section 4.7.6.1). This causes the direct control of the DEC- 338 by the IBM 7040 to be temporarily suspended. The Graph Monitor is placed in control in the DEC-338. The user may take advantage of the local features of manipulation, but he must not attempt to use the SAVE or RESTORE options. Meanwhile the IBM 7040 hangs waiting for the $\operatorname{DEC}-338$ to send a status message; this happens when the user "resumes execution."

When the user chooses to begin execution, he must type a description of those program decks (subroutines and functions) which are to be used for the particular interactive ALLA job. He need not specify
the standard system programs (e.g. GRAPIN) since those are always automatically loaded. The details of the loading are covered in Appendix 5. The description of program decks may be any logical combination of keys including the operators 'AND', 'OR', and 'NOT'. All binary decks in the MUIIIIST data file whose description corresponds to the request will be retrieved for loading by the IBSYS loader. If no decks meet the description, the user will be informed of the error condition. When more than one deck with the same name is in the MUITIIIST file, the most recently stored version will be used; this is not considered to be an error.

Next, the user is asked to type an entry point name. This must be a deck name or subroutine name included in the program decks requested; it may be from one to six alphanumeric characters.

The third request to the user is for a description of any graphs he wants to be used in the data input stream for the interactive ALJA program. He may type a 'REIURN' to specify none, or he may type a description as any logical cambination of keys including the operators 'AND', 'OR', and 'NOT'. All saved graphs in the MUITITIST data file whose description corresponds to the request will be retrieved for the data input stream. If no graphs meet the description, the user will be informed of the error condition. In addition, the user may include the graph currently displayed on the paper to be included at the end of the data input stream. This is specified by typing an UP-ARROW anywhere before the terminating ${ }^{\text {RETURN". Graphs placed on the data }}$ input stream may be read into the AJJA structure within an interactive ALIA program by a call upon the GRAPIN subroutine described in Section 4.7.7.

After the user types the 'REIURN' terminating the description (if any) of graph data, the DEC-338 automatically sets up a MULTIIANG job in proper format, and it must wait in the job queue along with other console jobs. The terminal is temporarily unusable for any other operation until the execution of the job produces either an error condition or properly begins. The user is kept informed of the progress of his job as it begins loading and as it begins execution. He need not stare at the display screen, however, since the Teletype issues appropriate characters as displayed messages change. If all goes well, the final message displayed is 'EXECUTION BEGUN'. Otherwise, an error due to any one of many conditions causes an indicative message to be displayed. The user is then given the option of immediately using the TEXI CONSOLE to determine the source of the error. This is further discussed in Section 5.9.

During interactive execution the nature of the operation of the terminal is dependent on the particular interactive AL工A program in control. If the program terminates by itself, the user is appropriately informed. If the user wishes to manually stop interactive execution, he may at any time depress the 'INIERRUPT' button. If he decides to terminate execution at a time when he is using the Graph Monitor as a result of an ESCAPE, he must first resume execution and then use the 'INTERRUPT' button.

### 5.8 Change Window

With the seventh alternative available under the Graph Monitor the user is given local control of the window being used to view the paper. Light buttons are available which allow the user to select the next smaller or next larger window whenever appropriate. Impossible
choices are not presented; for example, there is no light button displayed which allows for a smaller window when the window size is already the smallest. When the window is not FULU, the user is given the choice of moving the paper under the window frame by light pen control. In any window size, the user is given the option of selecting a window frame size on the paper and positioning any non-FULL window frame anywhere on the paper by light pen control.

Figure 5-17 shows the display screen after the user has selected the CHANGE WINDOW option under the Graph Monitor. Since the window size is HALF, all four options are available to the user. Figure 5-18 shows the effect of choosing the next smaller window. Next, Figure 5-19 shows the display screen after the user chose the option to position the window on the paper. The graph is displayed with FUIJ window and three possible smaller frame sizes are available. A frame is selected by pointing with the usual method of blinking followed by a confirming push of pushbutton 11. Figure 5-20 shows the screen after the smallest window frame has been selected. Next, the user may drag the displayed window frame around on the screen until he has positioned it where he wants it (see Figure 5-21). Then, when pushbutton 11 is depressed, the screen becomes the chosen window, as shown in Figure 5-22. The option of moving the window is then selected as shown in Figure 5-23. The user may use the light pen to pull the entire paper under the window, as Figure 5-24 indicates after the light pen has been used to pull the cursor (and therefore the paper) upward and to the left.
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### 5.9 Text Console

The eighth alternative under the Graph Monitor provides the user with the facility for interaction with IBM 7040 as an alphameric display console. When the user selects this,option, there is one more step he must perform as a protective interlock. The user may either depress pushbutton 11 or type 'REIURN' on the Teletype keyboard in order to initiate the text console option. When this happens, any graph existing within the DEC-338 is lost. Later, when the user is through using the text console he may type CIRI SHIFI M which causes the terminal to return to the Graph Monitor in an initialized state with no graph existing.

When the user initiates the text console it is directed toward console number 1. He should use this console for running MULIILANG programs, ALIA compilations, PDPMAP assemblies, saving programs on the disk of the DEC-338, and any general editing or data manipulation operations as are necessary. In the event the text console is being used to discover errors in execution (as mentioned in Section 5.7), the user must direct attention toward console number 2, which is the console where interactive execution is performed.

Use of the text console, with the various console commands is not explained in this report since the details of its operation are independent of the Interactive Graph Theory System. The user is referred to other memoranda and reports which discuss the use of the text console and the way in which it fits into the framework of the Moore School Problem Solving Facility.
5.10 Miscellaneous Functions

The ninth alternative under the Graph Monitor gives the user an extendable menu of choices according to what user programs are on the DEC- 338 disk. When the user selects this alternative, display of the currently defined graph is temporarily stopped, and a menu of program segment names is presented. These names are at most four characters in length since they are being taken from the directory of the DEC-338 Disk System. As soon as a user adds a new user program segment to the disk, it will appear as a choice under the MISC FUNCTIONS alternative.

- The selection method for operation of a particular program segment is a departure from the standard method of blinking the choice. Instead, as the user points to a light button next to a name, that name brightens to indicate it has been selected. The user may point to another which causes that name only to be brightened. When the user has made a choice, depressing pushbutton 11 causes the selected program segment to be loaded and started. Display of the current graph is also resumed. Fugure $5-25$ shows this function with four program segments which the user may call. Note that each name has an associated light button plus one alphabetic character to the left. An alternate method of selection is available for the user: instead of pointing and pushing a button, the user may indicate his choice by typing the corresponding single letter on the Teletype keyboard.

The functions which may be selected by this option are local user programs which are not considered fundamental enough to be included as standard constituents of the system. Many useful local functions have been implemented, however, and same of these are described in the following subsections. As new local functions are implemented, it is
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 PBII TO BEGIN \&XECUTIORa trivial matter for any user to add a new program segment to his copy of the DEC- 338 disk. The program PIP (Peripheral Interchange Program) may be used for this purpose or to delete unwanted program segments from the disk.
5.10.1 DOGGIE Interpreter (DOGI)

The user program DOGI was originally written to aid in debugging DOGGIE, but it has since been proven useful as a demonstration and learning aid so it remains available. The program enables a user to compose DOGGIE commands on the Teletype in the syntax used to describe the language in Section 4.4. The symbol table of the program includes all DOGGIE words as given in Table 4-2. As the user types a command, each word is checked; if the program does not recognize an input word, it ignores it and responds with "?". Unacceptable characters are ignored and cause the Teletype bell to ring.

A user may compose a sequence of commands by using "," as a separator between two successive commands. Interpretation does not occur until a "REIURN" is typed. The buffer used to hold the 12-bit words being composed is 100 words long. In order to prepare commands which exceed the width of the Teletype carriage, the user may type "VERTICAL TAB" (ctrl $K$ ) to indicate continuation. This causes a "-" to be typed followed by an indented new line. Since " - " is not a legitimate input character, the typed copy is not ambiguous.

Each expression typed, delineated by ",", may consist of any number of terms. Each term may be either a DOGGIE word or an octal number. Only the last four digits of an octal number are taken to be the value of such a term. The user may cause the program to ignore the command sequence he is typing by hitting either "ALT MODE" or
"RUB OUT" at any time. The program responds by typing "\#" followed by a new line for a fresh start.

Since a "RETURN" cannot be used as one of the characters of a label, the program will automatically type a closing "at-sign" and proceed to interpret when the user types a "REIURN" in the midst of a character string.

The "INTERRUPT" button may always be used to release control and restart the Graph Monitor. In addition, the user may type "ctrl E" in order to end or exit.
5.10.2 Display Internal Names (INAM)

When using DOGI (see Section 5.10.1), it may be helpful to know the internal names of certain vertices or arcs being displayed. The INAM user program is used to label any one vertex or arc or all vertices or all arcs with a 4-digit octal number corresponding to the internal name of the entity. This is accomplished through user selection by light button and pushbutton control.

The "INTERRUPT" button is used to cease the labeling process and restart the Graph Monitor.
5.10.3 Paper Tape Storage of Graphs (XCGL)

Many research projects at the University of Pennsylvania use the IBM 7040 for certain systems which are incompatible with the Moore School Problem Solving Facility. Therefore, the multi-console operating system which is needed for the major computations of the Interactive Graph Theory System is not always available. This restricts any work with graphs to remain local at the DEC-338. In this mode all of the graph drawing and manipulation facilities are available. This use of the local system motivated the writing of a program which allows
the saving of a graph on paper tape. The saved information directly corresponds to the encoding used by the SAVE function described in Section 5.5. Since paper tape has only eight information channels, a compressed binary format is used where three lines of tape correspond to two 12-bit information words.

A corresponding loader program has also been written which reads a paper tape punched in the compressed binary format for graphs and re-creates the saved graph.

The punch program and loader program have been tied together with a small monitor, named XCGL (for Extended Compressed Graphical Loader), which gives the user light button and pushbutton control over loading and punching graphs. The "INTERRUPT" button may be used to restart the Graph Monitor. 5.10.4 Finite State Acceptor Interpreter (FSAI)

Although the IBM 7040 is supposed to be the computer used for graph-theoretic computations, the FSAI user program has been written to demonstrate the power of the small machine. The program interprets a state graph prepared in a prescribed format and carries out the operations of a finite state acceptor using the Mealy model. Input symbols are taken Prom the Teletype keyboard or reader, and symbols (or even strings) are outputted at the Teletype printer (and punch if desired).

The FSAI program interprets a graph which is of any connectivity, but has a unique starting state indicated by a special shape - the largest vertex shape (number 7). All arcs are assumed to be directed independently of whether their arrows are displayed. Each arc represents a possible transition from one state (vertex) to another.

A label may be of the form:

$$
\begin{aligned}
& x_{1}, x_{2}, \ldots, x_{n} \quad \text { or } \\
& x_{1}, x_{2}, \ldots, x_{n} / y_{1} Y_{2} \ldots Y_{m}
\end{aligned}
$$

where each $\underline{X}$ is either a single alphameric character or the special terms "LET" or "NUM". "LET" is a shorthand for any alphabetic character, and "NUM" represents any digit. The $\underline{Y}$ 's are any characters.

The program begins by blinking the starting state. When a character is typed (or read) each arc directed out of the current state is checked. Each $\underline{X}$ or each arc label is checked until a match occurs. In this case a transition occurs to the new state to which the corresponding arc points. If the label included some $\underline{Y}^{\prime}$ s, they are typed out. Blinking of the previous state stops, and the new state blinks to indicate the current state. If there is no match on any labeled arc, then if there is an unlabeled arc leaving the current state, it is taken; otherwise, the state remains unchanged as if there had been no input. The process continues as each input character is given.

The "INTERRUPT" button is used to stop the process and restart the Graph Monitor.

## CHAPTER 6

## APPLICATIONS

### 6.1 Introduction

This chapter presents examples of the application of the Interactive Graph Theory System to three different types of problems in order to demonstrate various properties of the system. Each example includes program listings, pictures of the display screen, and explanatory text. The first example finds the shortest path between any pair of vertices in a weighted directed graph. It demonstrates the use of data associated with arcs and a method for indicating particular subparts of a graph. The second example demonstrates more interactive methods where graph connectivity and vertex positioning are used by the algorithm in order to produce an aesthetic presentation of a tree. The third example is the solution of a purely graph-theoretic problem which produces an arbitrary number of graphs as a solution. All three examples serve as further demonstrations of the use of the interactive ALIA language.

### 6.2 Shortest Path

Given an arbitrary directed graph the problem is to compute a shortest path from a selected starting vertex to a selected ending vertex. A non-negative integer weight or cost is associated with each arc of the graph. The cost of a particular path in a graph is the sum of the costs associated with the arcs comprising the path. The term "shortest path" is used to indicate a minimal cost route. This problem has a wide variety of applications particularly in networks of commica-
tions or transportation systems.

A solution of the problem has been programmed for the Interactive Graph Theory System with interactive user selection of the starting vertex and ending vertex. If there is no possible path, the program will so indicate; otherwise, a shortest path is displayed as a set of bright arcs against a background of the dimmed graph. The user is then given a choice of either choosing another pair of vertices or arbitrarily altering the graph before another path is requested. Alteration would typically consist of assigning new weights or even changing the structure of the graph.

One entity function named SHPTHW (for shortest path, weighted) computes the path given a graph with each arc having an integer property WEIGHT, and given the starting vertex and ending vertex. The value of the function is a set of arcs which comprise a shortest path. If no path is possible, the set is empty. A source listing of the SHPTHW function follows.


The aim of solving this problem was to demonstrate the use of the ALLA language and typical types of interaction. There is nothing special about the method used for the computation. It is already a commonly known algorithm of E. F. Moore.[44] It begins by assigning an associated distance of infinity (actually ten million here) to each vertex in the given graph. The starting vertex is given a distance of 0 . The distance property represents the minimum known path cost from the
starting vertex. Initially, the distance assigned to the starting vertex is trivially known to be 0. All other distances are assumed to be infinite since without considering the graph's connectivity all other vertices are potentially unreachable.

The SHPTHW function assumes each vertex of the given graph has a set of INARC's and a set of OUTARC's (see Section 3.19.3). The algorithm consists of two parts: a search followed by a trace. The search begins at the starting vertex and a distance is assigned to each vertex which can be reached from the starting vertex by traversing one outgoing arc. Next, distances are assigned to vertices which are connected by an outgoing arc to the vertices just assigned. The distance of a next vertex is equal to the distance of the previous vertex plus the weight of the arc. If a distance had already been assigned to a vertex, it is replaced with a new distance only when the new distance is numerically smaller. This process is repeated until a pass is made which does not improve any distance in the graph. At this time, the distance associated with each vertex is the minimum cost to reach that vertex starting from the given starting vertex.

In terms of the SHPTHW function, TDSET is the set of previously assigned vertices as each pass occurs. DSET is the set used to keep track of the new vertices being assigned during a pass. The search part of the algorithm is between statements 20 through two statements past statement 40. Then there is a check for whether the given ending vertex has been assigned a distance. If its distance has remained infinite, then it cannot be reached and there is no trace. Otherwise, the trace begins near statement 110.

The trace starts with the ending vertex. Each incoming arc is considered along with the vertex from which the arc emanates. If the distance of that vertex plus the weight of that arc equals the distance assigned to the ending vertex, that arc is part of a shortest path. This process continues until the starting vertex is reached at which point the answer has been computed.

The SHPTHW described above performs the necessary computation to find the shortest path through a graph, but in order to interface to a user, an interactive ALIA routine must be used. The subroutine SHPATH has been written for this purpose. A source listing follows.

```
    SLBROUTINE SHPATH
    ENTITY G,A,FRONV,TOV,SHP,SHPTHW
    INTEGER WEIGHT,LABELI,INNAME,GMISC,BITS,ASCDEC
    LOGICAL SWITCH
    PROPERTY WEIGHT
    LOG BLINKM
    GETGRAPH G
    call inOUT(G)
    THROUGH 1O FORALL A IN RELM(G)
    hEIGHT(A) = ASCDEC(LABELI(A))
    10 REMPROP LABELI FROM A
    20.- SWITCH = .FALSE.
            cog start ltpen whole vertex,all
            OOG STOP LTPEN WHOLE VERTEX LIST
            THRUUGH 25 FORALL FROMV IN LELM(G)
            IF (BITS(33,35,GMISC(FROMV)).NE. 1) GOTO 25
            LCG (INNAME(FROMV))
            CONIINUE
            LOG O
            CALL MESSAG(3)
                        DOGSTRING 'SELECT A STARTING VERTEX'
                        CALL SELECT
            THROUGH 30 FORALL FROMV IN LELM(G)
    30-----IF (INNAME(FROMV) .EQ. LPHIT2) GOTO 40
    35 CALL MESSAG(3)
            COGStRING 'NO VERTEX SELECTED'
            SWITCH = .TKUE.
            GOTO 90
            - IRO-
    40 DOG START EXIST SHAPE VERTEX 4,(LPHITZ)
            DOG STOP BLINK WHCLE VERTEX,(LPHITZ)
            LOG STOP LTPEN WHOLE VERTEX,(LPHITZI
            CALL- MESSAG(3)
            DGGSTRING 'SELECT ENDING VERTEX'
            GALL SELEGT
            THROUGH 50 FORALL TOV IN LELM(G)
            IF (INNAME(TOV)..EG. LPHIT2) GOTO 60
            DOG START EXIST SHAPE VERTEX 2,(INNAME(FROMV))
            GOTO-35
```

```
    60 LOG START EXIST SHAPE VERTEX 7.(LPHIT2)
        DOG STOP BLINK WHOLE VERTEX,ILPHIT2I
        SHP = SHPTHW(FROMV,TOV,GI
        IF (EMPTY(SHP)) GOTD 80
        LOG DIMM 3
        LOG START DIN hHOLE ARC 7 LIST
        THROUGH 7O FORALL A IN SHP
        COG (INNANE(A))
        DOG O
        DELETE SHP
        CALL MESSAG(3)
        LOGSTRING 'A SHORTEST PATH IS SHOWN!
        GCTO 100
    80 CALL MESSAG(3)
        LOGSTRING 'THERE IS NO PATH:
    90 COG DIMM 5
    100 CALL MESSAG(2)
        COGSTRING 'PB 10 FOR ANOTHER PAIR'
        CALL MESSAG(1)
        LOGSTRING 'PB II TO ALTER GRAPH'
        OCG O
        UGG START DIM WHGLE VERTEX LIST+INTENS;4093,4094,4095,0
        CALL CLRPB(10.11)
    200 hAITCHANGE
        IF (.NOT.(PR(10).OR.PB(11))) GOTO 200
        IF (SWITCH) GGTO 210
        CGG START EXIST SHAPE VERTEX 2 LIST
        DOG (INNANE(FRCMV)), (INNAME(TOV)), O
    IF (PB(10))-GOIO 20
        CDG BLINKN
        CALL DELGRA(G)
        ESCAPE
        GOTO 5
        END
```

The SHPATH subroutine begins by getting the current graph from the DEC-338 and computing incoming and outgoing arcs. Next, each arc label is replaced by an integer representing its weight. The user is then given a choice of selecting a starting vertex using any vertex of the graph whose shape is not 1 (used for bends in bent arcs). It is assumed that all vertices (which are not bends) are initially of shape 2. When the user selects a starting vertex, it is changed to shape 4, which makes it a larger dot. The user is then requested to choose an ending vertex. When this is done, it is changed to shape 7, a larger circular shape. The next step calls upon the SHPTHW function to compute a shortest path. If the answer is an empty set the user is informed that there is no path. Otherwise, the whole graph is dimmed down to intensity level 3, and the arcs comprising the path are intensified to level 7. In order to remain conspicuous the user message lines are brightened back to the overall picture intensity level. The user is given a choice of either choosing another pair of vertices or altering the graph. The. latter choice causes the old graph to be deleted and control is given to the local manipulation facilities of the Graph Monitor. Later, when the user resumes execution the subroutine restarts by getting the graph again.

Figure 6-1 shows a weighted graph after a user has selected a starting vertex. Figure 6-2 shows the result of a shortest path computation.

### 6.3 Tree Layout

This example better demonstrates the advantages of an interactive system since a problem is attacked which is concerned with human judgment. The user is expected to call upon this routine with a special
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Figure 6-1 A Weighted Graph
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Figure 6-2 A Shortest Path Computed
type of graph displayed at the terminal. The type of graph on which the algorithm operates is called a tree. When regarded as undirected this type of graph is one which has no cycles. This means there are no paths in the graph which have the same starting vertex and ending vertex. An equivalent definition of a tree is: a graph whose number of vertices is exactly one more than its number of arcs. If a graph is regarded as directed, then a definition of a tree becomes more involved. It must have a unique vertex called a root, and starting from the root, each vertex must be reachable by exactly one path. Section 3.19 .5 gave an algorithm for determining whether a given graph is an undirected tree in the form of a logical function named NDTREE. Section 3.19 .6 presented the logical function DTREE used for determining whether a given graph is a directed tree with a particular vertex as a root. Both of these functions are used within the subroutines written to perform tree layout. The example which has been implemented accepts an undirected tree and a user-selected vertex to be taken as the root. Any arrows of the given graph are'then re-oriented so the graph is a directed tree with the chosen vertex as root. The computer then repositions the root at the top of the screen at the center. Each vertex of depth 1 (namely, those which are at the other end of all arcs leaving the root) are repositioned along the same horizontal line below the root. All vertices of depth 2 are repositioned along a lower horizontal line, etc. This is done in such a way that no arc crosses another. Also, the relative positions of vertices in the given graph are preserved as long as the constraint of tree-like layout can be met. The tree is positioned to nearly fill the display screen, independently of window size.

After a tree layout has occurred the user is given three choices: he may retain the graph and permute arcs, he may select another root, or he may revert to the Graph Monitor for arbitrary graph alteration. The first alternative is used to move a vertex to a new position on the horizontal relative to other vertices of the same depth. All arcs and vertices below the repositioned vertex will retain their relative positions.

The organization of the program which underlies this example is of the same form as that used in the shortest path example. A subroutine named TREELA is the main program which includes all of the interactive operations. It calls upon the subroutine LAYORR which performs the tree layout algorithm. Although the subroutine is called in a fixed way, it is written to perform a tree layout in a given rectangular area according to four integer arguments representing lower and upper $x$ - and $y$-coordinates.

In view of the previous description, the source listing of the TREELA subroutine follows without further explanation.

```
    SUBROUTINE TREELA
    ENTITY G,ROOT,V,VI,LIST,A,INARC,OUTARC,NEXTV
    INTEGER INNANE,YCOORD,XCOORD
    LUGICAL NCTREE
    \therefore ........PROPERTY INARC,OUTARC, XCOURD
    10 GETGRAPH G
    IF (NDTREE(G)) GOTO 30
    CALL MESSAG(2)
    DOGSTRING 'THIS IS NOT A IREE'
    15 CALL MESSAG(1)
    ECGSTRING 'PB 11.TO ALTER.GRAPH'
    CALL CLRPB(11)
    20 _.....WAITCHANGE
            IF (.NOT.PB(11)) GOTO 20
    25 CALL DELGRA(G)
            ESCAPE
            GCTO 10
            LOG START LTPEN WHCLE VERTEX, ALL
            CALL MESSAG(3)
            COGSTRING 'SELECT A ROOT'
            CALL SELECT
            THROUGH 40 FORALL ROOT IN LELM(G)
            IF (INNAME(ROOT) .EQ. LPHIT2) GOTO 50
            CALL MESSAG(3)
            LCGSTRING 'NO VERTEX SELECTED'
            GCTO 15
    50_CALL INOUT(G)
            CALL UNDIR(G)
            LOG START EXIST SHAPE VERTEX 7,(LPHIT2)
            COG STCP BLINK WHCLE VERTEX,(LPHITZ)
            INSERT.RUOT INTU CRSET(LIST)
            THROUGH &O FORALL V IN LIST
            THROUGH 70 FORALL. A IN UUTARGIV)
            IF (LELM(A) .EG. V) GOTO 60
            RELM(A) = LELM(A)
            LELM(A) = V
            COG START EXIST NANES ARC,(INNAME(A)|
                        UOG (INNAME(RELM(A))), (INNAME(LELM(A)))
                            NEXTV = RELM(A)
            RLMOVE A FROM OUTARC(NEXTV)
            INARC(NEXTV) = CRSET(TEMP)
            INSERT A INTO TEMP
    70.......- INSERT NEXTV ONTO LIST
    80 RLMOVE V FROM LIST
            DOGFLUSH
            CALL MESSAG(1)
                    LOGSTRING OCOMPUTING?
                        DOGFLUSH
```

90 $\qquad$ CALL LAYUTR (G.ROOT.1124.1948.1224.1948)
LCG START EXIST COOROS VERTEX LIST
THROUGH 100 FURALL $V$ IN LELM(G)
100 CLG (INNANE(V)), (YCOORD(V)), (XCOURC(V))
EUG 0
LOG START EXIST SHAPE VERTEX 2o(LPHIT2)
150 CALL MESSAG(3).
CCGSTRING:PB 9 TO PERMUTE ARCS
CALL MESSAG(2)
CCGSTRING "PB 10 FOR ANOTHER RIOOT'
CALL MESSAG(1)
CUGSTRING 'PB 11 TO ALTER GRAPH:
CALL CLRPB(9,10,11)
200 WAITCHAIVGL
IF (PB(q)) GCTC 290
IF (PB(10)) GCTO 30
IF (PB(11)) GCTU 25
GOTO 200
290 CALL NESSAG(3)
UCGSTRING PPOINT TO A VERTEX TO MOVE'
LCG STCP LTPEN WHOLE VERTEX, (INNAME(ROOT))
CALL StLECT
COG STAKT LTPEN WHOLE VERTEX, (INNANE(ROOTI)
THROUGH 291 FORALL VI IN LELM(G)
291 IF (INNAME(VI) EQ. LPHIT2) GOTO 292
GCTO 150
292 ……CCG PSEUDO\& (LPHIT3). (LPHIT4) CLG SETCUR, PENPNT 924 , PENPNT
CALL GLRPB17,11\%
CALL SETPB(8)
CCG START GURSOR
CALL MESSAG(3)
COGSTRINS MOVE PEN TO NEW RELATIVE.
CALL MESJAG(2)
COGSTRIVG POSITICN OF THE VERTEXO
CALL MESSAG(1)
LGGSTRING PPB - 11 WHEN DONE
WAITCHANGE
IF (.NOT. PB(11)) GOTO 293
OOG STUP CURSOR
CALL CLRPB(B)
UOG STOP BLINK WHOLE VERTEX. ALPHITZD
If IGHPSEU EQ. O: GOTO 150
XCOORD(V1) $=1024+$ XPSEUO
GOTO 90
END

The LAYOTR subroutine is the heart of the tree layout process. Its arguments are the graph (tree) and its root plus four arguments signifying the rectangular area to be occupied. The purpose of the subroutine is to assign new XCOORD and YCOORD properties to each vertex of the given graph. The YCOORD is assigned only according to the depth of a particular vertex and the maximum depth in the given tree. In order to assign values to $x$-coordinates, the OUTARC set for each vertex is first ordered according to the x-coordinates in the given tree. Then a pass is made for each level of the tree until all endpoints are collected into an ordered set according to the ordering of the OUTARC sets. Endpoints are then assigned x-coordinates so that they are spread equidistantly. This assignment determines the rest of the positioning since each remaining vertex is assigned an $x$-coordinate which is the average value of the $x$-coordinates of those vertices which are connected directly below it. This part of the ALLA program demonstrates the use of a pushdown list.

A source listing of the LAYOTR subroutine follows:

SLBROUTINE LAYOTRIG,ROOT, XXMIN,XXMAX, YYMIN, YYMAXI
ENTITY G, ROOT, ENDP, V, PDL, CURRV, OUTARC
ENTITY NEWOUI, OUTAV, A, MINARC, NEWEND
INTEGER XXMIN, XXMAX, YYMIN, YYMAX,XMIN,XMAX, YMIN, YMAX
INTEGER TEMP, D,SIZE,SUM,N,YCOORD,XCQORD,DEPTH,CARD
INTEGER XC, MINX
REAL NUM, DEN, DELTA
LOGICAL DTREE, SWITCH
PROPERTY YCOORD, XCOORD, OUTARG
IF (OTREE(G,ROOT, TEMP)) GUTO 10
CALL ERROR (25H'LAYOTR' GIVEN A NON-TREE)
10 XMIN = MINO(IABS (XXMIN), IABS (XXMAX))
$X M A X=$ MAXO(IABS (XXMIN), IABS(XXMAX))
YMIN $=$ MINO(IAES (YYMIN), IABS(YYMAX))
YHAX $=$ MAXO(IAES (YYMIN), IABS(YYAAX)
THROUGH 30 FORALL $V$ IN LELM(G)
CrEATE SET NEWOUT
OUTAV = OUTARC(V)
50.......IF (EMPTY(OUTAV))-GOTO 70

MINX $=1000000$
THROUGH 60 FORALL A IN OUTAV
$X C=X C O O R D(R E L M(A))$
IF (XC .GE. MINX) GOTO 60
MINARC $=A$
MINX $=X C$
60 CONIINUE
INSERT MINARG INTO NEWOUT
REMOVE MINARC FRCM OUTAV
GOTO bO
70 DELETE OUTAV
$80 \ldots$ CUTARC(V) = NEWOUT
INSERT RUOT INTO CRSETIENDPI
$D=0$
$D=D+1$
$100^{\circ} D=D+1$
SWITCH = .FALSE.
CREATE SEI NEWEND
THROLGH 130 FCRALL $V$ IN ENDP
CUTAV = OUTARC(V)
IF (ENPTY(OUTAV)) GOTO 120
SWITCH = .TRUE.
THROUGH 110 FORALL A IN OUTAV
110 INSERT RELM(A) INTO NEWEND
GOTO 130
120 INSERT V INTO NEWEND
$\ldots 130$ CONTINUE


Figure 6-3 shows a graph which is a tree as it might be created by a user. After applying the tree layout function, the vertices have been repositioned to yield Figure 6-4. Next, the "permute arcs" option was taken and the tree was further changed to Figure 6-5. As one more example of use, another root was then selected which resulted in another layout process as shown in Figure 6-6.

### 6.4 Maximally Complete Subgraphs

A problem which arises in the organization of information, such as automatic classification and automatic indexing, is "clustering" or "clumping" of descriptors. This problem has been posed with a graph theoretic model where the descriptors are represented by vertices. A relationship between two descriptors is represented by an undirected arc joining the two corresponding vertices. The problem of finding clusters is represented by the determination of maximally complete subgraphs. [5,69,74]

A complete subgraph of a given graph is composed of some subset of the vertices of a graph where there is an arc connecting each pair of vertices in the subset. A maximally complete subgraph (MCS) of a given graph is a complete subgraph of a given graph which is not a subgraph of any other complete subgraph of the given graph.

Previous work carried out by the author resulted in a report which presented algorithms for the determination of all maximally complete subgraphs of a given graph.[74] The following formulation of the "Basic MCS Algorithm" is taken from the flowchart on page 17 of that report.
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Figure 6-4 The Same Tree After Layout
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Figure 6-5 The Same Tree with Arcs Permuted


Figure 6-6 The Same Tree with Another Root

Step 1: $\quad 1,2, \ldots, N \rightarrow Y[0]$

$$
0 \rightarrow \ell(0)
$$

$$
0 \rightarrow \mathrm{k}
$$

Step 2: $\quad \ell(k) \rightarrow \ell(k+1)$
Step 3: $\quad \mathrm{Y}[\mathrm{k}] / \ell(\mathrm{k}+1) \rightarrow \ell(\mathrm{k}+1)$
and go to step 7 if null

Step 4: $\quad k+1 \rightarrow k$
$\mathrm{Y}[\mathrm{k}-1] \cap \mathrm{X}[\ell(\mathrm{k})] \rightarrow \mathrm{Y}[\mathrm{k}]$

Step 5: If $\mathrm{Y}[\mathrm{k}]$ is not empty, go to step 2
Step 6: Output MCS: $\quad \ell(1), \ell(2), \ldots, \ell(k)$
Step 7: If $k=0$ terminate

Step 8: $\quad k-1 \rightarrow k$
and to to step 3
The above formulation of the algorithm operates on integers which represent vertices. The graph has $N$ vertices which are arbitrarily assigned unique integers: $1,2, \ldots . ., N$. Associated with each vertex $j$ is a.set $\mathrm{X}[j]$ of vertices which are the immediate neighbors of that vertex. MCS's are built up by adding one vertex at a time to a candidate list of those vertices being considered as a possible MCS. This list is named $\underline{\ell}$, and the variable $\underline{k}$ keeps track of the number of members of the $\ell$ list. The algorithm uses a list of sets of vertices: $\mathrm{Y}[1], \mathrm{Y}[2], \ldots$, where each $\mathrm{Y}[j]$ is the ordered set of those vertices which are connected to vertices $\ell(1), \ell(2), \ldots$, and $\ell(j)$.

The special notation of step 3 above indicates that $\ell(k+1)$ is replaced by the smallest member of $Y[k]$ which is greater than $\ell(k+1)$.

Starting with the above formulation of the algorithm each line was encoded into an equivalent ALIA statement. Since FORTRAN subscripts begin with 1 , the range of the variable $k$ has been increased by one. The ALLA version is an improvement over the above formulation since it treats vertices as abstract entities rather than integers. This change necessitates another definition of the operation performed in step 3 above. Instead of numerical ordering, the algorithm picks the next vertex according to the original arbitrary order of the set of vertices of the graph. The subroutine which creates the set of neighbors preserves the ordering. Since the function for set intersection also preserves the ordering, the ordering of the $Y$ sets reflects the original ordering of vertices.

The following listing of the MCSI subroutine should be compared with the above eight steps. Step 6 has been expanded to ten card images, and the termination portion of the subroutine begins at statement 40. The original algorithm is otherwise found in the listing as a line-by-line translation.

At statement 5, a subroutine call is specified which creates the $X$ lists (here named NEIGH). At statement 20, the NEXT function finds the next vertex in the given set as performed in step 3 above. At three statements after statement 20, the INTERS function is applied, which computes the set intersection of two given sets. Iistings of CRNEIG, NEXT, and INTERS follow the listing of MCSI.

```
    SURRDUTINE MCSI
    ENTITY L(40),Y(40),G,INTERS,NEIGH,NEXT
    INTEGER K,I,INNAME
    5 CALL CRNEIE(C)
    Y(1)=LELM(G)
    L(l) = UNDEF
    K = 1
    10 L(K+1)=L(K)
20 L(K+1)=NEXT(Y(K),L(K+1))
    IF (NULL(L(K+1))) GOTD 30
    K = K + I
    Y(K) = INTERS(Y(K-1), NEIGH(L-(K)I)
    If (.NOI. EMPTY(Y(K))) GOTO 10
    COG START EXIST SHAPE VERTEX 2, ALL
    CALL NESSAG(2)
    COGSTRING 'AN MCS IS SHOWN:
    CALL MESSAG(1)
    DOGSTRING 'PB 4 TO SEE NEXT ONE:
    CALL SETPB(3)
    COC START EXIST SHAPE VERTEX-G LIST
    DO 25 I = 2,K
    25 DOG (INNAME(L(I)))
        COG O,O
```



```
            DELETE Y(K)
            K = K - l
            COTO 20
*
40. DOG START EXIST SHAPE VERTEX 2, ALL
    CALL MESSAE(2)
    [OGSTRING #NO MORE MCS'S*
    CALL MESSAG(1)
    [OGSIRIN'; 'PB 11 TO ALTER GRAP.H'
    CALL CLRPB(3,11)
    50 WAITCHANGE
    IF (FB(11)) GOTO-60_
    GOTO 50
    60 CALL DELGRA(G)
        ESCDPE
        GOTO 5
        END
```

```
    SUBROUTINE CRNEIG(G)
    ENTITY G,VI,V2,A,X,NEIGH,OUTARC
    INTEGER DEPTH,I
    FROPERTY NEICH,DEPTH,OUTARC
    GETGRAPH G
    CALL INOUT(G)
    CALL UNDIR(C)
    I = 1
    THROUGH 40 FORALL VI IN LELM(G)
    NEIGH(VI) = CRSET(X)
    DEPTH(VI) = I
        I = I + I
        THROUGH 30 FORALL V2 IN LELM(G)
        IF (VI .EQ. VZ) GCTO 3C
        THROUGH lO FORALL A IN OUTARC(VI)
        IF (LELM(A) .EO. V2) GCTO 20
        IF (RELM(A) ©EG. V2) GOTO-20
        GOTO 30
        INSERT V2 INTO X
        CONTINUE
        DELETE OUTARC(VI)
        REMPROP OUTARC FROM VI
        CONTINUE
        RETURN
        END
            ENTITY FUNCTION NEXT(-S,E)
            ENTITY S,E,X
            INTEGER D,DEPTH
            D = DEPTH(E)
            THROUGH 10 FORALL X IN S
    10. IF IDEPTH(X) .GT. D) GOTO 20
            X = UNDEF
    20 NEXT = X
            RETURN
            END
            ENIITY FUNCTION INTERS(A,B)
            ENTITY A,B,E
            CREATE SET INTERS
            THROUGH 1O FORALL E IN A
            IF (.NOT. MEMEER(E,B)) GOTO 10
            INSERT E-INIO-INIERS
    10 CONTINUE
            RETURN
            END
```

Figure 6-7 shows an undirected graph drawn at the DEC-338 as a copy of a figure in the report "Determination of Maximally Complete Subgraphs" (page 9).[74] The Basic MCS algorithm was applied to the graph. Since all vertices of an MCS are mutually connected, it suffices to cite each MCS as its set of vertices. The graph of Figure 6-7 has vertices labelled with integers, but the algorithm is independent of such labels. Its output is in terms of the actual vertices of the graph. Figure 6-8 shows a first MCS computed by making square those vertices forming the MCS: 1, 3, 5, 9, 11, 12. The user then depresses pushbutton 4 to see the next one, and immediately the display screen appears as in Figure 6-9.

A feature of interactive execution which makes this speed possible is the single-step option. When pushbutton 3 is ON , and the interactive ALIA program has generated a DOGGIE command word of 0000, the user program running in the DEC- 338 stalls when that word is detected until pushbutton 4 is depressed.

Figure $6-10$ shows a third MCS computed as it appears when the user again depresses pushbutton 4. As the user continues to request MCS's, they immediately appear on the screen until all have been shown. In this example, the remaining MCS's of the given graph are:

$$
\begin{aligned}
& 2,9,11 \\
& 3,5,7,8,12 \\
& 3,8,10 \\
& 3 \cdot 9,10 \\
& 4,6 \\
& 4,9,11
\end{aligned}
$$



Figure 6-7 An Undirected Graph
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Figure 6-8 An MCS Computed


Figure 6-9 Another MCS Computed


Figure 6-10 A Third MCS Computed

## CHAPTER 7

## CONCLUSIONS

This dissertation has described how a remote computer graphics terminal was connected into an existing multi-console operating system which previously supported only Teletype and alphanumeric display terminals. In this environment an Interactive Graph Theory System was built where modularity and flexibility have been stressed. The DEC-338 is used both as an alphanumeric console and a graphics terminal. The design has departed from other efforts involving a computer graphics terminal with processing power. In this system the terminal may be programmed to perform both local functions and functions which are performed as subroutines of the interactive program running in the central computer.

The FORTRAN IV language was enriched with data structure and associative operations and also interactive components, yielding the interactive ALJA language. This language includes those set-theoretic operators which permit the handling of graphs. Chapters 3 and 6 have demonstrated the effectiveness of ALTA by showing its readability and power of expression.

A valuable part of the system is the DOGGIE executive and interpreter which resides in the DEC-338. The use of the DOGGIE command language in both the central and terminal computers has been instrumental in the ease and speed with which the system was developed. It has unified the system organization, which is reflected in a unified description in Chapter 4.

A library of interactive algorithms has been started. The system is ready to be used by a programer who wishes to pursue a particular application. Before a non-programmer may benefit, however, the system must be extended with more graph-theoretic algorithms. These would include both generators and recognizers of certain types of graphs such as symmetric graphs, reguiar graphs, and complete graphs. Functions of one or more graphs would include computation of cyclomatic number, chromatic number, a graph coloring, internal stability, minimum cover, homomorphism, etc. The generation of a random graph is another useful function which should be available. There are commonly needed functions for graph manipulations such as automatic labeling; duplicating, moving, or deleting subgraphs; and some general methods of selecting a subgraph or set of entities. The tree layout algorithm might be extended to help layout lattices or perhaps graphs of arbitrary connectivity.

The current method of initiating interactive execution is oriented towards the programmer's view of the system. A user program could be written to provide the user with a menu of available functions. In order to improve initial connection time, a user program could be written to automatically sign in (or $\log$ in) a user of the Interactive Graph Theory System.

The use of the DEC-338 in this system has demonstrated the limits of an 8 K -word machine with a 32 K minidisk. The available space limits graphs to be no larger than about 60 labeled vertices and arcs, but flicker of the display screen starts to become a problem at this point. There is no room to save graphs on the minidisk. A future project could consist of saving and restoring graphs on DECtape. This could
remove the burden from the central computer. However, the central computer saves graphs by description and the power of the MUITILIST facilities in dealing with graphs is often more significant.

In the design of DOGGIE, there has been no special treatment of user messages. Instead, messages are labels of vertices of null shape (or shape 3 for light buttons). This has been a disadvantage since messages are the most commonly created objects. If the notion of a message had been embodied in the DOGGIE command language, the coding of the language would be more compact, but generality now present would be lost. The DOGGIE program itself would also have to be larger. Another disadvantage of the way messages are now handled is the DIMM command and the ALJ option must refer to the messages as well as the graph. However, the control which is now available has been used, and therefore it would be too severe a limitation to permit a change. In the IBM 7040, the use of $L^{6}$ to implement the underlying memory structure has proven advantageous. This was especially important during the development of the memory structure, since it could be easily modified as program bugs were detected. For speed of processing, the memory structure routines were coded without error diagnostics, but this has forced the author to resort to either $L^{6}$ or IBSYS dumps during the debugging of some of the ALTA programs. Future work could include the expansion of the memory structure routines into an alternate package to satisfy this deficiency. As emphasized previously, this type of system modification may be carried out from the remote terminal. Another topic for future work is the extension or modification of the memory structure package either to create more primitives such as set operators or to represent relationships differently such as employing uni-direc-
tional linkage.

The Interactive Graph Theory System presentiy employs one data structure and memory structure. Certain types of problems may have significantly simpler solutions when posed under an alternate organization of the data. A valuable extension of the current system would permit at least a variety of memory structures, and also possibly data structures. Perhaps a programmer would direct the conversions among the structures, or such transformations might occur automatically. This approach then leads to the problem of transforming algorithms consistently with the data transformations.

The existing system may now be used to solve a variety of individual problems. Packages dedicated to particular applications can be developed which aid in teaching graph theory and finite state machines. The interactive layout techniques may be used for presentation or publication. Each reader of this dissertation has probably developed his own ideas of what this system has to offer and how it may be developed to encompass further applications.

## APEENDX 1

## INTERNAI ORGANIZATION OF DOGGIE

## Al. 1 Introduction

DOGGIE (for Display of Graphs Graphical Interpretive Executive) is the program resident in the DEC- 338 during any graphical manipulation in the Interactive Graph Theory System. The heart of DOGGIE is the interpreter which decodes and executes strings of l2-bit words. This appendix describes DOGGIE at a level which a user or programmer of the Interactive Graph Theory System need not know. It is written for the interested person or for the maintainer of the program. Knowledge of the PDP-8,' DEC-338, and PDP-8 Disk Monitor System is assumed. $[12,53,54,73]$

DOGGIE is written in PDPMAP Assembly Language and consists of two source decks, named GPACK and CHTBL. The latter is only the dispatch table and increment-mode subroutines for alphanumeric character shapes. Since the assembly listings of GPACK and CHTBL consist of more than 100 computer printout pages, they are not included in this report. The listings, however, are very fully cammented and serve as the best explanation of the program's operation at the detailed level. This appendix may be used as a guide by those who wish to study the program. The overall flow of control and explanation of the more difficult parts of the program supplement the assembly listing.

A1. 2 Minimum Hardware Requirements
The minimum hardware necessary for the operation of the current version of DOGGIE is:
a) PDP-8 with 8 K memory
b) On-line ASR-33 Teletype
c) DEC-338 Programmed Buffered Display
d) 32 K DF32 Minidisk
e) 637 Dataphone Interface to Full Duplex 201B Dataphone.

Note that no character generator is being used at the present time. A section of this appendix describes what to do to make use of a character generator if DOGGIE is run on a machine which has one.

The 637 Dataphone Interface is used to communicate with the large central computer. However, it is also used as a source of an interrupt every $3 \mathrm{l} / 3 \mathrm{~ms}$. This constant rate interrupt is used to limit the refresh rate of the display and for constant-rate light pen tracking.

Al. 3 Storage Requirements
DOGGIE is written for a DEC- 338 with either $8 \mathrm{~K}, 12 \mathrm{~K}$, or 16 K of $12-$ bit core memory. The current version is assembled for an 8 K machine, and the program occupies the following locations (octal):

```
00000 - 00004
00010 - 00015
00020 - 05777
07600 - 10002
10013-11343
```

Locations 6000-7577 are reserved for user programs which call upon DOGGIE. User programs may also operate anywhere in the unused areas of fields 1, 2, and 3 which have not been allocated for the storage of graph data and display file. In an 8 K machine, it is recommended that user programs be limited to field 0.

The $1331_{8}$ words of field 1 consist of unchanging display subroutines for vertex shapes, loops, arrows, and alphanumeric characters. All of these subroutines must be in the same memory field, but may be placed anywhere by suitably adjusting the origin pseudo-operations in
the assembly decks of GPACK and CHTBL. One could, for example, place these subroutines at the end of field 3 .

Unused areas of fields 1, 2, and 3 may be used for the storage of graph data and display file. For any practical problem size to date, locations 11344 - 17577 have been sufficient for this purpose.

Locations 5, 6, and 7 of fields 0 and 1 are left unused so that either $X O D$ or $X D D D$ debugging programs may be used to aid in debugging when DOGGIE is being developed.

Locations 00016, 00017, 10010, 10011, 10012 are auto-index register locations available for user programs.

## Al. 4 Load, Start, Restart

DOGGIE is saved as two System Save files on the minidisk of the DEC-338 by the following commands to the Disk Monitor System:
.SAVE GPAC!00000-06177;05400 .SAVE GSYS:10000-11377:11377

In order to load and start the program, first the field 1 portion must be loaded (GSYS). When GSYS is loaded, it starts and causes the automatic loading and starting of the field 0 segment (GPAC) at 05400.

The initial routine at 05400 moves the page of code at 06000-06177 to the area 07600-07777, thus replacing the Monitor Head of the Disk System with a special one used with DOGGIE.

A switch is then set so that a later restart at 05400 will not move the Monitor Head page again.

The start and restart routine then clears software indicators of hardware flags, starts the transmitter of the Dataphone, executes the DOGGIE command RESET, and then calls upon DOGGIE to load (from disk) and start the Graph Monitor user program (GMON).

## Al. 5 Storage Allocation

The available areas of fields 1,2 , and 3 are divided into blocks of 19 words each. Allocation is performed by the RESET command, and a list of free blocks (available space) is generated. This is a unidirectional list with a pointer to its head.

There is a subroutine to allocate storage by successive returning of blocks to the free list. At present this storage set-up routine is called only from the RESET routine, but it could be incorporated into a more complex allocation algorithm which did not initially allocate all available storage.

There is a subroutine to get a block from the head of the free list. This routine stops at a fatal halt if it is called when there are no more free blocks.

Another subroutine returns a block to the free list by a pushdown operation. Thus the same blocks are re-used again and again even though there are other free blocks in memory. Storage is allocated such that numerically higher addresses are at the head of the free list initially.

A pointer to a block must be 14 bits in length. This is typically stored as two consecutive words: bits 7 and 8 of, the first word are used as a field part and the entire second word is a l2-bit address pointer. The other bits of the first word are often used for some other purpose.

A pointer to a block does not point to the numerically lowest address of the block as is the custom in linked-list systems. Instead, a block is pointed-to at its third-last word. Since the PDP-8 has no index register, the requirements for compact storage plus speed led to this design. Figure Al-l shows the representation of a free block. The negative and positive integers indicate relative word positions in
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Figure Al-1 A Free Block
the block based upon the pointer location.
Note that each free block links to the next free block by a pointer in words 0 and +1 . The quantity " $f_{p}$ " represents the field of the pointer at bits 7 and 8 of word 0 . The last free block on the free list has a pointer of all zeros as a special indicator.

The contents of the other 17 words of a free block remain unchanged from the previous use of the block.

At any particular time a block is used by DOGGIE in one of five ways:
a) free block
b) vertex block
c) arc block
d) label block
e) display-list block

## Al. 6 Undefined DOGGIE Commands

Commands are given to DOGGIE as sequences of 12-bit words. DOGGIE decodes these commands and dispatches to particular routines to carry out specified functions. In general DOGGIE ignores meaningless and undefined commands. The single exception of this is the halt which occurs when DOGGIE is given a command word with bit 0 as a ONE. If this happens, the user may hit CONTINUE on the PDP-8, which causes DOGGIE to suspend interpretation of its current input stream and return control to the program which called DOGGIE.

DOGGIE will properly skip over data words of a command according to the expected form of data when the vertex or arc named does not exist. For example, if a command is given to alter the paper position of a nonexistent vertex, DOGGIE will skip over two data words which specify the
vertex coordinates.

## Al. 7 Display List

Commands to DOGGIE cause the creation, alteration, and deletion of vertices and arcs as defined within the memory of the DEC-338. One block is used for each existing vertex or arc. In addition, an extra block is required for each existing vertex label or arc label. All information specific to a particular vertex or arc is compactly stored in its one or two (when it has a label) blocks. This includes the display file code used to display the particular entity. This effective use of space is accomplished by using much of the display file code itself for the encoding of the information describing the entities and 'their labels.

As explained in the main text of this report, an entity may exist within the DEC-338 structure independent of its display status. The display file code of each vertex or arc is contained within its block as a display subroutine. In order for an entity to be displayed, it must be called. by a PJMP display subroutine call command. A display list consisting of a list of display list blocks is maintained for this purpose. Each display list block may contain up to eight of these PJMP calls followed by a JUMP to the next display list block, except the last block of the display list may contain up to nine PJMP calls. The display list itself is a display subroutine and thus it terminates by a POP. A particular entity may be on the display list at most once. The display list is dynamic in that the display of particular entities may be started and stopped. Stopping the display of an entity causes a twoword gap in the display list where the PJMP associated with that entity's display was removed. These gaps are not closed up, but are reused when
a later entity display is begun. Due to restrictions on available memory, code to compress (or garbage collect) the display list has not been written. Therefore, the space used by the display list is determined by the maximum number of entities which have been simultaneously displayed since the last execution of the RESET command.

An objective of the implementation of this system has been to always keep the display running. This restriction makes alteration of the display file an operation which must be carefully planned. The display list is one such place where alteration occurs. As a sample of the techniques used to alter the display, the explanation of the maintenance of the display list is given here.

When the display list is packed to capacity (as shown in Fig. Al-2a) and another entity is to be displayed, a free block is first obtained from the head of the free list. The first pair of words is filled with a copy of the PJMP call at the end of the current display list. The next pair of words is filled with a PJMP call to the new entity to be displayed. The next seven pairs of words are filled with 0000 and 0002. Finally, the last word of this new block is set to a POP command. Figure Al-2b shows a display list block in this initial configuration.

The PJMP call at the end of the current display list is then overlaid to be a JUMP to the display list block just created. Figure Al-3a depicts the sequence of the values of this pair of words which allows for a safe transition. The underlying idea which makes such a transition work properly is location 0002 of each memory field has a POP display command. This little trick well defines each of the four forms in Figure Al-2a. A similar transition is used to alter one PJMP call to another PJMP call, as shown in Fig. A3-2b. This method is of use only if

| PJMP $f_{1}$ |
| :---: |
| $a_{1}$ |
| PJMP $f_{2}$ |
| $a_{2}$ |
| PJMP $f_{3}$ |
| $a_{3}$ |
| PJMP $f_{4}$ |
| $a_{4}$ |
| PJMP $f_{5}$ |
| $a_{5}$ |
| PJMP $f_{6}$ |
| $a_{6}$ |
| PJMP $f_{7}$ |
| $a_{7}$ |
| PJMP $f_{8}$ |
| $a_{8}$ |
| PJMP $f_{9}$ |
| $a_{9}$ |
| POP |

(a) Full (terminal)

| $P J M P f_{1}$ |
| :---: |
| $a_{1}$ |
| $P J M P f_{2}$ |
| $a_{2}$ |
| 0 |
| 2 |
| 0 |
| 2 |
| 0 |
| 2 |
| 0 |
| 2 |
| 0 |
| 2 |
| 0 |
| 2 |
| 0 |
| 2 |
| $P O P$ |

(b) Initial (terminal)

| PJMP $f_{1}$ |
| :---: |
| $a_{1}$ |
| 0 |
| 2 |
| 0 |
| 2 |
| PJMP $f_{4}$ |
| $a_{4}$ |
| 0 |
| 2 |
| PJMP $f_{6}$ |
| $a_{6}$ |
| PJMP $f_{7}$ |
| $a_{7}$ |
| PJMP $f_{8}$ |
| $a_{8}$ |
| JUMP $f_{10}$ |
| $a_{10}$ |
| $($ POP |
| $(\mathrm{Par}$ |

(c) Partial
(non-terminal)

Figure Al-2 Sample Display List Blocks

(d) Stopping Display of an Entity
Figure Al-3 Safe Display File Alteration
missing a subroutine call is allowed. This is the case in the alteration of the PJMP to a particular loop shape, arrow shape, or vertex shape subroutine.

As more entities are placed onto the display list, PJMP calls fill the terminal block until it becomes full as shown in Fig. Al-2a. Figure Al-3c shows the transitions used to fill the display list block. Then the next request for a new entity to be displayed causes another free block to be obtained, etc., as described above.

When an entity is to be removed from the display list, its associated PJMP call is removed from the display list by the transition shown in Fig. Al-3d. That word pair is then available for further PJMP calls. Figure Al-2c shows a typical non-terminal display list block with three available word pairs. "Non-terminal" means this block is not the last block of the display list. (Note it ends with a JUMP to the next display list block.)

The display list described above is a subroutine which is called from the display file driver. This driver is a sequence of display cormand words occupying 12 locations on page 0 . It is responsible for limiting the refresh rate of the display to $231 / 3$ milliseconds. This is done by waiting for pushbutton 0 to be a ONE. The PDP-8 sets this pushbutton every 23 l/3 milliseconds, and the display file driver clears it on every display cycle. The display file driver also sets pushbutton 6 to a ONE for proper display of loops. The driver includes the scale and intensity setting parameter cammand used for the entire graph.

## Al. 8 Vertex and Arc Blocks

Each vertex or arc utilizes one block for both display file and all other associated data except for a label. A vertex label or arc label occupies one block which is a subroutine called from the vertex or arc block. Vertex and arc blocks have some common properties which are introduced next. The following two sections describe the specific differences between vertex blocks and arc blocks.

All vertices existing within the DEC-338 structure are linked together by a unidirectional list of the same format as the free list. All existing arcs are linked together in the same way. This form is shown in Figure Al-4.

The field bits of the pointer are found in bits 7 and 8 of word 0 of the block. This word also includes a PNLS display command (Pop, iNhibit restoring Light pen and Scale), which does not interfere with any setting of bits 7 and 8. The last vertex (arc) in the vertex (arc) list is indicated by a pointer of 00000 .

The l2-bit internal name of each vertex or arc is saved at the +2 word of the block. This is the name used in DOGGIE commands which refer to specific vertices and arcs. The vertex or arc list is scanned for such commands by a fast search routine which chases down the list looking for a matching of the name.

Although the general forms of vertex and arc blocks are verysimilar, only three other words of the block are similar enough to warrant mention here. The reader should refer to Figure Al-4 to see these common words.


Figure Al-4 Common Properties of Vertex Blocks and Arc Blocks

Word -14 of an arc block is used for many purposes; however, one function which it has in common with a vertex block is that bit 0 of the word indicates whether that entity is being displayed by virtue of its being on the display list. This word will be again discussed for each type of entity.

Word -12 is always a PJMP with the field bits (9-11) set to the field where the block is stored because -ll is an address within the very block. Word -l2 includes the unique indicator of whether the entity is light pen sensitive. This indicator is also the display file code which turns light pen sensitivity on or off.

At any one time DOGGIE is either in BLINK mode or DIM mode according to the last DOGGIE command interpreted which set the mode. The subparts of each entity may be blinked or dimmed independently of the others, and there are individual words of each vertex and arc block dedicated to this control. Word -7 of the block is always used to control the blinkdim status of the label of the entity. This word is either BKOF or BKON when in BLINK mode. It is some intensity-setting display command when DIM mode is in effect. Each vertex block contains an additional blinkdim word for the vertex shape, and each arc block includes control for blink-dim of both the arc itself and its arrow.

Al.8.1 Vertex Blocks
Figure Al-5 shows the organization of a vertex block. Four words of the 19-word block are unused in a vertex block: these are words -16, $-15,-13$, and -4 .


Figure Al-5 A Vertex Block

Word -14 of a vertex block is used only to indicate whether the vertex is being displayed. Bit 0 is ZERO if and only if the vertex is displayed, and the remaining bits of this word are all ONE. When a vertex is displayed there is a PJMP call on the display list to word -12 of the vertex block. The display file of a vertex ends with either a POP at word -6 or a POP within the label block associated with the vertex.

The first display command of a vertex is a PJMP call to the positioning command words of the vertex block beginning at word -3. This positioning subroutine is also called by each arc which emanates from this vertex. The PJMP at word -12 also includes the bits to control the light pen status of the vertex. If a FULL window is being used (i.e., if the display scale is l) word -3 is EDS POINT CSB, and the next pair of words indicates the paper (or window) position of the vertex. If the window is not FULU then a vertex may be positioned anywhere on the paper, possibly off the screen area: this is done by using a non-intensified vector drawn from the origin by using EDS VEC CCB CSB followed by an appropriate $\Delta y$ and $\Delta x$. These $\Delta^{\prime}$ s are computed according to the paper position of the vertex, the window size, and the window position. Words -2 and -1 contain the only information about the vertex position. In order for this method to work properly, the dimensions of the display are always set to correspond to the scale. For example, when the window size is FOURTH the scale is 4 and the $x$ - and $y$-dimensions are set to 12 bits.

Words $-10,-9$, and -8 of a vertex block are dedicated to the vertex shape. Word -10 is the blink-dim word for the shape part of the vertex. The next pair of words constitute a PJMP call to the vertex shape. The eight shapes are closed subroutines ending with PNLS in the same field as character shapes, etc. The entry points for the shapes are
every other word in 16 consecutive words. Shapes are usually drawn in the same scale as the rest of the graph except when the scale is 8 ; in this case, shapes are drawn at scale 4 for better appearance by setting the scale as part of the PJMP. The other instance when the scale is set as part of the PJMP is when a vertex is created whose internal name is greater than 7747 ; in this case, a scale 2 setting is used. This is intended to have messages for the user in scale 2 - both light buttons and labels. Since each shape subroutine inhibits restoring the scale, and because of the way in which labels are called, any vertex whose internal name is greater than 77478 will be created with shape and label in scale 2. Subsequent execution of the SEIWIN command will treat all existing vertices in the same way, thus eliminating the special scaling. Words $-7,-6$, and -5 of a vertex block are dedicated to the vertex label. Word -7 is the blink-dim word for the label. If no offset or text have been defined then there is no vertex label block. In this case words -6 and -5 are $P O P$ and 2 respectively. If, on the other hand, there is a vertex label block words -6 and -5 constitute a JUMP to that block. The JUMP includes a scale setting for scale 2 whenever a FULU window is not being used. A description of the vertex label block is given in Sect. Al.9.

## Al.8.2 Arc Blocks

Figure Al-6 shows the organization of an arc block. All words of a 19-word block are used in an arc block. It was, in fact, the arc block which dictated the choice of the block length used.

Since an arc may exist independently of the existence of its associated vertices, two words of the arc block must contain the internal names of these vertices. The names may be the same, in which case the


Figure Al-6 An Arc Block
arc is a loop. Word -16 contains the name of the to-vertex and word -15 contains the name of the from-vertex. The vertices have no indicators of those arcs where they are used. Instead the arc list must be scanned to find those arcs which are defined in terms of a particular vertex.

When an arc is first created, it is not automatically displayed. In order to be displayed both vertices associated with the arc must exist.

When an arc which is not a loop is displayed, it is drawn as a straight line from its from-vertex to its to-vertex. An arc which is a loop is displayed as one of the four loops available (East, North, West, South). In either case the display file of the arc must begin by a positioning of the beam to the from-vertex. When an arc is displayed there is a PJMP call on the display list to word -14 of the arc block. Words -14 and -13 then constitute a PJMP call to the positioning part of the from-vertex block (word -3).

The actual arc is then drawn in two halves. If the arc is a nonloop each half is the same vector. If the arc is a loop each half is drawn as a result of the same call on one of the loop display subroutines. Each loop subroutine, however, tests and complements pushbutton 6 upon entry and therefore can draw first and second halves on alternate calls.

The first half of an arc is drawn as a result of the PJMP call at words -12 and -11. This PJMP is made to word -4 of the arc block itself. The PJMP also includes the bits to control the light pen status of the arc. Note that word -4 controls the blink-dim of the arc itself, and this display command word is executed for each half of the arc.

After the first half of the arc is drawn, the arrow (if any) and label (if any) are drawn. Words $-10,-9$, and -8 of each arc block are dedicated to the arc's arrow. Word -10 is the blink-dim word for the
arrow. If an arc being displayed has an arrow, words -9 and -8 constitute a PJMP call upon one of the eight available arrows. If a displayed arc does not have an arrow these words contain a PJMP call to a POP. The PJMP includes a scale setting so that arrows are drawn in scale 1 when the scale of the graph is either 1 or 2 . Otherwise they are drawn in scale 2.

Words $-7,-6$, and -5 of an arc block are dedicated to the arc label. Word -7 is the blink-dim word for the label. If no offset or text have been defined then there is no arc label block. In this case words -6 and -5 are POP and 2 respectively. If, on the other hand, there is an arc label block words -6 and -5 constitute a PJMP call to that block. The PJMP includes a scale setting for scale 2 whenever a FULJ window is not being used. A description of the arc label block is given in Sect. Al.9.

Both the arrow and arc label subroutines preserve the beam position so that the second half of the arc can then be drawn to complete the display of the arc.

When an arc is first created it is not automatically displayed. In order for an arc to be displayed both of its associated vertices must exist. Before an arc is displayed, some of contents of the arc block are not determined. The arc is then in an uncomputed state, which is indicated by word -14 containing 0 . When the display of a non-loop is begun the appropriate PJMP's must be determined for the initial positioning and for the arrow. Also the proper vector size must be determined according to the positions of the vertices. Once an arc has been computed, if it is then removed from the display list, it remains in a computed non-displayed state which is indicated by setting bit 0 of word -14 to ONE, and preserving the remainder of the word. If subsequently
there is a change which would require a re-computing of the arc, it is instead flagged as being uncomputed once again. This would happen, for example, when one of the arc's associated vertices is moved to a different position in the case when the arc is not a loop.

When an arc is a loop, its orientation is uniquely determined by which loop subroutine is called at woras -3 and -2 . A JUMP is all that is needed to call the loop subroutine since each one ends in a PNLS on the first half and $P O P$ on the second half.

## Al. 9 Label Blocks

Each vertex or arc which has an associated label offset or text has a label block. The block includes no pointers. It is entirely a display file subroutine which begins at the first word of the block and occupies as many words as are required, ending in a POP. A label block is associated with only one vertex or arc, and its existence is dependent upon the existence of its host.

There is one difference between a vertex label block and an arc label block. Although it is not necessary for a vertex label, an arc label must preserve the beam position. Therefore, an arc block must terminate with a correction vector, occupying three words of the block. These three words cannot be used for character codes as they are in a vertex label block. This is why a vertex label may be up to 27 characters in length whereas an arc label may only have 21 characters at most. Figure Al-7 shows full vertex label and arc label blocks. The subscripted a's represent 6-bit trimmed ASCII codes.

A label block begins with three words specifying the non-intensified offset vector. If a label exists, but is not displayed, the first word of the label block $t 5$ a PCP. The fourth word is INCR STOP, which is a

| EDS VEC |  |
| :--- | :--- |
| $\Delta y$ (non-intensified) |  |
| $\Delta x$ (escape) |  |
| INCR STOP |  |
| $a_{1}$ | $a_{2}$ |
| $a_{3}$ | $a_{4}$ |
| $a_{5}$ | $a_{6}$ |
| $a_{7}$ | $a_{8}$ |
| $a_{9}$ | $a_{10}$ |
| $a_{11}$ | $a_{12}$ |
| $a_{13}$ | $a_{14}$ |
| $a_{15}$ | $a_{16}$ |
| $a_{17}$ | $a_{18}$ |
| $a_{19}$ | $a_{20}$ |
| $a_{21}$ | $a_{22}$ |
| $a_{23}$ | $a_{24}$ |
| $a_{25}$ | $a_{26}$ |
| $a_{27}$ | 00 |
|  | $P 0 P$ |

Vertex Label Block

| EDS VEC |  |
| :---: | :---: |
| $\Delta y$ (non-intensified) |  |
| $\Delta \mathrm{x}$ (escape) |  |
| INCR STOP |  |
| $\mathrm{a}_{1}$ | $\mathrm{a}_{2}$ |
| $\mathrm{a}_{3}$ | $a_{4}$ |
| $\mathrm{a}_{5}$ | $\mathrm{a}_{6}$ |
| ${ }^{\text {a }} 7$ | ${ }^{\text {a }} 8$ |
| ${ }^{\text {a }} 9$ | ${ }^{\text {a }} 10$ |
| ${ }^{\text {a }} 11$ | $\mathrm{a}_{12}$ |
| ${ }_{13}$ | ${ }^{1} 14$ |
| ${ }^{\text {a }} 15$ | ${ }^{\text {a }} 16$ |
| ${ }^{\text {a }} 17$ | $\mathrm{a}_{18}$ |
| ${ }^{19}$ | ${ }^{2} 2$ |
| $\mathrm{a}_{21}$ | 00 |
| EDS VEC |  |
| $\Delta y$ (non-intensified) |  |
| $\Delta x$ (escape) |  |
| POP |  |

Arc Label Block

Figure Al-7 Full Label Blocks
special software signal to the PDP-8 to go into the interrupt-time routine which simulates a 6-bit character generator. This program organization will make it very easy to reassemble GPACK and CHTBL to take advantage of the speed of a character generator. The use of a character generator has one other advantage: it will make it possible to get light pen hits on labels. This is not possible now since the character generator simulator keeps initializing the display for each character, and display initialization clears the light pen enable flag.

Each character shape is stored as an increment mode subroutine. Normally a section of display file is as follows:


However, since the PDP-8 is performing the dispatching, each such subroutine must end in an internal stop. Instead of just replacing the POP by STOP, each POP has been eliminated and each character begins with EDS INCR STOP. An extra STOP is placed after the last character shape. Thus, the display file of characters is of the following form:

EDS INCR STOP

EDS INCR STOP

EDS INCR STOP
etc.
Thus there has been a net savings of 62 locations over the obvious organization. The only software overhead, which takes negligible time, is the necessity of performing a resume (RES2) in the PDP-8 after initializing to a new character.

The simulated character generator routine escapes whenever it reads a character code of all ZERO's in either the left or right byte. Figure Al-7 shows label blocks which contain the maximum number of text characters. When there are fewer characters (even none) the one or four termination words appear imediately following the word containing the escape code. Al. 10 Light Pen Pointing

Whenever the light pen is pointed at a displayed entity whose light pen status has been enabled, an interrupt causes the light pen handler to be entered. If the light pen handler interlock is clear, the handler will record information pertinent to the hit entity. Due to the restricted form of the display file of DOGGIE, it is very easy to determine which entity caused the light pen hit. The display pushdown list provides the fundamental key. This list consists of three levels (6 locations) where the first level simply records the call upon the display list. The second level records each call upon a displayed entity, and the third records the various subroutine calls described in Sect. Al.8. These. include vertex positioning, vertex shape, arrow, arc label, and loop subroutines. The light pen handler makes use of the second level of the pushdown list to determine the entity which caused the hit.

## Al. 11 Light Pen Tracking

It is relatively easy to do light pen tracking on the DEC-338 using the Light Pen Sense Indicator. A square tracking box is drawn of a size barely larger than the field of view of the light pen. Before each side is drawn the IPSI is cleared. After each side is drawn, the LPSI is checked. If it is ON, this indicates that side is within the field of view of the light pen, and therefore a small correction vector is drawn which moves the box toward the side just drawn. Since this is done for
each of the four sides, it tends to keep the box positioned under the light pen as the pen is moved around the screen. A camplete programming example of this method of light pen tracking is given in the report on the PDPMAP Assembly System.

The above method used for tracking is effective only if the square is drawn every few milliseconds. The less frequently the square is drawn, the slower is the speed at which the pen may be moved about the screen. This requirement makes effective tracking rather difficult to implement on the DEC-338. The method employed within DOGGIE takes advantage of the limited structure of the display file. If no tracking is in effect, there is no overhead of extra subroutine calls. When tracking is in progress, the PDP-8 externally stops the display every $31 / 3$ milliseconds. The interrupt service routine for the external stop flag saves the contents of the second level of the display pushdown list and replaces it by a fake return to the tracking subroutine; then the display is resumed. After the display stops displaying the current entity, the tracking subroutine is entered.

The tracking routine begins by an absolute point plot for the positioning of the tracking box. After the box is drawn, with possible correction vectors, an internal stop occurs. The interrupt service routine for this internal stop reads the coordinate registers which indicate the updated tracking box position. At this time the second level of the display pushdown list is restored, and the pushdown pointer is repositioned so that the next entity to be displayed is displayed when control exits from the tracking subroutine. Thus, in effect, the tracking subroutine is like another entity on the display list squeezed. between two consecutive display list subroutine calls.

The above description is meant to be an overview of the tracking process. There are some subtle special cases which arise due mainly to timing considerations for which additional checking is made. Al. 12 Use of the Disk

Since the memory size of the DEC-338 is 8 K , and since much local activity is desirable, the DF32 Disk is an integral part of the Interactive Graph Theory System. This disk is used primarily for the storage of $\cdot$ program overlays. These overlays are stored on the disk as USER SAVE files of the PDP-8 Disk Monitor System. They are loaded by a DOGGIE command according to a name of one to four alphanumeric characters. The programmer may also use the Disk System basic input/output routine to read or write 128-word blocks.

The PDP-8 Disk Monitor System is being used because of the ease of maintaining files. The author could have written his own version of the system, but such an effort would not significantly enhance the system performance. Furthermore, there are many already existing utility and systems programs which aid the Interactive Graph Theory System builder in maintaining and adding to the system. The one major disadvantage of using the already-existing Disk System is its relatively slow speed. A special-purpose rigid system might speed up current operations at least tenfold; however, this one disadvantage has been overshadowed by the many advantages of using the standard system.

All of the Disk Monitor System is used as provided by DEC except the basic input/output routine which is incompatible for use with the program intermupt system of the PDP-8. For servicing the display and and dataphone, it is an absolute necessity to keep interrupts enabled nearly all the time. The basic routine "SYSIO" has been rewritten to
operate with intermupt $O N$, and is compatible with the various parts of the Disk System. It can also be called by a user function program through a pointer in a communication cell on page 0 . When this call is made, the real SYSIO is not called, but an alternate one is actually called which sets some indicators and then calls upon the basic routine.

The new SYSIO, along with the way in which the LOAD command is coded, allows for useful computation to proceed during disk input/output transfer times. Moreover, the interrupt service routine for the disk "remembers" one level of interrupt status, and allows other interrupts to occur during execution of the Disk System routines.

## APPENDIX 2

## USER PROGRAMS

This appendix supplements Chapter 4 by describing essential details regarding the creation of user programs - both local ones and those used as subroutines of the central computer. A listing of the SELECT routine described in Section 4.7.6.2.2.1 is included as an example of a user program.

## A2.1 General Considerations

The PDPMAP Assembly System [27] is used to assemble user programs. The process operates in two steps: the MAP Assembler first performs the assembly through the macro and operation code definition facilities, and then a postprocessor program transforms the 36 -bit code produced by the MAP assembly into l2-bit words. The postprocessor also creates offpage links to help the programmer with the paged addressing of the PDP-8. The final result of the assembly is an absolute program stored in the output file (on the disk of the IBM 7040) associated with the DEC-338 terminal. Once this binary file has been placed there, the user at the terminal may cause that file to be transmitted to the DEC-338 and have it stored on the minidisk.

Each user program source deck begins by 113 cards which serve to prime the MAP Assembler to assemble PDP-8 programs with references to the DOGGIE communication cells and the following macros: DOGGIE, ENDDOG, DOG, T. The use of these macros was explained in Section 4.6.3. For completeness, a listing of the 113 definition cards follows below. Note that the communication cell names are defined to be external symbols. The values of these symbols are defined at load time before the post-
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processor operates. The definitions are contained in a separate binary deck (named GRUSER) as absolute entry points. This deck was assembled in the absolute mode (ABSMOD) without any assembled code. If the assignment of communication cells to locations ever had to change in DOGGIE, then only the GRUSER deck would have to be reassembled and postprocessing would be performed for every user program. The alternative of including the definitions of the commuication cells within the 113-card definitions would necessitate a more severe changeover requiring the re-assembly of every user program.

As introduced in Section 4.6, user programs may be executed within the one area of the DEC-338 memory from location 06000 to location 07577. A user program may call upon the DOGGIE interpreter to load a program segment which co-exists in the user program area. Loading may alternatively be used to overlay a program segment in the case where the calling program is no longer needed. The progranmer must beware that the loading of any program segment will not preserve the previous contents of locations 07200 through 07577.

The program interrupt system of the DEC- 338 must generally remain ON during the execution of user programs. This is necessary for proper operation of the display and the various input/output devices serviced by DOGGIE. If a user program must turn interrupt OFF for some special purpose, it should be off for no longer than about one millisecond.

## A2.2 Local User Programs

All of the functions available under the Graph Monitor are carried out by local user programs. The Graph Monitor itself calls upon one of nine possible program segments according to user action. Each of these segments has an initial loading address and starting address at location
06000.

Additional local user programs may be created and placed on the DEC- 338 minidisk. Such programs are listed by the "Miscellaneous Functions" monitor available through the Graph Monitor. Such programs must be saved as a contiguous sequence of pages, but there is no restriction on the placement other than starting at a page boundary. When a user selects one of these functions, the "Miscellaneous Functions" monitor loads the segment and starts it at its initial load point as indicated in the directory of the Disk Monitor System. Since a local user program may include one or more program segments, the convention was established for the "Miscellaneous Functions" monitor to avoid listing any user program name which begins with a period. Thus a name of this form should be used for secondary program segments whose names should not be listed.

## A2.3 User Programs as Subroutines

Section 4.7.5.2 described the facility for an interactive ALTA program in the central computer to call upon a user program in the DEC-338 as a subroutine. This section presents some information which the programer of this type of user program must know.

There are nine available slots for user programs in the DEC-338. An interactive ALLA program may call upon one of these by the following type of statement:

CALL USER( $n$ )
where $\underline{n}$ is an integer expression whose value is between $I$ and 9. This statement causes the loading of the corresponding program segment in the DEC-338. These segments are named USE1, USE2, ...., USE9 and must
have an initial load point and starting address of location 06200. During the operation of the user program, locations 06000 through 06177 should not be altered. This area contains both the Teletype input service routine and past status information sent to the IBM 7040. In addition, it contains a termination routine which the user program may call to terminate interactive execution.

One user program, USE9, has already been written and is part of the basic system. It is used to select entities through light pen and pushbutton control. This program is presented as an example in Section A2.4. The remaining eight user program slots are available. The basic system currently contains a one-page version of each of the programs USE1, USE2, ..., USE8 so that something proper will happen in case an interactive ALIA program makes such a call. Each of these programs displays an informative message indicating that it was called. The user may then depress a pushbutton to resume interactive execution.

Within a user program, if there is to be Teletype input collected as input to the IBM 7040 via the communication cells, the programmer must be sure to call upon the Teletype service routine at location 06047 at least every 100 milliseconds.

When a user program is ready to terminate and send status to the IBM 7040, it does so by calling the DOGGIE interpreter with the following command sequence to load and start the Send-Status (SNDS) overlay: DOG LOADGO OCT 2316,0423,6200

A user program should include tests for the manual interrupt button. For termination of execution, the DOGGIE interpreter should be called with the following command sequence to load the Dataphone-send
routine (GSEN) and start the termination routine: DOG LOADGO OCT 0723,0516,6046

Examples of the above two types of termination are included in the SELECT routine listed in the next section.

A2. 4 SELECT Routine
The SELECT routine is saved on the DEC- 338 minidisk as user file "USE9." The characteristics of the operation of the program were described in Section 4.7.6.2.2.1. An assembly listing of SEUECT produced during the first step of the PDPMAP Assembly process is given below. With the description mentioned above and the comments in the listing, there is no need for further explanation.
UNLIST PDP-8 DEFINITIONS 6/1/67 (30 CARDS)
UNLIST
USER PROCRAN DEFINS.
'SELECT' INTERACTIVE USER PROGRAM ('USEP')
USED CURIHG EXECUTIDN TO SELECT AN ENTITY
OCTADR EXIHI, 6046 ENTRY POINTS IN 'SLAVE.
'SELECT' INTERACTIVE USER PROGRAM ('USEP')
USED CURIHG EXECUTIDN TO SELECT AN ENTITY
OCTADR EXIHI, 6046 ENTRY POINTS IN 'SLAVE. OCTADR SERVIC,6047





$$
\ldots
$$

$$
\begin{aligned}
& \text { COOOV } 01111 \\
& \text { SOKEND SELECT }
\end{aligned}
$$

## STO-BLINK;WHOIEARC <br> SELOLT DOG (STOP,BLINK;WHOLE,ARC) SELOLD *** SELNET DOG (START,BLINK,WHOLE,ARC) SELNEW ***

$\begin{array}{lll}00302 & 06000000000010000 \\ 06304 & 0600000000001000 .\end{array}$
OR VERTEX

$$
\begin{aligned}
& \text { OR VERTEX } \\
& \text { OR VERTEX }
\end{aligned}
$$
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## APPENDIX 3

ALLA PREPROCESSOR

## A3.1 Introduction

The ALJA Language is compiled in two stages: the first stage consists of some minor syntax alteration, the creation of declaration statements, and some other miscellaneous functions. The input to this stage is ALTA enriched by the interactive commands; the output is a FORTRAN IV program. The second stage of the compilation process is the application of the FORTRAN compiler. The input to this stage is the output from the first stage, and the output of the second stage is a relocatable binary deck. Error detection is done in both stages. The first stage does not attempt to check for those error conditions which cause FORTRAN IV errors.

This appendix sketches the operations performed by the first stage or preprocessor. The preprocessor is a string-manipulation program. As such, it should be written in a string manipulation language capable of producing output which can be used as input to the FORTRAN compiler. SNOBOL is an effective language, but the 7040 implementation did not properly output to anything but the line printer. The $L^{6}$ Language was chosen for the writing of the preprocessor for machine independence and since it was already being used for the Data Structure Package in the Graph Theory System.

The preprocessor program consists of approximately 350 lines of $L^{6}$ source statements. The source deck is well commented and consists of over 950 card images. The program includes about 10 images which are MAP code. They are concerned with setting indicators in the $L^{6}$ Subroutine Package, referencing the DOGIBL deck, and termination. The DOGTBL deck
is a table assembled by MAP as a separate relocatable binary deck, but loaded along with the preprocessor. It is a table of all DOGGIE words along with their values.

The remainder of this appendix is a functional description of the preprocessor program. Also given is a list of error messages along with the cases which cause them to occur. The appendix ends in an example which shows a short program before and after preprocessing.

## A3.2 Functional Description

The preprocessor begins by setting two switches in the $L^{6}$ Subroutine Package to cause page headings to be printed and to allow the reading of card images with a $\$$ in the first column. All available storage is then assigned as blocks of two words, seven $L^{6}$ fields are defined, and some initialization is done which includes the printing of a heading.

The major loop of the program is then entered, which begins by reading a card image. The preprocessor operates on one card at a time. It begins by reading the card and listing it on the printed output - only the first 72 columns are read. The card is read in as a string of characters stored one character per block in a doubly-linked list of blocks. This allows for effective scanning and replacements in the card image. The card is then scanned, and in some cases transformed. If the card is not a comment card, and if no error is detected then one or more card images are outputted by using the $L^{6}$ punch operations. These "punched" cards are actually placed on the System Punch File, which during preprocessing is assigned to an area on the disk. When the FORTRAN compiler later processes the preprocessed program, it will read it directly from this disk area.

A comment card is any card with the letter "C" or the character "*" in the first column. Although these cards are listed, they are not punched as output. The first non-comment card may be a $\$$-card. This is the only place where reading of a $\$$-card is allowed; any other attempt causes an END card to be generated and preprocessing to be terminated.

The second non-comment card read is normally a SUBROUTINE or FUNCTION declaration card. When this card, possibly transformed, is punched, it is followed by 15 declaration cards which define the builtin functions and variables of ALLA and DOGGIE interactive statements. The cards are shown in Sect. A3.4.

In general, after a card is read, columns l-6 are checked for any non-digits. If these columns contain a character which is neither a blank nor a digit, then an error diagnostic is printed and the card is ignored. Column 6 is used to denote a continuation card. If this column is not blank, then no scanning or transformation is done - the card is simply outputted. This means that all statements which must be transformed must be contained on one card image. This is not a severe restriction.

The card is then scanned starting at column'7. Leading blanks are ignored, and if the entire card is found to be blank, it is ignored. Beginning at the first non-blank column, up to 12 more columns are scanned. During this scanning, finding either an equal-sign, a right-parenthesis, or the end of the card causes scanning to terminate, and the card is outputted without transformation. If a left-parenthesis or blank column is encountered within these 12 columns further checking is done; otherwise the card is outputted without transformation.

If a left-parenthesis is found, any characters which may have preceded that character are checked. If they are either LELM or RELM, or the name of a property which has been previously declared as such by a PROPERTY statement, then further checking is done; otherwise the card is outputted without transformation. Further checking consists of finding an equal sign and a right-parenthesis as the first non-blank character immediately preceding it. If these tests are not met, the card is outputted without transformation. The assignment of a value to one of the elements of a pair is transformed from

LELM $(\operatorname{expr})=$ ent or $\quad$ RELM $(\operatorname{expr})=$ ent
to
CALL STLELM (expr,ent) or CALL STREHM (expr,ent)
where expr is any string of characters not including an equal-sign, and ent is any string of characters.

The assignment of a value to a property is transformed from name $($ expr $)=$ val
to
CALL SETVAL(name, expr,val)
where name is a property name, expr is any string, of characters not including an equal sign, and val is any string of characters.

When a blank column is encountered within the 12 scanned columns, the preceding characters are checked. If they match one of the key words listed below further checking is done according to the particular word. Otherwise, the blank is ignored and scanning continues as if it hadn't been there. The key words which cause continued processing are:
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| ENTITY | DOG |
| :--- | :--- |
| PROPERTY | DOGSET |
| REMPROP | DOGSTRING |
| CREATE | DOGTEXT |
| INSERT | DOGFLUSH |
| REMOVE | GETSTATUS |
| PUSH | WAITCHANGE |
| DELETE | GETGRAPH |
| THROUGH | ESCAPE |
| END | TERMINATE |

The next few subsections describe the checking and the transformations which occur for each of the statement types.

## A3.2.1 Declarations

When the word "ENTITY" begins a statement, it is replaced by the word "INTEGER."

When the word "PROPERTY" begins a statement, it is replaced by the word "EXTERNAL". In addition, each property name is put onto a list of property names, which is used in the preprocessing of a statement which contains a left-parenthesis, as described in the preceding section.

A3.2.2 Data Structure Commands
The statement for the removal of a property is transformed from REMPROP p FROM expr
to
CAIL REMPRO (p,expr)
Note the dummy word "FROM" is skipped over, yet ignored. Therefore, any word may be substituted in its place. This is also the case for the INSERT, REMOVE, and PUSH statements.

The following table summarizes the transformations made on the other Data Structure commands．

FROM
CREATE ATOM ent

CREATE PAIR ent

CREATE SET ent
INSERT exprl INTO expr2
REMOVE exprl FROM expr2
PUSH exprl ONTO expr2
DETETE expr

TO
CAL工 CRATOM（ent）
CAL工 CRPAIR（ent）
CALI CRSET（ent）
CALL INSERT（exprl，expr2）
CALL REMOVE（exprl，expr2）
CAIL PUSH（expr1，expr2）
CAIJ DETEETE（expr）

A3．2．3 Control Statements
The THROUGH statement is transformed in a somewhat more complex manner than the other AL工A statements described above．The general form of a THROUGH loop is：

THROUGH n FORAIJ，ent IN expr
n


This form is transformed into：
CALL FORAL工（ $\alpha$ ，ent，expr）
$t_{1}$ IF（FORNXT（d））GONO $t_{2}$
n $\quad \therefore$ ．

GOTO $t_{1}$
$t_{2}$ CONTINUE
：
where $\underline{d}$ is a non－zero integer indicating the depth of nested THROUGH
loops，and $t_{1}$ and $t_{2}$ are generated statement numbers．

When the preprocessor encounters a bonafide THROUGH statement, it generates two unique statement numbers. These numbers start at 99001 and 99002, and two such statement numbers are generated for each THROUGH statement. The preprocessor maintains a pushdown list of pairs of statement numbers. One entry represents one open THROUGH loop, and statement numbers $\underline{n}$ and $t_{1}$ are saved.

As each card image, possibly transformed, is outputted, its statement number (if any) is checked against those statement numbers in this pushdown list. When appropriate, each THROUGH loop ending on that particular statement number is closed by outputting a pair of generated card images. The deepest loops are closed first.

This method may appear redundant, but the reader should realize that no types of GOTO statements are transformed, and it is possible, according to the description of ALIA, to transfer control out of a THROUGH loop into a higher-level THROUGH loop. The execution-time operation of THROUGH loops is discussed in Sect. A4.3.

The END statement terminates compilation (and thus preprocessing) of a program. The detection of this statement or of a $\$$-card by the preprocessor causes a final check to be performed. The pushdown list of open THROUGH loops is observed, and if there are any open ones, an appropriate error message is printed along with a list of all those statement numbers needed to close the loops.

## A3.2.4 DOG Statements

The DOG and DOGSEI statements are extensively transformed in much the same way. For the DOG statement scanning begins imnediately, and it results in a subroutine call statement with any number of arguments. However, scanning begins after the equal-sign for a DOGSEP statement,
and it resuits in an arithmetic statement. In both cases, legitimate DOGGIE words are evaluated by the preprocessor, and expressions separated by commas are individually evaluated into one integer by performing the inclusive-OR of all terms of each expression. This scanning stops, and the remainder of the card image is not transformed, as soon as one of the following special characters is found: left-parenthesis, plus, minus, or asterisk.

During the scanning, if a string of characters is found which is not a DOGGIE word, it is ignored, and a corresponding error message is printed. If there is either no expression given or if the expression given in undefined, a value of $O$ is assumed.

As an example, the statement:
DOG START EXIST WHOLE VERTEX 2,CRNAME,PENPNT SCREEN,+NEWX
is transformed to:
CAIJ $\operatorname{DOG}(1546,0,3072,+$ NEWX $)$
Also, the statement:
DOGSET SEWV2 = START EXIST WHOLE VERTEX 2
is transformed to:
SEWV2 $=1546$
When the word DOGSTRING is detected by the preprocessor, the first non-blank character is found, and remembered as the signal character. If none exists, an error message is printed. The remainder of the card image is scanned, with a counter keeping track of the number of characters encountered. Scanning stops when the signal character is encountered or if the end of the card is reached. In the second case, a back scan is performed in order to find the last non-blank character on the line. Then a signal character is inserted to the right of that last non-blank
character, and the scanning and character counting is repeated.
As a result of one or two scans, a character count is then known. It is used in integer form as the first argument in the subroutine call generated. The second argument begins with the same integer count concatenated to the letter "H" and that concatenated to the character string which is between the two signal characters. Thus a statement of the form:

DOGSTRING $\mathrm{Sc}_{1} \mathrm{c}_{2} \cdot \cdots \mathrm{c}_{\mathrm{n}} \mathrm{s}$
or

DOGSIRING $\mathrm{Sc}_{1} \mathrm{c}_{2} \ldots \mathrm{c}_{\mathrm{n}}$
is transformed to
CALL DOGSIR ( $n, n H c_{1} c_{2} \ldots c_{n}$ )
where $s$ is the signal character, the subscripted $c^{\prime} s$ constitute the character string, and $\underline{s}$ is not the same character as any of the $c^{i} s$.

The other two statements belonging to this group are transformed by simply generating a subroutine call. A statement of the form: DOGIEXT args
is transformed to
CALU DOGIEX (args)
where args represents any number of arguments separated by cammas. The statement

DOGFLUSH
is transformed to
CALL DOGFLU

## A3.2.5 Interactive statements

The five statements used to control the interactive aspects of the Graph Theory System are transformed by simply generating a subroutine call.

The following table summarizes these transformations.

FROM
GETSTATUS
WAITCHANGE
GETGRAPH g
ESCAPE
TERMINATE

## TO

CALL GEISTA
CAIL WAITCH
CALL GEIGRA (g)
CAL工 ESCAPE
CALL TERMIN

## A3.3 Error Messages

The one type of error message which is given at the end of a source deck is the indication of those statement numbers required to end THROUGH loops. Otherwise, error messages are printed by the preprocessor immediately following the printing of the source card image which caused the error.

There are no fatal errors which stop the second phase of the FORTRAN compilation to proceed; however, the reading of a $\$$-card after the first card of the program causes preprocessing to cease. Many errors detected by the preproceșsor cause the entire card to be ignored. This is helpful in those cases where the programmer forgot to remove a mispunched card from his source deck. At the same time, this course of action may introduce other errors in the FORTRAN compilation. For example, if an ignored card had a statement number, it would most likely create undefined references to that statement number, or possibly cause a THROUGH loop to be open.

In order to be conspicuous among the listing of the source statements, error messages all begin with eight periods at the left margin. There are ten possible error messages which may appear. Along with each message is an indication of those cases which cause the message to
be printed.
(a)
........ BAD LABEL, CARD IGNORED
Characters other than digits or blanks were found in the first six columns of a card which is not a comment card.
(b)
......... ERROR, CARD IGNORED
Incomplete or illegal syntax has been detected for one of the following statements: REMPROP, CREATE, INSERT, REMOVE, PUSH, DEIETE, DOGTEXT, GETGRAPH.
(c) ........ TYPE SPECIFICATION MISSING, CARD IGNORED

A CREATE statement was missing one of the words ATOM, PAIR, or SET.
(d) ........ ILLEGAL 'IHROUGH' STATEMENT', CARD IGNORED

Incomplete syntax was detected or a bound variable was specified which was not a nonsubscripted entity variable.
(e) ......... ILLEGAL STATEMENT NUMBER, CARD IGNORED

A THROUGH statement was found with non-digits where the statement number should be.
(f) ......... ERROR IN TERM, TERM IGNORED

- During the scanning of a DOG or DOGSES statement a character string was encountered which is not a DOGGIE word.
(g) ......... NO ' $=$ ' FOUND, CARD IGNORED

No equal-sign was found in a DOGSET statement.
(h) ......... CARD IGNORED

No characters were found to be used as a string in a DOGSTRING statement.
(i) ........ \$-CARD ENCOUNIERED, 'END' GENERATED

A card with a dollar sign in the first column was read other than as the first non-comment card of the program, and before an END card
was read.
(j) ........ THE FOLLOWING STATEMENTI NUMBERS ARE NEEDED TO END 'THROUGH'

LOOPS
. $n_{1}$
$\mathrm{n}_{2}$
:
At the end of preprocessing due to either the reading of an END card or $\$$-card, there are THROUGH loops which have not been closed.

## A3.4 An Example

A short program named MKCMPL is shown below before preprocessing (as an interactive ALIA program) and after preprocessing (as a FORTRAN IV program). Both printouts are taken from a computer run. Since preprocessing has been covered earlier in this appendix, there is no need to give further explanations. The reader may compare the two listings, turning back to the earlier sections for reference. The source program was prepared with statements beginning at column 8 . The subroutine can actually be used and therefore serve as another example of an interactive ATJA program.

SQURCE STATEMENT

SIBFTC MKCMPL
SURROUTINE MKCMPL

* NAKE THE GRAPH ON THE SCREEN A COMPLETE ONE ENIITY VI, V2,G LOGICAL SWITCH
INTEGER INNANE
GETGRAPH G
DOG STOP EXIST WHOLE ARC, ALL DOG SETCRN ARC,I
THROUGH 20 FORALL VL IN LELM(G)
SWITCH $=$.FALSE.
THROUGH 20 FORALL V2 IN LELM(G)
IF (SWIICH) GOTO 10
IF (V1.EQ. V2) SWITCH =.TRUE.
GOTU 20
10 ... DUG START EXISI WHOLE ARC,CRNAME, + INNAME (V1), INNAME Y 2 )
20 CONTINUE
DOG START DSPLAY WHOLE ARC, ALL
CALL MESSAG(3)
DOGSTRING 'A COMPLETE GRAPH IS SHOWN'
TERMINATE
STOP



## APPENDIX 4

AILA MEMORY STRUCTURE AND SUBROUTINE PACKAGE

## A4.1 Introduction

This appendix describes the implementation underlying the execu-.
tion of ATLA programs. It serves as the counterpart to Chapter 3
which described AILA at the level of the programmer. The ALIA programmer need not.be acquainted with the information described here, in the same sense that the FORTRAN programmer need not know the underlying details of the FORTRAN system. This appendix is included for the reader interested in memory structures and for the systems programer maintaining the ALIA System.

A4.2 Memory Structure
This section describes the way in which the IBM 7040 memory is allocated for the storage of the ALIA Data structure as described in Chapter 3. The Data Structure is descriptive of the relationships being modeled as observed at the level of the programmer of ALIA. Although the data structure influences the way in which the storage is used, there is much flexibility over the design of the memory structure. The memory structure is presented here as it is currently implemented in the $L^{6}$ system. The reader of this section is expected to be acquainted with $L^{6}$ on the IBM 7040 as basically described in a paper by Kenneth Knowlton and further advanced by the author and Paul A. T. Wolfgang. [32,77]

All available storage is allocated as blocks of two 36-bit words for purposes of handling the ALIA structure. Six of the 72 available bits of each block are used by the $L^{6}$ system as indicators; these are bits $0-2$ and 18-20 of word 0 of each block. Since pointers must be 15 bits in field width, this is not a burden.

## A4.2.1 Rings

The fundamental constituent of the memory structure is the ring which is used to model sets, property-sets, and use-sets. Each ring has at least one block called the ring-start. The ring consists of a ringstart and any number of links (link blocks) which are all tied together by a doubly linked list. Figure A4-1 shows a ring with three link blocks. The shaded areas of the blocks indicate unused bits. The small letters within the blocks indicate $L^{6}$ field names. The B field always contains a back pointer, and the $F$ field is used as a forward pointer so the whole ring is doubly linked. In a ring with no links, both the $B$ and $F$ fields of the ring-start point to the ring-start itself. The H field of each link block contains a pointer to the ring-start of the ring in which the link is contained. The Efield of each link contains a pointer to the block which is the actual element of the ring; the link blocks themselves are used only to relate the elements.

The $T$ field of most blocks used in the structure is a 3-bit indicator of the type of block. This field is 0 for link blocks, and it may be 1, 3, 4, or 5 to indicate the various categories of ring-starts. A4.2.2 Entity Blocks

Each entity (atom, pair, or set) existing in the structure is represented by a single block - an entity block. Each entity block has a $P$ field which is in general a pointer to the property set of the entity. An empty property set may be indicated by the $P$ field containing 0 . Each entity block also has a $U$ field which is in general a pointer to the useset of the entity. An empty use-set may be indicated by the $U$ field containing O. Figure A4-2 shows the entity blocks for each type of entity.


(a) Atom

(b) Pair


Figure A4-2 Entity Blocks

An atom entity block is distinguished by a $T$ field of 1 . Since an atom has no substructure, the property set of an atom is the atom itself. As shown in Fig. A4-2(a), the P field of the block points to the block itself. An atom entity block is therefore always a ring-start. When the property set of an atom is empty the $B$ field and $F$ field also point to the block itself.

A pair entity block is distinguished by a $T$ field of 2 . If the pair has a left-element the $I$ field contains a pointer to it; otherwise the field contains 0 . If the pair has a right-element the $R$ field contains a pointer to it; otherwise the field contains 0 .

A set entity block is distinguished by a $T$ field of 3 . This type of block is always a ring-start for the ring of members of the set. When the set is empty the $B$ field and $F$ field of the block point to the block itself.

## A4.2.3 Property Sets

The previous section described how an atom is its own property set. The property set of a pair or a set is a separate ring pointed to by the Pfield of the entity block. This kind of ring is distinguished by a T field of 4 as shown in Figure A4-3. Field $P$ of the ring-start of the property set is a pointer to the entity block of the entity to which the property set belongs. Note this is consistent with the arrangement of the property set of an atom.

The elements of a property set are called property elements. Each property element is represented by one property element block. Its form is shown in Figure A4-4. Each property element block is referenced only once; this is as a particular element of a particular property set. Field $N$ of a property element block is a representation of the property


Figure A4-3 Property Set of a Pair or Set


Figure A4-4 A Property Element Block


Figure A4-5 A Use-Set
name of the property element. It is the 15 -bit address of the location in the IBM 7040 memory which is the entry point of the function whose name is the property name in question. It is this function which is called when this property of an entity is used. Field $V$ of a property element block is the $36-b i t$ value of the property of the property element. When the property is an entity property, only the low-order 15 bits are meaningful; they constitute a pointer to the entity which is the value of the property element.
A.4.2.4 Use-Sets

Section A4.2.2 described how entities point to use-sets (see Figure $A 4-2$ ). A use-set is represented by a ring with the $T$ field of the ring-start containing 4. For completeness, the form of a use-set is given in Figure A4-5.

The elements of a use-set are called use-elements. Each use-element is represented only by the element pointer in field $E$ of each link block of the use-set. As described in Section 3.17 there are three types of uses which a use-element may represent:

1. When a use-element represents a use as the value of an entity property, the corresponding element pointer points to the link block (of the property set) which points to the property element where the use occurs.
2. When a use-element represents a use as an element of a pair, the corresponding element pointer points to the pair where the use occurs.
3. When a use-element represents a use as a member of a set, the corresponding element pointer points to the link block (of the set) which accounts for the particular membership.


To illustrate the above cases, an example is presented in Figure A4-6 where a pair $\alpha$ is used as a value of a property of an atom $\beta$, as a right-element of a pair $\gamma$, and as a member of a set $\delta$. The figure shows only enough blocks to be of help in illustrating the structure of the use-set. Note $\gamma$ also happens to be the left-element of $\alpha$.

## A4.3 Subroutine Package

The Subroutine Package is the collection of subroutines which define the ALIA data structure and memory structure. The preprocessor transforms ALIA into FORTRAN IV, so that standard FORTRAN CAIJ statements and LOGICAL and INTEGER FUNCTIONs are used to call upon the subroutines of the ALLA Subroutine Package.

The Subroutine Package is part of the symbolic deck DATSTR which is compiled by $L^{6}$. The deck is a mixture of MAP macro definitions, $L^{6}$ source code, and some IBM 7040 assembly language. The size of the deck is nearly 600 cards including comments, where about one-third of the deck is $L^{6}$ code. There are 30 subroutines written to be compatible with FORTRAN calling sequences. These are written in $L^{6}$ except for the subroutine definition and return statements. These subroutines call upon about 12 common subroutines written in $L^{6}$ alone. The deck also includes the initialization routine which allocates free storage, defines $L^{6}$ fields, etc. One other subroutine included in the DATSTR deck is written in a mixture of $L^{6}$ and MAP assembly code; it is used in the evaluation of properties.

A4.3.1 Form of Subroutines
Five macros are defined which allow for the interfacing of FORTRAN with $L^{6}$. A subroutine which is called as a FORTRAN SUBROUTINE begins with a statement of the form

SUBR name $\left(a_{1}, a_{2}, \ldots, a_{n}\right)$
where name is the name of the subroutine, each subscripted a is a single letter representing an $L^{6}$ bug name, and $\underline{n}$ is the number of arguments. Argument lists in FORTRAN consist of pointers to actual arguments. The SUBR macro converts each argument pointer into an $L^{6}$ pointer (by complementing it) and stores it in the bug named by the corresponding letter in the SUBR statement. Thus the $L^{6}$ routine is called by name for each argument which is either a variable name or a FUNCTION name. A subroutine of this form ends with a conventional REIURN statement of the form REITURN name
where name is the name of the subroutine.
A subroutine which is written to be called as a FORTRAN FUNCTION begins with a statement of the form

FUNC name $\left(a_{1}, a_{2}, \ldots, a_{n}\right)$
which defines a FUNCTION subroutine in the same manner that the SUBR statement defines a SUBROUTINE. The one difference between these two types of subroutines is that a FUNCTION subroutine returns a result to the calling program via the accumulator register of the IBM 7040. In order to specify such a return, the following statement form is used:

## ACRETN name, a

where name is the name of the FUNCTION subroutine, and a is a single letter representing the $L^{6}$ bug name of the bug whose contents are to be placed in the accumulator. This version of a FUNCTION return is appropriate for INTEGER FUNCTIONS.

A LOGICAI FUNCIION subroutine is terminated by one of the following statement forms:
T. RETN name
or F.RETN name
where name is the name of the FUNCTION subroutine. The first form signifies a returned value of .TRUE. and the second form is for a value of .FALSE. .

A4.3.2 Examples
The three subroutines presented in the following subsections are the actual ones being used in the Subroutine Package. The first one is the INIEGER FUNCTION subroutine which evaluates the left-element of a pair. The second one is the LOGICAI FUNCTION subroutine which determines whether its argument is an empty set. Both of these subroutines call upon the common subroutine CHECKA which determines whether bug A points to a word containing 0 and thus represents the undefined entity. If this is the case, the alternate return is used. When the normal return is taken, bug A contains the argument itself. Note field A represents the address portion of the word, i.e., it is defined as bits 2l-35 of word 0. The source listing of this subroutine follows:

CHECKA THEN (A,A)
IF ( $\mathrm{A}, \mathrm{E}, \mathrm{O}$ ) FAIL
THEN DONE

The third subroutine presented is the INTEGER FUNCTION subroutine used to create an atom. This routine is included among the examples since it makes use of the call-by-name feature whereas the first two examples call upon the CHECKA subroutine, thus immediately evaluating the argument.

```
A4.3.2.1 LETM
    The source listing of LELM follows:
    FUNC LELM(A)
    THEN (LELMM,DO,CHECKA)
    IF (AT,N,2)THEN(A,E,O)LELMI
    THEN (A,L)
LELMI ACRETN LEHM,A
The returned value of LELM is O (undefined) when either the argument is
undefined or is not a pair; otherwise the contents of the L field of the
block representing the pair is returned.
A4.3.2.2 EMPTY
    The source listing of EMPTY follows:
    FUUNC EMPTY(A)
    THEN (EMPTYI,DO, CHECKA)
    IFAIL (AT,E, 3)(AF,P,A) EMPIYI
    F.RETN EMPTY
EMPTYI T.RETN EMPTY
The value of EMPTY is .TRUE. if and only if either its argument is unde-
fined or is a set which is empty.
A4.3.2.3 CRATOM
    The CRATOM subroutine calls upon the common subroutine CRRNG which
    creates a ring-start. The source listings of CRRNG and CRATOM follow:
    CRRNG THEN (A,GT,2)(AF,P,A)(AB,P,A)DONE
        FUNC CRATOM(X)
        THEN (DO,CRRNG)(AP,P,A)(AT,E,I) (XA,P,A)
        ACRETN CRATOM,A
```


## A4.3.3 Maintaining structure

Section A4.2 described the memory structure being used for the storage of the ALLA Data Structure. This section offers insight to the dynamics of the operations performed on the structure.

The process of creating an entity is rather straight-forward as presented in Sect. A4.3.2.3. Somewhat more involved is the building up of the structure by the routines: INSERT, PUSH, STLEFM, STRELM, and SETVAL. The latter three routines may have to remove a use-element from a use-set before forming the new relationship. As the new relationship is then formed, by any of these routines, a use-element must also be created except in the cases when an element of a pair is made undefined or the SEIVAL routine is used for a non-entity property.

The destruction of the structure requires the most work for maintenance as exemplified by the length of the DELETE subroutine, which is 39 source cards. When an entity is deleted, its use-set is scanned and each instance where the entity was being used in the structure must be deleted. For example, an entity being deleted must be removed from all sets of which it is a member. of course, the use-set itself must also be deleted. The property set of an entity being deleted must also vanish. Each property-element must be checked since a corresponding use-element must be removed for each deleted entity property. Another burden which the REMOVE and DEUETE routines must perform is the checking for those ways active THROUGH loops might be affected. This is further explained in Sect. A4.3.5. Each routine responsible for structure destruction returns to the $L^{6}$ storage allocator all blocks being removed from the structure. Thus, if the AILA programmer is careful to delete unused portions of the structure, there is no garbage build-up as system
overhead.

## A4.3.4 Properties

Each property name being used in an ALIA program must have an associated three-word subroutine in the deck named PROPS. This deck is a MAP deck which includes the definition of the PROP macro. This macro is called as many times as necessary to define property names, where each call may define as many names as will fit on one source card. All entity property names must be defined first. The entry point PROP.P indicates the start of the deck by tagging the first property. The entry point PROP.N indicates the break between entity properties and non-entity properties by tagging the first non-entity property. The entry point PROP.E indicates the end of the deck by tagging a word of all ZEROS immediately following the last property. The MAP code generated for each property name is of the following form:

ENTRY name
name TRA **
TSL PROP. $\varnothing$
BCI I, name
where name is the property name. The subroutine PROP. $\varnothing$ is included in the DATSTR deck, and is coded in both MAP and $L^{6}$. 'The first two assembled words for each property (second and third lines above) constitute a function which is used whenever the property of an entity is evaluated within any expression.

The SETVAI routine is used to set the value of a property of an entity. As described in Sect. A3.2, the AIJA statement name $($ expr $)=\mathrm{val}$
is transformed to
CALL SEPVAL (name, expr, val)
by the preprocessor. This presupposes that the property name name was previously declared as such in a PROPERTY declaration statement. Each PROPERTY statement is transformed to an EXTERNAI statement by the preprocessor, which causes the call upon the SETVAL routine to include as the first argument a pointer to the entry point of that property within the PROPS deck.

In the handling of property elements by the ALIA programmer, it is possible to have a variable whose value is the pointer to the property or a $B C D$ code of the property name. For this reason the routines $S E T V A L$, REMPRO, PRENT and PRBCD first determine whether their first argument points to a location within the bounds PROP.P to PROP.E; if not, the argument is assumed to point to a location containing the pointer, or it may point to a location containing the $B C D$ code of a property name. In the latter case a scan of the property names must be performed in order to yield a property address.

## A4.3.5 THROUGH Loops

For purposes of reference, the preprocessing of a THROUGH loop is repeated here. The general form of:

THROUCH n FORAIJ ent IN expr
is transformed into:
CAIJ FORALI( $\alpha$, ent, expr)
$\begin{array}{lll}t_{1} & \text { IF (FORNXT (d) ) GOTO } t_{2} \\ n & \vdots\end{array}$
GOTO $t_{1}$
$t_{2}$ CONTINUE
$:$
where $\alpha$ is a non-zero integer indicating the depth of nested Through loops, and $t_{1}$ and $t_{2}$ are generated statement numbers (see Sect. A3.2.3).

In order to keep track of both the bound variable and the sequencing through a set, an $L^{6}$ list is maintained at execution time. This list is unidirectional, using field $F$ as a pointer. The list is headed by bug $T$, and thus, it is called the $T$ list. The end of the $T$ list is indicated by 0. This list has one block for each level of THROUGH loop currently in use. Bug $L$ contains an integer indicating the current level or depth. Initially, both bugs I and T contain O. Each block on the T list contains two data items: field $H$ points to the bound variable being used for the associated loop, and field E points to either the ring-start or one of the links of the ring representing the set being scanned for the associated loop.

The FORALL subroutine controls the blocks of the $T$ list according to the contents of bug $L$ and the first argument of the call upon the FORALU routine. This is the vehicle used to determine when control is transferred to somewhere outside the range of a THROUGH loop. Each call upon the FORALL routine causes a new block on the $T$ list to be initialized, where the Efield contains a pointer to the ring-start of the set to be scanned. Then each call upon the corresponding FORNXT routine advances the $E$ field pointer around the ring by the forward pointers of the link blocks of the ring. As long as there is another member, the value of the FORNXT routine as a LOGICAL FUNCTION is .FALSE., which causes the statements within the range of the loop to be executed. In this case the bound variable is made to point to the member of the set corresponding to the link pointed to by the Efield pointer. The value of the FORNXT routine is .TRUE, when there are no more members in the set being scanned,
and thus control passes out of the range of the loop.
The $T$ list just described must also be checked by the subroutines REMOVE and DELETE since they may affect the composition of a set being scanned by one or more THROUGH loops. The Efields of the blocks on the $T$ list point to links of sets being scanned according to the most recently used member. If a REMOVE or DETETE statement causes the removal of one of these link blocks, any E field pointers of the $T$ list must be backed up to the previous link (or ring-start). In the special case when a set currently being scanned by a THROUGH loop is deleted, each E field pointer of the $T$ list which is pointing to one of links of this deleted set is set to 0. The next application of the FORNXT function will recognize the 0 as a condition to leave the range of the loop.

## APPENDIX 5

## INTERACIIVE EXECUTION

This appendix describes the methods employed for communication between the central computer and the graphics terminal during interactive execution. There is also a description of the basic system employed in the IBM 7040. Listings of two basic interactive ALTA subroutines are included.

A5.1 Methods of Interaction
This section is meant to clarify the operation of the various subroutines in the deck DOGDOG and the various program segments in the DEC- 338 used during interactive execution. Knowledge of the INTSUP program in the IBM 7040 is assumed, as described in "The Input/Output and Control System of the Moore School Problem Solving Facility."[46]

Interactive programs are executed on the IBM 7040 at internal console number 1 , which is the second console assigned to the DEC-338. Through the Graph Monitor and the program segment EXECUT, the user indicates the parameters for execution using the Teletype as an input device. It prepares a MULTILANG job for him which consists of a call upon the IXSYS worker program.[45] After appending the job to the input file, EXECUT displays the message "WAITING FOR EXECUTION," and issues the console command START.

Next, the EXECUI program segment is loaded and started, and it requests output. The expected response at this point is to wait. An end-of-file response would be an error. When output does appear, the program checks that it is only one line which is the IXSYS calling sequence: "IXSYS/GRAPH". If there is any more or less output than
this, it is considered an error. In the event of no errors yet, the previous message is replaced by "PROGRAMS ARE BEING LOADED".

Normally, at this point, there is at least thirty seconds of loading time while the IBSYS Loader operates. If an error occurs during loading, output will be placed on the output file which will be detected as an error condition, since the EXECUl program is waiting for an end-offile condition. Such a condition is created when execution actually begins since the READY-BIT and RUN-BIT are turned off just before the $L^{6}$ initialization is performed.

Next, the EXECUl program issues the console commands "C $O^{\prime \prime}$ and "START 2". Again, it then waits for output. If and when output appears, it must be the coded command for GETSTATUS. Otherwise, an error condition arises.

An error condition due to any of the above situations causes the Teletype bell to ring twice and the display of the blinking message "ERROR IN EXECUTION". The user is then given the choice to use the text console.

Once a good GEISIATUS code is detected, the previous message is replaced by "EXECUTION BEGUN", and the program segment SLAVE is then loaded and started. It first types a 'REIURN' and then loads and starts the program segment SNDSTA which sends status to the IBM 7040. As status is being sent, a 'IINE-FEED' is typed. After this, the program segment SLAVEl is loaded and started which then waits for more DOGGIE comands. This is the normal operation of the DEC-338 during interactive program execution.

DOGGIE commands, including fourteen special GOTO commands for interaction, are outputted to the output file 110 IBM 7040 words at a time. This process may occur as fast or slowly as necessary. Since the output file is of finite length, there is control over a maximum number of records placed on the output file. When the DOGGIE command buffer is flushed, if that maximum number ( 150 is used currently) has been exceeded, the RUN-BIT and READY-BII are both turned off and an indicator switch is set. At the next attempt to output a buffer to the output file the program waits for the READY-BIT to become set.

Meanwhile the SLAVEl program in the DEC-338 continues to request output, and feeds DOGGIE words to the interpreter. If it ever reaches the end of the output file, this is because the RUN-BIT and READY-BIT are both off. It then issues the console commands ' $\mathrm{C} O$ ' and 'START' which will trigger the outputting of DOGGIE command buffers again. The SLAVEl program then returns to its normal mode of operation of requesting output.

Whenever an interactive statement is executed in the IBM 7040 except for GETGRAPH or TERMINATE, a return of status is expected. This is obtained on the input file. The subroutine in the IBM 7040 waits indefinitely for a change in the APPEND POINTER at location S.PLIN-I. When this occurs, it reads in the twenty-two words of status information, updates the communication cells, and returns to the calling program.

Since a graph may be of arbitrary size, the READY-BII is used to indicate that the coding of the entire graph of DOGGIE has been appended to the input file. This is done by the program segment SAVGRI which issues a console comand "START" after having appended the entire graph.

In order to stop execution, the user may hit the manual interrupt button, which transfers control in the DEC- 338 to the termination routine beginning in the program segment SLAVE. An interactive user program may also transfer control to there. The termination routine first issues the console command "CIDS", which causes the console's READY-BIT to be set in location S.PFIL-1 in the IBM 7040 and also the tag of that word is set to 1. The "CIDS" command is a variant of the "SIART" command. Next, one input line is appended which contains only 12 bits of ZFRO. This is followed by the issuing of the "STOP" command. Normally, the "STOP" command would be sufficient, but in the IBM 7040, INISUP will not cease the execution of a job when its RUN-BIT is off. Therefore, in those sections of the subroutines in the IBM 7040 where the RUN-BIT may be off, the tag of location S.PFIL-1 is checked for possible termination of execution.

## A5.2 The Basic System

The previous section described the way in which an interactive execution job is prepared for processing by MUITILANG on the IBM 7040. An IXSYS macro is called which causes the loading of those binary decks which correspond to the description specified by the user. For example, if the user typed "SHORT" as a description of the program decks, then all binary decks in the data file with an associated key-word (or descriptor) "SHORT" would be included as part of the load. In addition, the macro causes all decks with the key-word "G.SYS" to be loaded; this is what defines the binary decks which constitute the basic system to be loaded each time. Although the basic system now includes six binary decks, a system programer may add another deck to the data file and
add the key "G.SYS" to 2 t. This deck would then become part of the basic system.

In order to not be misleading, it should be mentioned that the IBSYS Loader obtains about 15 binary decks from the Relocatable Subroutine Library to become a part of the loaded basic system.

The six decks which are tagged with "G.SYS" are:

1) DATSIR - the package of subroutines underlying the AIIA Data Structure, and the initialization routine (see Appendix 4).
2) PROPS - the defined properties which may be referenced (see sect. A4.3.4).
3) GRAPIN - the subroutine for reading in a graph (see Sects. 4.7.7.1 and A5.3).
4) INOUT - the subroutine for computing incoming and outgoing arcs (see Sect. 3.19.2).
5) ERROR - the standard subroutine for termination with an error message (see Sects. 4.7.8.2 and A5.3).
6) DOGDOG - the package of subroutines responsible for the interactive components of the interactive ALJA language plus a few miscellaneous subroutines coded in MAP. The following subroutines are contained within the DOGDOG deck: DOG, DOGSIR, DOGIEX, DOGFLU, CLRPB, SEIPB, BITS, BITSIN, ITOA, ATOI, GEISTA, WAITCH, GETGRA, SELECT, ESCAPE, TERMIN, USER, PB, GEII2, GET12I (see Sect. 4.7). The STAIUS control section is defined within this deck; it contains all of the communication cells defined for each interactive ALLA subroutine (see sect. A3.4).

## A5.3 Listings of ERROR and GRAPIN

This section contains the listings of two interactive ALIA programs which are part of the basic system. The ERROR subroutine was described in Sect. 4.7.8.2, and the GRAPIN subroutine was described in Sect. 4.7.7.1.

```
    SUGROUTINE ERROR(TEXT)
    INTEGER TEXT(5),I,ITOA,T(5)
    DOG 0,0,0,0, TYPE, 7, 7, -1
    CALL MESSAE(6)
    DOGSTRING 'ERROR IN EXECUTION'
    CALL MESSAG(5)
    DO 20 I=1,5
20 T(I) = ITOA(TEXT(I))
    DOGTEXT T(1),T(2),T(3),T(4),T(5)
    TERMINATE
    STOF
    END
```

SUBROUTINE GRAFIN(G)
NTEGER MSTS，AK，
 INNAME，GDIM，LAEEL1，LAEEL2，LAEEL3，LAREL4，LABELS 12 I
のロロートに出に
ENTITY
INTEGER
INTEGER
FROFERT
FROPERT
CALL GE
$G=$ UND て1ヨコ า7ロコ

$+$

$$
\begin{aligned}
& \operatorname{DO} 701=1,5 \\
& \operatorname{TEMF} 2(2)=0 \\
& \operatorname{TEMF} 2(3)=0 \\
& \text { DO } 40 \mathrm{~J}=1,3
\end{aligned}
$$

TEMP 1). COTO

$$
15
$$



> "
IF (EIIS( $30,35$. TEMF).EG.0) GOTO 10
CALL ERROR(EHCFAFIN-2)
END
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The medium of computer graphics provides a capability for dealing with pictures in man-machine communication. Graph Theory is used to model relationships which are represented by pictures and is therefore an appropriate discipline for the applicatio of an interactive computer graphics system. Previous efforts to solve Graph Theoretic problems by computer have usually involved specialized programs written in a symbolic assembly language or algebraic compiler language.

In recent years, graphics equipment with processing power has been commercially available for use as a remote terminal to a large central computer. Although these terminals typically include a small general purpose computer, the potential of using one as a programmable subsystem has received little attention.

These motivations have led to the design and implementation of an interactive graphics system for solving Graph Theoretic problems. The system operates on an IBM 7040 with a DEC-338 graphics terminal connected by voice-grade telephone line. To provide effective response times, computing power is appropriately divided between the two machines.

The remote computer graphics terminal is controlled by a special-purpose executive program. This executive includes an interpreter of a command language oriented towards the control of existence and display of graphs. Several interactive functions such as graph drawing and editing are available to a user (cont".)
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through light button and pushbotton selection. These functions which are local to the terminal are programed in a mixture of the terminal computer's machine language and the interpreted command language.

For more significant computational requirements the central computer is used, but response time for interactive operation is then diminished. In order to overcome the speed of the telephone link, the central computer may call upon a program at the terminal as a subroutine.

Based on the mathematical terminology used to define graphs, a high level language was developed for the specification of interactive algorithms. A growing library of these algorithms provides routines to aid in the construction and recognition of various types of graphs. Other routines are used for computing certain properties of graphs. Graphs may be transformed by some routines with respect to both connectivity and layout. Any number of graphs may be saved and later restored.

A programmer using the terminal as an alphanumeric console may call upon the programming features of the system to develop new interactive algorithms and add them to the library. Programs may also be created for the display terminal, using the central computer for assembly.

Examples of system use which are presented include finding a shortest path between any pair of vertices in a weighted directed graph, determining the maximally complete subgraphs of an arbitrary graph, interpreting a graph as a Mealy model of a finite state machine, and laying out a tree for aesthetic presentation.


[^0]:    * These words are not explicitly used in interactive ALIA statements, but their use is restricted due to the underlying implementation of the ALLA compiler and execution-time system.

