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An introduction to geometric complexity theory

J.M. Landsberg (Texas A&M University, College Station, TX, USA)

I survey methods from differential geometry, algebraic ge-
ometry and representation theory relevant for the permanent
v. determinant problem from computer science, an algebraic
analog of the P v. NP problem.

1 Introduction

The purpose of this article is to introduce mathematicians to
uses of geometry in complexity theory. I focus on a cen-
tral question: the Geometric Complexity Theory version of L.
Valiant’s conjecture comparing the complexity of the perma-
nent and determinant polynomials, which is an algebraic vari-
ant of the P , NP conjecture. Other problems in complexity
such as matrix rigidity (see [KLPSMN09, GHIL, Alu]) and
the complexity of matrix multiplication (see, e.g., [Lan08])
have been treated with similar geometric methods.

2 History

2.1 1950’s Soviet Union

A traveling saleswoman needs to visit 20 cities; Moscow,
Leningrad, Stalingrad,... Is there a route that can be taken
traveling less than 10,000km?

Essentially the only known method to determine the answer
is a brute force search through all possible paths. The num-
ber of paths to check grows exponentially with the number of
cities to visit. Researchers in the Soviet Union asked: Is this
brute force search avoidable? I.e., are there any algorithms
that are significantly better than the naïve one?

A possible cause for hope is that if someone proposes a
route, it is very easy to check if it is less than 10,000km (even
pre-Google).

2.2 1950’s Princeton NJ

In a letter to von Neumann (see [Sip92, Appendix]) Gödel at-
tempted to quantify the apparent difference between intuition
and systematic problem solving. For example, is it really sig-
nificantly easier to verify a proof than to write one?

2.3 1970’s: Precise versions of these questions

These ideas evolved to a precise conjecture posed by Cook
(preceded by work of Cobham, Edmonds, Levin, Rabin, Yablon-
ski, and the above-mentioned question of Gödel):

Let P denote the class of problems that are “easy” to solve.1

Let NP denote the class of problems that are “easy” to ver-
ify (like the traveling saleswoman problem).2

Conjecture 1. [Coo71, Kar72] P , NP.

2.4 Late 1970’s: L. Valiant, algebraic variant

A bipartite graph is a graph with two sets of vertices and
edges joining vertices from one set to the other. A perfect

matching is a subset of the edges such that each vertex shares
an edge from the subset with exactly one other vertex.

A standard problem in graph theory, for which the only
known algorithms are exponential in the size of the graph, is
to count the number of perfect matchings of a bipartite graph.
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Figure 1: A bipartite graph, Vertex sets are {A, B,C} and
{α, β, γ}.
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Figure 2: Two perfect matchings of the graph from Figure 1.

This count can be computed by evaluating a polynomial as
follows: To a bipartite graph Γ one associates an incidence
matrix XΓ = (xi

j), where xi
j = 1 if an edge joins the vertex i

above to the vertex j below and is zero otherwise. For exam-
ple the graph of Fig. 1 has incidence matrix

XΓ =

1 1 0
0 1 1
0 1 1

 .
A perfect matching corresponds to a set of entries {x1

j1
, . . . , xn

jn
}

with all xi
ji

= 1 and ( j1, . . . , jn) is a permutation of (1, . . . , n).
LetSn denote the group of permutations of the elements (1, . . . , n).

Define the permanent of an n × n matrix X = (xi
j) by

permn(X) :=
∑
σ∈Sn

x1
σ(1)x

2
σ(2) · · · x

n
σ(n). (1)

Then perm(XΓ) equals the number of perfect matchings of Γ.

For example, perm3

1 1 0
0 1 1
0 1 1

 = 2.

A fast algorithm to compute the permanent would give a
fast algorithm to count the number of perfect matchings of a
bipartite graph.

While it may not be easy to evaluate, the polynomial permn
is relatively easy to write down compared with a random poly-
nomial of degree n in n2 variables in the following sense:

Let VNP be the set of sequences of polynomials that are
“easy” to write down.3 Valiant showed [Val79] that the per-
manent is complete for the class VNP, in the sense that VNP
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is the class of all polynomial sequences (pm), where pm has
degree m and involves a number of variables polynomial in m,
such that there is a polynomial n(m) and pm is an affine linear
projection of permn(m) as defined below. Many problems from
graph theory, combinatorics, and statistical physics (partition
functions) are in VNP. A good way to think of VNP is as the
class of sequences of polynomials that can be written down
explicitly.4

Let VP be the set of sequences of polynomials that are
“easy” to compute.5 For example, one can compute the de-
terminant of an n × n matrix quickly, e.g., using Gaussian
elimination, so the sequence (detn) ∈ VP. Most problems
from linear algebra (e.g., inverting a matrix, computing its
determinant, multiplying matrices) are in VP.

The standard formula for the easy to compute determinant
polynomial is

detn(X) :=
∑
σ∈Sn

sgn(σ)x1
σ(1)x

2
σ(2) · · · x

n
σ(n). (2)

Here sgn(σ) denotes the sign of the permutation σ.
Note that

perm2

(
y1

1 y1
2

y2
1 y2

2

)
= y1

1y2
2 + y1

2y2
1

= det2

(
y1

1 −y1
2

y2
1 y2

2

)
.

On the other hand, Marcus and Minc [MM61], building
on work of Pólya and Szegö (see [Gat87]), proved that one
could not express permm(Y) as a size m determinant of a ma-
trix whose entries are affine linear functions of the variables yi

j
when m > 2. This raised the question that perhaps the perma-
nent of an m×m matrix could be expressed as a slightly larger
determinant. More precisely, we say p(y1, . . . , yM) is an affine
linear projection of q(x1, . . . , xN), if there exist affine linear
functions xα(Y) = xα(y1, . . . , yM) such that p(Y) = q(X(Y)).
For example, B. Grenet [Gre14] observed that

perm3(Y) = det7



0 y1
1 y2

1 y3
1 0 0 0

0 1 0 0 y3
3 y2

3 0
0 0 1 0 0 y1

3 y3
3

0 0 0 1 y1
3 0 y2

3
y2

2 0 0 0 1 0 0
y3

2 0 0 0 0 1 0
y1

2 0 0 0 0 0 1


. (3)

Recently [ABV15] it was shown that perm3 cannot be real-
ized as an affine linear projection of detn for n ≤ 6, so (3) is
optimal.

Valiant showed that if n(m) grows exponentially with re-
spect to m, then there exist affine linear functions xi

j(y
s
t ) such

that detn(X(Y)) = permm(Y). (Grenet strengthened this to
show explicit expressions when n = 2m − 1 [Gre14]. See
[LR15] for a discussion of the geometry of these algorithms
and a proof of their optimality among algorithms with sym-
metry.) Valiant also conjectured that one cannot do too much
better:

Conjecture 2 (Valiant [Val79]). Let n(m) be a polynomial of
m. Then there exists an m0 such that for all m > m0, there do
not exist affine linear functions xi

j(y
s
t ) such that permm(Y) =

detn(X(Y)).

Remark 3. The original P , NP is viewed as completely out
of reach. Conjecture 2, which would be implied by P , NP
is viewed as a more tractable substitute.

To keep track of progress on the conjecture, for a polyno-
mial p = p(Y), let dc(p) denote the smallest n such that there
exists an affine linear map X(Y) satisfying p(Y) = detn(X(Y)).
Then Conjecture 2 says that dc(permm) grows faster than any
polynomial. Since the conjecture is expected to be quite dif-
ficult, one could try to prove any lower bound on dc(permm).
Several linear bounds on dc(permm) were shown [MM61, vzG87,
Cai90] with the current world record the quadratic bound dc(permm) ≥
m2

2 [MR04]. (Over finite fields one has the same bound by
[Cai90]. Over R, one has dcR(permm) ≥ m2−2m+2 [Yab15].)
The state of the art was obtained with local differential geom-
etry, as described in §3.

Remark 4. There is nothing special about the permanent for
this conjecture: it would be sufficient to show any explicit
(in the sense of VNP mentioned above) sequence of poly-
nomials pm has dc(pm) growing faster than any polynomial.
The dimension of the set of affine linear projections of detn
is roughly n4, but the dimension of the space of homoge-
neous polynomials of degree m in m2 variables grows almost
like mm, so a random sequence will have exponential dc(pm).
Problems in computer science to find an explicit object satis-
fying a property that a random one satisfies are called trying
to find hay in a haystack.

2.5 Coordinate free version

To facilitate the use of geometry, we get rid of coordinates.
Let End(Cn2

) denote the space of linear maps Cn2
→ Cn2

,
which acts on the space of homogeneous polynomials of de-
gree n on Cn2

, denoted S nCn2∗ (where the ∗ is used to indicate
the dual vector space to Cn2

), as follows: for g ∈ End(Cn2
)

and P ∈ S nCn2∗, the polynomial g · P is defined by

(g · P)(x) := P(gT x). (4)

Here gT denotes the transpose of g. (One takes the transpose
matrix in order that g1 · (g2 · P) = (g1g2) · P.)

In [MS01] they introduced padding; adding a homogeniz-
ing variable so all objects live in the same ambient space,
in order to deal with linear functions instead of affine lin-
ear functions. Let ` be a new variable, so `n−m permm(y) ∈
S nC(m2+1)∗. Then permm(y) is expressible as an n× n determi-
nant whose entries are affine linear combinations of the yi

j if
and only if `n−m permm is expressible as an n × n determinant
whose entries are linear combinations of the variables yi

j, `.

Consider any linear inclusion C(m2+1)∗ → Cn2∗, so in partic-
ular `n−m permm ∈ S nCn2∗. Then

dc(permm) ≤ n⇔ `n−m permm ∈ End(Cn2
) · detn . (5)

Conjecture 2 in this language is:

Conjecture 5 (Valiant [Val79]). Let n(m) be a polynomial
of m. Then there exists an m0 such that for all m > m0,
`n−m permm < End(Cn2

) · detn, equivalently

End(Cn2
) · `n−m permm 1 End(Cn2

) · detn .
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3 Differential geometry and the state of the art regard-
ing Conjecture 2

The best result pertaining to Conjecture 2 comes from local
differential geometry: the study of Gauss maps.

3.1 Gauss maps

Given a surface in 3-space, form its Gauss map by mapping a
point of the surface to its unit normal vector on the unit sphere
as in Figure 3.

Figure 3: The shaded area of the surface maps to the shaded
area of the sphere.

A normal vector to a surface X at x is one perpendicular
to the tangent space TxX ⊂ R3. This Gauss image can be
defined without the use of an inner product if one instead takes
the union of all conormal lines, where a conormal vector to
X ⊂ R3 is one in the dual space R3∗ that annhilates the tangent
space TxX. One loses qualitiative information, however one
still has the information of the dimension of the Gauss image.

This dimension will drop if through all points of the surface
there is a curve along which the tangent plane is constant. For
example, if M is a cylinder, i.e., the union of lines in three
space perpendicular to a plane curve, the Gauss image is a
curve:

Figure 4: Lines on the cylinder are collapsed to a point.

The extreme case is when the surface is a plane, then its
Gauss image is just a point.

A classical theorem in the geometry of surfaces in three-
space classifies surfaces with degenerate Gauss image. I state
it in the algebraic category for what comes next (for C∞ ver-
sions see, e.g., [Spi79, vol. III, chap. 5]). One may view
projective space P3 as affine space with a plane added at in-
finity. From this perspective a cylinder is a cone with vertex

at infinity.

Theorem 6 (C. Segre [Seg10]). If X2 ⊂ P3 is an algebraic
surface whose Gauss image is not two-dimensional, then X is
one of:
• The closure of the union of points on tangent lines to a

space curve.
• A generalized cone, i.e., the points on the union of lines

connecting a fixed point to a plane curve.

Notice that in the first picture, the tangent plane along a ray
of the curve is constant, and in the second case the tangent
plane is constant along the lines through the vertex.

One can extend the notion of Gauss map to hypersurfaces
of arbitrary dimension, and to hypersurfaces defined over the
complex numbers. The union of tangent rays to a curve gen-
eralizes to the case of osculating varieties. One can also take
cones with vertices larger than a point.

3.2 What does this have to do with complexity theory?

The hypersurface {detn(X) = 0} ⊂ Cn2
has a very degenerate

Gauss map. To see this, consider the matrix

z =


1

. . .

1
0

 ∈ {detn = 0}.

The tangent space to {detn = 0} at z, and the conormal space
(in the dual space of matrices) are respectively

Tz{detn = 0} =


∗ ∗ ∗ ∗

...
. . .

...
...

∗ ∗ ∗ ∗

∗ ∗ ∗ 0

 , N∗z {detn = 0} =


0 0 0 0
...

. . .
...

...
0 0 0 0
0 0 0 ∗

 .
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But any rank n − 1 matrix whose non-zero entries all lie in
the upper left (n − 1) × (n − 1) submatrix will have the same
tangent space! Since any smooth point of {detn = 0} can be
moved to z by a change of basis, we conclude that the tangent
hyperplanes to {detn = 0} are parametrized by the rank one
matrices, the space of which has dimension 2n − 1 (or 2n − 2
in projective space), because they are obtained by multiplying
a column vector by a row vector. In fact, {detn = 0} may
be thought of as an osculating variety of the variety of rank
one matrices (e.g., the union of tangent lines to the union of
tangent lines... to the variety of rank one matrices).

On the other hand, a direct calculation shows that the per-
manent hypersurface {permm = 0} ⊂ Pm2−1 has a non-degenerate
Gauss map (see §5.3), so when one includes Cm2

⊂ Cn2
, the

equation {permm = 0} becomes an equation in a space of n2

variables that only uses m2 of the variables, one gets a cone
with vertex Pn2−m2−1 corresponding to the unused variables, in
particular, the Gauss image will have dimension m2 − 2.

If one makes an affine linear substitution X = X(Y), the
Gauss map of {det(X(Y)) = 0} will be at least as degenerate
as the Gauss map of {det(X) = 0}. Using this, one obtains:

Theorem 7 (Mignon-Ressayre [MR04]). If n(m) < m2

2 , then
there do not exist affine linear functions xi

j(y
s
t ) such that

permm(Y) = detn(X(Y)). I.e., dc(permm) ≥ m2

2 .

4 Algebraic geometry and Valiant’s conjecture

A possible path to show permm(Y) , detn(X(Y)) is to look for
a polynomial whose zero set contains all polynomials of the
form detn(X(Y)), and show that permm is not in the zero set.

4.1 Polynomials

Algebraic geometry is the study of zero sets of polynomials.
In our situation, we need polynomials on spaces of polynomi-
als. More precisely, if

P(x1, . . . , xN) =
∑

1≤i1≤···≤id≤N

ci1,...,id xi1 · · · xid

is a homogeneous polynomial of degree d in N variables, we
work with polynomials in the coefficients ci1,...,id , where these
coefficients provide coordinates on the vector space S dCN of
all homogeneous polynomials of degree d in N variables.

The starting point of Geometric Complexity Theory is the
plan to prove Valiant’s conjecture by finding a sequence of
polynomials Pm vanishing on all affine-linear projections of
detn(m) when n is a polynomial in m such that Pm does not
vanish on permm.

4.2 Disadvantage of algebraic geometry?

The zero set of all polynomials vanishing on

S := {(z,w) | w = 0, z , 0} ⊂ C2,

is the line
{(z,w) | w = 0} ⊂ C2.

That is, if we want to use polynomials, we may need to
prove a more difficult conjecture, in the sense that we will
need to prove non-membership in a larger set.

Given a subset Z of a vector space U, the ideal of Z, de-
noted I(Z), is the set of all polynomials vanishing at all points
of Z. The Zariski closure of Z, denoted Z, is the set of u ∈ U
such that P(u) = 0 for all P ∈ I(Z). The common zero set of
a collection of polynomials (such as Z) is called an algebraic
variety.

Conjecture 8 (Mulmuley-Sohoni [MS01]). Let n(m) be a
polynomial of m. Then there exists an m0 such that for all
m > m0, `n−m permm < End(Cn2 ) · detn.

How serious a problem is the issue of Zariski closure? Does
it really change Valiant’s conjecture?

Mulmuley conjectures [MN] that indeed it does. Namely,
he conjectures that there are sequences in the closure of the
sequences of spaces End(Cn2

) · detn that are not in VP.

Example 9. Let P = x3
1 + x2

2x3 + x2x2
4 ∈ S 3C4. Then P <

End(Cn2
)·detn for n < 5 [ABV15]. However, End(C9) · det3 ⊃

S 3C4, i.e., every homogeneous polynomial of degree 3 in 4
variables is in the Zariski closure of degenerations of det3,
see e.g., [Bea00].

However, Mulmuley also conjectures [MN] that any path
to resolving Valiant’s conjecture will have to address “wild”
sequences in the closure, so that the stronger conjecture is the
more natural one. Moreover Grochow makes the case [?] that
essentially all lower bounds in algebraic complexity theory
have come from algebraic geometry.

4.3 Advantage of the stronger conjecture: representa-
tion theory

Representation theory is the systematic study of symmetry in
linear algebra.

The variety End(Cn2 ) · detn may be realized as an orbit clo-
sure as follows: Let GLN denote the group of invertible N×N
matrices. It acts on the space of polynomials S dCN by (4).
Any element of End(CN) my be described as a limit of el-
ements of GLN , so the Euclidean closure of End(CN) · detn
equals the Euclidean closure of GLN · detn. In general Eu-
clidean and Zariski closure can be quite different (e.g. the
Zariski closure of {(z,w) | z = 0, w ∈ Z} ⊂ C2 is the line but
this set is already Euclidean closed). However, in this situ-
ation Euclidean closure equals Zariski closure (see [Mum95,
Thm. 2.33]), so we have the following equality of Zariski
closures:

GLn2 · detn = End(Cn2 ) · detn.

Substantial techniques have been developed to study orbits
and their closures.

Let
D̂etn := GLn2 · detn
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and let
P̂erm

m
n := GLn2 · `n−m permm.

Conjecture 10. [MS01] Let n = mc for any constant c. Then
for all sufficiently large m,

P̂erm
m
n 1 D̂etn.

Conjecture 10 would imply Conjecture 2. In §7, I describe
the program to use representation theory to prove Conjecture
10.

5 State of the art for conjecture 10: classical algebraic
geometry

5.1 Classical algebraic geometry detour: B. Segre’s di-
mension formula

In algebraic geometry it is more convenient to work in projec-
tive space. (From a complexity perspective it is also natural,
as changing a function by a scalar will not change its com-
plexity.) If W is a vector space then PW is the associated
projective space of lines through the origin: PW = (W\0)/ ∼
where w1 ∼ w2 if w1 = λw2 for some nonzero complex num-
ber λ. Write [w] ∈ PW for the equivalence class of w ∈ W\0
and if X ⊂ PW, let X̂ ⊂ W denote the corresponding cone in
W. Define X = π(X̂), the Zariski closure of X.

If X ⊂ PW is a hypersurface, let X∨ ⊂ PW∗ denote its
Gauss image, which is called its dual variety. If X is an irre-
ducible algebraic variety, X∨ will be too. More precisely, X∨

is the Zariski closure of the set of conormal lines to smooth
points of X. Here, if T̂xX ⊂ W denotes the tangent space to
the cone over X, the conormal space is N∗x X = (T̂xX)⊥ ⊂ W∗.

Proposition 11 (B. Segre [Seg51]). Let P ∈ S dW∗ be irre-
ducible and let d ≥ 2. Then for a Zariski open subset of
points [x] ∈ Zeros(P),

dim Zeros(P)∨ = rank(Hess(P)(xd−2)) − 2.

Here (Hess(P)(xd−2)) ∈ S 2W∗ is the Hessian matrix of sec-
ond partial derivatives of P evaluated at x. Note that the right
hand side involves second derivative information, and the left
hand side involves the dual variety (which is first derivative
information from Zeros(P)), and its dimension, which is a
first derivative computation on the dual variety, and therefore
a second derivative computation on Zeros(P).

Proof. For a homogeneous polynomial P ∈ S dW∗, write P
when we consider P as a d-multi-linear form. Let
x ∈ Ẑeros(P) ⊂ W be a smooth point, so P(x) = P(x, . . . , x) =

0 and dPx = P(x, . . . , x, ·) , 0. Take h = dPx ∈ W∗, so
[h] ∈ Zeros(P)∨. Consider a curve ht ⊂ Ẑeros(P)∨ with
h0 = h. There must be a corresponding curve xt ∈ Ẑeros(P)
such that ht = P(xt, . . . , xt, ·) and thus its derivative is h′0 =

P(xd−2, x′0, ·). The dimension of T̂hZeros(P)∨ is then the rank
of Hess(P)(xd−2) = P(xd−2, ·, ·) minus one (we subtract one
because x′0 = x is in the kernel of Hess(P)(xd−2)). Finally
dim X = dim T̂xX − 1. �

5.2 First steps towards equations

Segre’s formula implies, for P ∈ S dW∗, that dim Zeros(P)∨ ≤
k if and only if, for all w ∈ W, letting G(q,W) denote the
Grassmannian of q-planes through the origin in W,

P(w) = 0 V detk+3(Hess(P)(wd−2)|F) = 0 ∀F ∈ G(k+3,W).

Equivalently (assuming P is irreducible), for any F ∈ G(k+

3,W), the polynomial P must divide
detk+3(Hess(P)|F) ∈ S (k+3)(d−2)W∗.

Thus to find polynomials on S dW∗ characterizing hypersur-
faces with degenerate duals, we need polynomials that detect
if a polynomial P ∈ S dW∗ divides a polynomial Q ∈ S eW∗.
Now P divides Q if and only if Q ∈ P · S e−dW∗, i.e., letting
xI j be a basis of S e−dW∗ and let ∧ denote exterior (wedge)
product,

xI1 P ∧ · · · ∧ xID P ∧ Q = 0. (6)

Let dim W = N and let Dk,d,N ⊂ PS dW∗ denote the zero
set of the equations (6) in the coefficients of P taking Q =

detk+3(Hess(P)|F). By our previous discussion [detn] ∈ D2n−2,n,n2 .

5.3 The lower bound on dc(permm)

When

x =


1 − m 1 · · · 1

1 1 · · · 1
...

... · · ·
...

1 1 · · · 1

 , (7)

a short calculation shows that Hess(permm)(xm−2) is of max-
imal rank. This fills in the missing step of the proof of The-
orem 7. Moreover, if one works over R, then the Hessian
has a signature. For detn, this signature is (n − 1, n − 1), but
for the permanent the signature on an open subset is at least
(m2 − 2m + 1, 2m − 3), thus:

Theorem 12 (Yabe [Yab15]). dcR(permm) ≥ m2 − 2m + 2.

Were we to just consider permm as a polynomial in more
variables, the rank of the Hessian would not change. How-
ever, we are also adding padding, which could a priori have a
negative effect on the rank of the Hessian. Fortunately, as was
shown in [LMR13] it does not, and we conclude:

Theorem 13. [LMR13] Permm
n 1 D2n−2,n,n2 when m < n2

2 . In
particular, when m < n2

2 , Permm
n 1 Detn.

On the other hand, since cones have degenerate duals, `n−m permm ∈

D2n−2,n,n2 whenever m ≥ n2

2 .
In [LMR13] it was also shown that Dk,d,N intersected with

the set of irreducible hypersurfaces is exactly the set (in PS dW∗)
of irreducible hypersurfaces of degree d in PW with dual va-
rieties of dimension k, which solved a classical question in
algebraic geometry.

6 Necessary conditions for modules of polynomials to be
useful for GCT

Fixing a linear inclusionCm2+1 ⊂ Cn2
, the polynomial `n−m permm ∈

S nCn2
has evident pathologies: it is padded, that is divisible
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by a large power of a linear form, and its zero set is a cone
with a n2 − m2 − 1 dimensional vertex, that is, it only uses
m2 + 1 of the n2 variables in an expression in good coordi-
nates. To separate `n−m permm from detn, one must look for
modules in I(Detn) that do not vanish automatically on equa-
tions of hypersurfaces with these pathologies. It is easy to
determine such modules with representation theory. Before
doing so, I first review the irreducible representations of the
general linear group.

6.1 GL(V)-modules

Let V be a complex vector space of dimension v. The irre-
ducible representations of GL(V) are indexed by sequences
of integers π = (p1, . . . , pv) with p1 ≥ · · · ≥ pv and the cor-
responding module is denoted S πV . The representations oc-
curring in the tensor algebra of V are those with pv ≥ 0, i.e.,
by partitions. For a partition π, let `(π) denote its length, the
smallest s such that ps+1 = 0. In particular S (d)V = S dV , and
S (1,...,1) =: S (1d)V = ΛdV ⊂ V⊗d, the skew-symmetric tensors.

One way to construct S πV , where π = (p1, . . . , pv) and its
conjugate partition is π′ = (q1, . . . , qp1 ), is to form a projec-
tion operator from V⊗|π| by first projecting to Λq1 V⊗ · · · ⊗ Λqp1 V
by skew-symmetrizing and then re-ordering and projecting
the image to S p1 V⊗ · · · ⊗ S pv V . In particular if an element
of V⊗|π| lies in some W⊗|π| for some W ⊂ V with dim W < q1,
then it will map to zero.

6.2 Polynomials useful for GCT

To be useful for GCT, a module of polynomials should not
vanish identically on cones or on polynomials that are divis-
ible by a large power of a linear form. The equations for
the variety of polynomials whose zero sets are cones are well
known – they are all modules where the length of the parti-
tion is longer than the number of variables needed to define
the polynomial.

Proposition 14. [KL14] Necessary conditions for a module
S πC

n2
⊂ Id(Detn) to not vanish identically on polynomials in

m2 variables padded by `n−m are
1. `(π) ≤ m2 + 1,
2. If π = (p1, . . . , pt), then p1 ≥ d(n − m).

Moreover, if p1 ≥ min{d(n − 1), dn − m}, then the necessary
conditions are also sufficient. In particular, for p1 sufficiently
large, these conditions depend only on the partition π, not
how the module S πC

n2
is realized as a space of polynomials.

7 The program to find modules in I[Detn] via represen-
tation theory

In this section I present the program initiated in [MS01] and
developed in [BLMW11, MS08] to find modules in the ideal
ofDetn.

7.1 Preliminaries

Let W = Cn2
and consider detn ∈ S nW∗. Define C[Detn] :=

S ym(S nW)/I(Detn), the homogeneous coordinate ring of D̂etn.
This is the space of polynomial functions on D̂etn inherited
from polynomials on the ambient space S nW.

Since S ym(S nW) and I(Detn) are GL(W)-modules, so is
C[Detn], and since GL(W) is reductive (a complex algebraic
group G is reductive if U ⊂ V is a G-submodule of a G-
module V , there exists a complementary G-submodule Uc

such that V = U ⊕ Uc) we obtain the splitting as a GL(W)-
module:

S ym(S nW) = I(Detn) ⊕ C[Detn].

In particular, if a module S πW appears in S ym(S nW) and it
does not appear in C[Detn], it must appear in I(Detn).

For those not familiar with the ring of regular functions
on an affine algebraic variety, consider GL(W) ⊂ Cn2+1 as
the subvariety of Cn2+1, with coordinates (xi

j, t) given by the
equation t det(x) = 1, and C[GL(W)] can be defined to be the
restriction of polynomial functions on Cn2+1 to this subvariety.
Then C[GL(W) · detn] = C[GL(W)/Gdetn ] can be defined as
the subring of Gdetn -invariant functions C[GL(W)]Gdetn . Here
Gdetn := {g ∈ GL(W) | g · detn = detn} ' S Ln × S Ln n Z2. A
nice proof of this result (originally due to Frobenius [Fro97])
is due to Dieudonné [Die49] (see [Lan15] for an exposition).
It relies on the fact that, in analogy with a smooth quadric
hypersurface, there are two families of maximal linear spaces
on the Grassmannian G(n2 − n,Cn⊗Cn) with prescribed di-
mensions of their intersections. One then uses that the group
action must preserve these intersection properties.

There is an injective map

C[Detn]→ C[GL(W) · detn]

given by restriction of functions. The map is an injection be-
cause any function identically zero on a Zariski open subset
of an irreducible variety is identically zero on the variety. The
algebraic Peter-Weyl theorem below gives a description of the
G-module structure of C[G/H] when G is a reductive alge-
braic group and H is a subgroup.
Plan of [MS01, MS08]: Find a module S πW not appearing
in C[GL(W)/Gdetn ] that does appear in S ym(S nW).

By the above discussion such a module must appear in
I(Detn).

One might object that the coordinate rings of different or-
bits could coincide, or at least be very close. Indeed this is
the case for generic polynomials, but in GCT one generally
restricts to polynomials whose symmetry groups are not only
“large”, but they characterize the orbit as follows:

Definition 15. Let V be a G-module. A point P ∈ V is char-
acterized by its stabilizer GP if any Q ∈ V with GQ ⊇ GP is
of the form Q = cP for some constant c.

One can think of polynomial sequences that are complete
for their complexity classes and are characterized by their sta-
bilizers as “best” representatives of their class. Corollary 17
will imply that if P ∈ S dV is characterized by its stabilizer,
the coordinate ring of its G-orbit is unique as a module among
orbits of points in V .

7.2 The algebraic Peter-Weyl theorem

Let G be a complex reductive algebraic group (e.g. G =

GL(W)), and let V be an irreducible G-module. Given v ∈ V
and α ∈ V∗, define a function fv,α : G → C by fv,α(g) =
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α(g · v). These are regular functions and it is not hard to see
one obtains an inclusion V⊗V∗ ⊂ C[G]. Such functions are
called matrix coefficients as if one takes bases, these func-
tions are spanned by the elements of the matrix ρ(g), where
ρ : G → GL(V) is the representation. In fact the matrix coef-
ficients span C[G]:

Theorem 16. [Algebraic Peter-Weyl theorem] Let G be a re-
ductive algebraic group. Then there are only countably many
non-isomorphic irreducible finite dimensional G-modules. Let
Λ+

G denote a set indexing the irreducible G-modules, and let
Vλ denote the irreducible module associated to λ ∈ Λ+

G. Then,
as a G ×G-module

C[G] =
⊕
λ∈Λ+

G

Vλ⊗V∗λ .

For a proof and discussion, see e.g. [Pro07].

Corollary 17. Let H ⊂ G be a closed subgroup. Then, as a
G-module,

C[G/H] = C[G]H =
⊕
λ∈Λ+

G

Vλ⊗(V∗λ)H =
⊕
λ∈Λ+

G

V⊕ dim(V∗λ )H

λ .

Here G acts on the Vλ and (V∗λ)H is just a vector space
whose dimension records the multiplicity of Vλ in C[G/H].

Corollary 17 motivates the study of polynomials charac-
terized by their stabilizers: if P ∈ V is characterized by its
stabilizer, then G · P is the unique orbit in V with coordinate
ring isomorphic to C[G ·P] as a G-module. Moreover, for any
Q ∈ V that is not a multiple of P, C[G · Q] 1 C[G · P].

7.3 Schur-Weyl duality

The space V⊗d is acted on by GL(V) and Sd (permuting the
factors), and these actions commute so we may decompose it
as GL(V) ×Sd-module. The decomposition is

V⊗d =
⊕
π||π|=d

S πV⊗[π]

where [π] is the irreducible Sd-module associated to the par-
tition π, see e.g. [Mac95]. This gives us a second definition
of S πV when π is a partition: S πV = HomSd ([π],V⊗d).

7.4 The coordinate ring of GL(W) · detn

Let E, F ' Cn. We first compute the S L(E)×S L(F)-invariants
in S π(E⊗F) where |π| = d. As a GL(E)×GL(F)-module, since
(E⊗F)⊗d = E⊗d⊗F⊗d,

S π(E⊗F) = HomSd ([π], E⊗d⊗F⊗d)

= HomSd ([π], (
⊕
|µ|=d

[µ]⊗S µE)⊗(
⊕
|ν|=d

[ν]⊗S νF))

=
⊕
|µ|=|ν|=d

HomSd ([π], [µ]⊗[ν])⊗S µE⊗S νF

The vector space HomSd ([π], [µ]⊗[ν]) simply records the mul-
tiplicity of S µE⊗S νF in S π(E⊗F). The integers
kπµν = dim HomSd ([π], [µ]⊗[ν]) are called Kronecker coeffi-
cients.

Now S µE is a trivial S L(E) module if and only if µ = (δn)
for some δ ∈ Z. Thus so far, we are reduced to studying the
Kronecker coefficients kπδnδn . Now take the Z2 action given by
exchanging E and F into account. Write [µ]⊗[µ] = S 2[µ] ⊕
Λ2[µ]. The first module will be invariant under Z2 = S2,
and the second will transform its sign under the transposi-
tion. So define the symmetric Kronecker coefficients skπµµ :=
dim(HomSd ([π], S 2[µ])). For a GL(V)-module M, write Mpoly

for the submodule consisting of isotypic components of mod-
ules S πV where π is a partition.

We conclude:

Proposition 18. [BLMW11] Let W = Cn2
. The polynomial

part of the coordinate ring of the GL(W)-orbit of detn ∈ S nW
is

C[GL(W) · detn]poly =
⊕
d∈Z+

⊕
π | |π|=nd

(S πW∗)⊕skπdndn .

8 Asymptotics of plethysm and Kronecker coefficients
via geometry

The above discussion can be summarized as:
Goal: Find partitions π satisfying mult(S πW, S d(S nW)) , 0,
skπdndn = 0, have few parts, and first part large.

Kronecker coefficients and the plethysm coefficients
mult(S πW, S d(S nW)) have been well-studied in both the ge-
ometry and combinatorics literature. I briefly discuss a ge-
ometric method of L. Manivel and J. Wahl [Wah91, Man97,
Man98, Man14] based on the Borel-Weil theorem that real-
izes modules as spaces of sections of vector bundles on ho-
mogeneous varieties. Advantages of the method are: (i) the
vector bundles come with filtrations that allow one to orga-
nize information, (ii) the sections of the associated graded
bundles can be computed explicitly, giving one upper bounds
for the coefficients, and (iii) Serre’s theorem on the vanish-
ing of sheaf cohomology tells one that the upper bounds are
achieved asymptotically.

A basic, if not the basic problem in representation theory is:
given a group G, an irreducible G-module U, and a subgroup
H ⊂ G, decompose U as an H-module. The determination
of Kronecker coefficients can be phrased this way with G =

GL(V⊗W), U = S λ(V⊗W) and H = GL(V) × GL(W). The
determination of plethysm coefficients may be phrased as the
case G = GL(S nV), U = S d(S nV) and H = GL(V).

I focus on plethysm coefficients. We want to decompose
S d(S nV) as a GL(V)-module, or more precisely, to obtain
qualitative asymptotic information about this decomposition.
Note that S dnV ⊂ S d(S nV) with multiplicity one. Let x1, . . . , xv
be a basis of V , so ((x1)n)d is the highest highest weight vec-
tor in S d(S nV). (A vector v ∈ V is a highest weight vector
for GL(W) if B[v] = [v] where B ⊂ GL(W) is the subgroup
of upper triangular matrices. There is a partial order on the
set of highest weights.) Say S πV ⊂ S d(S nV) is realized with
highest weight vector∑

I

cI(xi11 · · · xi1n ) · · · (xid1 · · · xidn )

for some coefficients cI , where I = {is,α}. Then∑
I

cI(x1)n(xi11 · · · xi1n ) · · · (xid1 · · · xidn ) ∈ S d+1(S nV)
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is a vector of weight (n) + π, and is a highest weight vector.
Similarly∑

I

cI(x1xi11 · · · xi1n ) · · · (x1xid1 · · · xidn ) ∈ S d(S n+1V)

is a vector of weight (d) + π, and is a highest weight vector.
This already shows qualitative behavior if we allow the first
part of a partition to grow:

Proposition 19. [Man97] Let µ be a fixed partition. Then
mult(S (dn−|µ|,µ), S d(S nV)) is a non-decreasing function of both
d and n.

One way to view what we just did was to write V = x1 ⊕T ,
so

S n(x1 ⊕ T ) =

n⊕
j=0

xn− j
1 ⊗S jT. (8)

Then decompose the d-th symmetric power of S n(x1 ⊕T ) and
examine the stable behaviour as we increase d and n. One
could think of the decomposition (8) as the osculating se-
quence of the n-th Veronese embedding of PV at [xn

1] and the
further decomposition as the osculating sequence of the d-th
Veronese re-embedding of the ambient space refined by (8).

For Kronecker coefficients and more general decomposi-
tion problems the situation is more complicated in that the
ambient space is no longer be projective space, but a homo-
geneous variety, and instead of an osculating sequence, one
examines jets of sections of a vector bundle. As mentioned
above, in this situation one gets the bonus of vanishing the-
orems. For example, with the use of vector bundles, Propo-
sition 19 can be strengthened to say that the multiplicity is
eventually constant and state for which d, n this constant mul-
tiplicity is achieved.
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Notes

1. Can be solved on a Turing machine in time polynomial with respect to
the size of the input data.

2. A proposed solution can be verified in polynomial time.
3. Such sequences are obtained from sequences in VP (defined in the fol-

lowing paragraph) by “projection” or “integration over the fiber” where
one averages the polynomial over a subset of its variables specialized to
0 and 1.

4. Here one must take a narrow view of explicit- e.g. restrict to integer
coefficients that are not “too large”.

5. Admit a polynomial size arithmetic circuit, and polynomially bounded
degree see e.g. [BCS97, §21.1]
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