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#### Abstract

We study conditions under which an invariance property holds for the class of selection distributions. First, we consider selection distributions arising from two uncorrelated random vectors. In that setting, the invariance holds for the so-called $\mathcal{C}$-class and for elliptical distributions. Second, we describe the invariance property for selection distributions arising from two correlated random vectors. The particular case of the distribution of quadratic forms and its invariance, under various selection distributions, is investigated in more details. We describe the application of our invariance results to sample variogram and covariogram estimators used in spatial statistics and provide a small simulation study for illustration. We end with a discussion about other applications, for example such as linear models and indices of temporal/spatial dependence.
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## 1 Introduction

In time series analysis, the autocovariance function is an important characteristic of a stationary stochastic process and is used for modeling the data and for forecasting. Similarly, in spatial analysis, the variogram and the covariogram (a spatial analogue of the autocovariance function) of a stationary random field are crucial for spatial interpolation of data. The sample moment estimators of the variogram and covariogram are quadratic forms in the vector of data. Genton et al. (2001) have proved an invariance property of these estimators. Specifically, for the class of skew-normal random vectors introduced by Azzalini and Dalla Valle (1996), the joint distribution of the sample variogram (respectively, sample covariogram) at various spatial lags does not depend on the skewness. That is, this joint distribution is the same as for normal vectors. This invariance property has been extended to a wider class of skew-symmetric random vectors by Wang et al. (2004a). This is an important robustness property of these estimators with respect to skewness in the data for those classes of distributions. The main goal of this paper is to identify and characterize multivariate distributions for which this invariance property holds.

Multivariate distributions that arise from certain selection mechanisms play an important role in our investigation. Let $\mathbf{U} \in \mathbb{R}^{q}$ and $\mathbf{V} \in \mathbb{R}^{p}$ be two random vectors, and denote by $C$ a measurable subset of $\mathbb{R}^{q}$. Arellano-Valle et al. (2006) have defined a selection distribution as the conditional distribution of $\mathbf{V}$ given $\mathbf{U} \in C$, that is, as the distribution of $\mathbf{X} \stackrel{d}{=}(\mathbf{V} \mid \mathbf{U} \in C)$. If $\mathbf{V}$ has a probability density function (pdf), $f_{\mathbf{V}}$ say, then $\mathbf{X}$ has a pdf $f_{\mathbf{X}}$ given by

$$
\begin{equation*}
f_{\mathbf{X}}(\mathbf{x})=f_{\mathbf{V}}(\mathbf{x}) \frac{P(\mathbf{U} \in C \mid \mathbf{V}=\mathbf{x})}{P(\mathbf{U} \in C)} \tag{1}
\end{equation*}
$$

which is determined by the marginal distribution of $\mathbf{V}$, the conditional distribution of $\mathbf{U}$ given $\mathbf{V}$ and the form of the subset $C$. Moreover, the cumulative distribution function (cdf) $F_{\mathbf{X}}$ of $\mathbf{X}$ can be computed easily from the joint distribution of $\left(\mathbf{U}^{T}, \mathbf{V}^{T}\right)^{T}$ as

$$
\begin{equation*}
F_{\mathbf{X}}(\mathbf{x})=P(\mathbf{V} \leq \mathbf{x} \mid \mathbf{U} \in C)=\frac{P(\mathbf{U} \in C, \mathbf{V} \leq \mathbf{x})}{P(\mathbf{U} \in C)} \tag{2}
\end{equation*}
$$

The most common specification of $C$ is $C=\left\{\mathbf{u} \in \mathbb{R}^{q}: \mathbf{u}>\mathbf{0}\right\}$, where the inequality between vectors is meant component-wise. In such case, the distribution corresponding to (1) is called fundamental skew (FUS). It is called fundamental skew-symmetric (FUSS), fundamental skew-elliptical (FUSE), and fundamental skew-normal (FUSN) when the parent pdf $f_{\mathrm{V}}$ is symmetric, elliptical, and normal, respectively; see ArellanoValle and Genton (2005). If the distribution of $\mathbf{V}$ and the conditional distribution of $\mathbf{U} \mid \mathbf{V}$ are both elliptical or both normal, then the resulting FUS selection distribution is called unified skew-elliptical (SUE) and unified skew-normal (SUN), respectively, by Arellano-Valle and Azzalini (2006); see also Genton (2004) for various particular distributions with pdf of the form (1). Table 1 summarizes the aforementioned selection distributions.

Table 1 Some selection distributions

| Distribution of: <br> $\mathbf{X}$ | $\mathbf{V}$ | $\mathbf{U} \mid \mathbf{V}$ |
| :--- | :--- | :--- |
| FUSS | Symmetric | Arbitrary |
| FUSE | Elliptical | Arbitrary |
| FUSN | Normal | Arbitrary |
| SUE | Elliptical | Elliptical |
| SUN | Normal | Normal |

Although most distributions can be represented by (1), our main interest here lies in situations where $f_{\mathbf{V}}$ is symmetric, i.e., $f_{\mathbf{V}}(-\mathbf{x})=f_{\mathbf{V}}(\mathbf{x})$ for all $\mathbf{x} \in \mathbb{R}^{p}$, for which the pdf (1) is generally skewed, unless the conditional probabilities satisfy $P(\mathbf{U} \in C \mid \mathbf{V}=\mathbf{x})=P(\mathbf{U} \in C \mid \mathbf{V}=-\mathbf{x})$ for all $\mathbf{x} \in \mathbb{R}^{p}$. We note, however, that if $P(\mathbf{U} \in C \mid \mathbf{V}=\mathbf{x})=P(\mathbf{U} \in C)$ for all $\mathbf{x} \in \mathbb{R}^{p}$, then $f_{\mathbf{X}}=f_{\mathbf{V}}$, i.e., $\mathbf{X} \stackrel{d}{=} \mathbf{V}$, and so $\psi(\mathbf{X}) \stackrel{d}{=} \psi(\mathbf{V})$ for all Borel functions $\psi$. This invariance property holds trivially when $\mathbf{U}$ and $\mathbf{V}$ are independent random vectors, but it can hold as well under weaker conditions when $\mathbf{U}$ and $\mathbf{V}$ are uncorrelated random vectors. Moreover, this property can also hold without the condition $P(\mathbf{U} \in C \mid \mathbf{V}=\mathbf{x})=P(\mathbf{U} \in C)$ for some types of functions $\psi$. For example, it is a well known result that any even function $\psi$, i.e., $\psi(-\mathbf{x})=\psi(\mathbf{x})$ for all $\mathbf{x} \in \mathbb{R}^{p}$, satisfies such an invariance property for the FUSS subclass of distributions corresponding to $q=1$ and with pdf of the form

$$
f_{\mathbf{X}}(\mathbf{x})=2 f_{\mathbf{V}}(\mathbf{x}) Q_{U}(\mathbf{x})
$$

where $f_{\mathbf{V}}$ is a symmetric pdf satisfying $f_{\mathbf{V}}(-\mathbf{x})=f_{\mathbf{V}}(\mathbf{x})$ for all $\mathbf{x} \in \mathbb{R}^{p}$ and $Q_{U}$ is a skewing function satisfying $Q_{U}(\mathbf{x}) \geq 0$ and $Q_{U}(-\mathbf{x})=1-Q_{U}(\mathbf{x})$ for all $\mathbf{x} \in \mathbb{R}^{p}$. Specifically, we have $\psi(\mathbf{X}) \stackrel{d}{=} \psi(\mathbf{V})$ in this case. The proof of this result can be found in Wang et al. (2004a) and in Azzalini and Capitanio (2003) for the equivalent parameterization $Q_{U}(\mathbf{x})=F_{U}(w(\mathbf{x}))$, where $F_{U}$ is the cdf of $U$ and $w(-\mathbf{x})=-w(\mathbf{x})$ for all $\mathbf{x} \in \mathbb{R}^{p}$. Similar results have been derived for particular cases by Azzalini (1985), Azzalini and Capitanio (1999), Wang et al. (2004b), and Genton and Loperfido (2005). However, we do not know the conditions under which this invariance property holds for the more general case with $q>1$. In this paper, we explore the invariance property $\psi(\mathbf{X}) \stackrel{d}{=} \psi(\mathbf{V})$ for quadratic forms $\psi$ when $P(\mathbf{U} \in C \mid \mathbf{V}=\mathbf{x}) \neq P(\mathbf{U} \in C)$.

The structure of the article is the following. In Sect. 2, we describe some basic properties of selection distributions in order to derive our main results. In Sect. 3, we present two examples with uncorrelated random vectors $\mathbf{U}$ and $\mathbf{V}$ for which the invariance property holds. Those are based on the so-called $\mathcal{C}$-class and on elliptical distributions. Examples with correlated random vectors $\mathbf{U}$ and $\mathbf{V}$ are described in Sect. 4. The particular case of the distribution of quadratic forms and its invariance, under various selection distributions, is investigated in Sect. 5. Application of our invariance results to sample variogram and covariogram estimators is reported in Sect. 6 along with a small simulation study for illustration. We end the paper with a discussion in Sect. 7.

## 2 Some basic properties of selection distributions

Many properties of a selection random vector $\mathbf{X} \stackrel{d}{=}(\mathbf{V} \mid \mathbf{U} \in C)$ can be studied directly from its definition, see Arellano-Valle et al. (2006) for details. Here, we describe some particular properties of direct relevance to our paper.
(P1) If the conditional distribution of $(\mathbf{V} \mid \mathbf{U}=\mathbf{u})$ has a moment generating function (mgf), $M_{\mathbf{V} \mid \mathbf{U}=\mathbf{u}}(\mathbf{t})$ say, then the mgf of $\mathbf{X} \stackrel{d}{=}(\mathbf{V} \mid \mathbf{U} \in C)$ can be computed by

$$
\begin{equation*}
M_{\mathbf{X}}(\mathbf{t})=\frac{\int_{\mathbf{u} \in C} M_{\mathbf{V} \mid \mathbf{U}=\mathbf{u}}(\mathbf{t}) \mathrm{d} F_{\mathbf{U}}(\mathbf{u})}{P(\mathbf{U} \in C)} \tag{3}
\end{equation*}
$$

where $F_{\mathbf{U}}$ denotes the cdf of $\mathbf{U}$.
(P2) We have $\psi(\mathbf{X}) \stackrel{d}{=}(\psi(\mathbf{V}) \mid \mathbf{U} \in C)$ for any Borel function $\psi$. Moreover, since $(\psi(\mathbf{V}) \mid \mathbf{U} \in C)$ is determined by the transformation $(\mathbf{U}, \mathbf{V}) \rightarrow(\mathbf{U}, \psi(\mathbf{V}))$, then when $\psi(\mathbf{V})$ has a pdf $f_{\psi(\mathbf{V})}$, we have that $\psi(\mathbf{X})$ has also a pdf of the form

$$
\begin{equation*}
f_{\psi(\mathbf{X})}(\mathbf{y})=f_{\psi(\mathbf{V})}(\mathbf{y}) \frac{P(\mathbf{U} \in C \mid \psi(\mathbf{V})=\mathbf{y})}{P(\mathbf{U} \in C)} \tag{4}
\end{equation*}
$$

and its mgf can be computed by

$$
\begin{equation*}
M_{\psi(\mathbf{X})}(\mathbf{t})=\frac{\int_{\mathbf{u} \in C} M_{\psi(\mathbf{V}) \mid \mathbf{U}=\mathbf{u}}(\mathbf{t}) \mathrm{d} F_{\mathbf{U}}(\mathbf{u})}{P(\mathbf{U} \in C)} \tag{5}
\end{equation*}
$$

As a direct consequence of (P2), we have:
(P2a) $\psi(\mathbf{X}) \stackrel{d}{=} \psi(\mathbf{V})$ if and only if $P(\mathbf{U} \in C \mid \psi(\mathbf{V})=\mathbf{y})=P(\mathbf{U} \in C)$ for all $\mathbf{y}$. It is trivial that this condition holds when $\psi(\mathbf{V})$ and $\mathbf{U}$ are independent, but it can hold also when $\psi(\mathbf{V})$ and $\mathbf{U}$ are uncorrelated.
(P2b) If $\psi(\mathbf{X})=B \mathbf{X}+\mathbf{b}$ is a non-singular linear function, then (4) and (5) reduce to

$$
\begin{equation*}
f_{B \mathbf{X}+\mathbf{b}}(\mathbf{y})=f_{B \mathbf{V}+\mathbf{b}}(\mathbf{y}) \frac{P(\mathbf{U} \in C \mid B \mathbf{V}+\mathbf{b}=\mathbf{y})}{P(\mathbf{U} \in C)} \tag{6}
\end{equation*}
$$

and

$$
\begin{equation*}
M_{B \mathbf{X}+\mathbf{b}}(\mathbf{t})=\exp \left\{\mathbf{t}^{T} \mathbf{b}\right\} \frac{\int_{\mathbf{u} \in C} M_{\mathbf{V} \mid \mathbf{U}=\mathbf{u}}\left(B^{T} \mathbf{t}\right) \mathrm{d} F_{\mathbf{U}}(\mathbf{u})}{P(\mathbf{U} \in C)} \tag{7}
\end{equation*}
$$

respectively, for any (rectangular) matrix $B$ and vector $\mathbf{b}$ fixed. Note also from (6) (or (7)) that any selection random vector $\mathbf{X} \stackrel{d}{=}(\mathbf{V} \mid \mathbf{U} \in C)$ is closed under linear transformations and, in particular, under marginalizations, when the original vector $\mathbf{V}$ has such a property.
(P3) If $\mathbf{X} \stackrel{d}{=}(\mathbf{V} \mid \mathbf{U}>\mathbf{0})$ is a FUS random vector, then $\mathbf{X} \stackrel{d}{=}(\mathbf{V} \mid D \mathbf{U}>\mathbf{0})$ for any diagonal matrix $D>0$, i.e., $P(D \mathbf{U}>\mathbf{0})=P(\mathbf{U}>\mathbf{0})$ and $P(D \mathbf{U}>\mathbf{0} \mid \mathbf{V}=\mathbf{x})=$ $P(\mathbf{U}>\mathbf{0} \mid \mathbf{V}=\mathbf{x})$. Thus, the FUS distribution is unaffected by rescaling of the constraints $\mathbf{U}>\mathbf{0}$.

## 3 Two examples with uncorrelated U and V

We give next two examples where $P(\mathbf{U} \in C \mid \mathbf{V}=\mathbf{x})=P(\mathbf{U} \in C)$ holds for all $\mathbf{x} \in \mathbb{R}^{p}$, and therefore $\mathbf{X} \stackrel{d}{=}(\mathbf{V} \mid \mathbf{U} \in C) \stackrel{d}{=} \mathbf{V}$, without the condition that $\mathbf{U}$ and $\mathbf{V}$ are independent.

## $3.1 \mathcal{C}$-class

Suppose that the random vectors $\mathbf{U}=\left(U_{1}, \ldots, U_{q}\right)^{T}$ and $\mathbf{V}=\left(V_{1}, \ldots, V_{p}\right)^{T}$ satisfy the following conditions:
(i) $\mathbf{U}$ is such that $P(\mathbf{U}=\mathbf{0})=0$ and $\operatorname{sgn}(\mathbf{U})=\left(S_{1}, \ldots, S_{q}\right)^{T}$, with $S_{i}=-1$, if $U_{i}<0$, and $S_{i}=1$, if $U_{i}>0$, and $|\mathbf{U}|=\left(\left|U_{1}\right|, \ldots,\left|U_{q}\right|\right)^{T}$ are independent; and
(ii) $\mathbf{V}$ is independent of $\operatorname{sgn}(\mathbf{U})$ given $|\mathbf{U}|$.

Note that condition (i) is equivalent to

$$
\begin{equation*}
\mathbf{U} \stackrel{d}{=} D(\mathbf{S}) \mathbf{T}=D(\mathbf{T}) \mathbf{S}, \tag{8}
\end{equation*}
$$

where $\mathbf{S}, \mathbf{T} \in \mathbb{R}^{q}$ are independent random vectors with $\mathbf{S} \stackrel{d}{=} \operatorname{sgn}(\mathbf{U})$ and $\mathbf{T} \stackrel{d}{=}|\mathbf{U}|$, and for any vector $\mathbf{w}=\left(w_{1}, \ldots, w_{q}\right)^{T}, D(\mathbf{w})$ is the $q \times q$ diagonal matrix with diagonal entries $w_{1}, \ldots, w_{q}$. Moreover, if $\mathbf{S}$ has a uniform distribution on $\{-1,1\}^{q}$, say $\mathbf{S} \sim \mathcal{U}_{q}$, then $P\left(\mathbf{S}=\mathbf{1}_{q}\right)=2^{-q}$, where $\mathbf{1}_{q}$ is the vector of $q$ ones, and so $\mathbf{U}$ has a symmetric (around zero) distribution. In such case, we say that $\mathbf{U}$ is a $\mathcal{C}$-random vector, see Arellano-Valle et al. (2002) and Arellano-Valle and del Pino (2004) for more details. Note that spherical random vectors and also all those with independent symmetric (around zero) components are $\mathcal{C}$-random vectors.

Under conditions (i) and (ii) we have $P(\mathbf{U}>\mathbf{0} \mid \mathbf{V}=\mathbf{x})=P(\mathbf{U}>\mathbf{0})=P(\mathbf{S}=$ $\mathbf{1}_{q}$ ), for all $\mathbf{x} \in \mathbb{R}^{p}$, implying that the FUS random vector $\mathbf{X} \stackrel{\text { d }}{=}(\mathbf{V} \mid \mathbf{U}>\mathbf{0})$ has the same distribution as $\mathbf{V}$. Indeed, note first by (8) that

$$
P(\mathbf{U}>\mathbf{0})=E[P(D(\mathbf{T}) \mathbf{S}>\mathbf{0} \mid \mathbf{T})]=E\left[P\left(\mathbf{S}=\mathbf{1}_{q} \mid \mathbf{T}\right)\right]=P\left(\mathbf{S}=\mathbf{1}_{q}\right)
$$

Now, considering again (8), we have by condition (ii) that
$P(\mathbf{U}>\mathbf{0} \mid \mathbf{V}=\mathbf{x})=E[P(D(\mathbf{T}) \mathbf{S}>\mathbf{0} \mid \mathbf{V}=\mathbf{x}, \mathbf{T})]=E\left[P\left(\mathbf{S}=\mathbf{1}_{q} \mid \mathbf{T}\right)\right]=P\left(\mathbf{S}=\mathbf{1}_{q}\right)$, for all $\mathbf{x} \in \mathbb{R}^{p}$.

Note finally that condition (ii) holds when the full random vector $\left(\mathbf{U}^{T}, \mathbf{V}^{T}\right)^{T}$ satisfies condition (i), which holds in particular when $\left(\mathbf{U}^{T}, \mathbf{V}^{T}\right)^{T}$ is a $\mathcal{C}$-random vector.

### 3.2 Elliptical distributions

Suppose that $\left(\mathbf{U}^{T}, \mathbf{V}^{T}\right)^{T}$ has an elliptical distribution, say $E C_{q+p}\left(\boldsymbol{\mu}, \Sigma, h^{(q+p)}\right)$, with $\boldsymbol{\mu}=\left(\mathbf{0}^{T}, \boldsymbol{\mu}_{\mathbf{V}}^{T}\right)^{T}$ and $\Sigma=\operatorname{diag}\left\{\Sigma_{\mathbf{U}}, \Sigma_{\mathbf{V}}\right\}$, where $h^{(q+p)}$ is a density generator function
(see Fang et al. 1990), i.e., with joint pdf of the form

$$
\begin{aligned}
f_{\mathbf{U}, \mathbf{V}}(\mathbf{x}, \mathbf{y})= & \left(\left|\Sigma_{\mathbf{U}} \| \Sigma_{\mathbf{V}}\right|\right)^{-1 / 2} h^{(q+p)}\left(\mathbf{x}^{T} \Sigma_{\mathbf{U}}^{-1} \mathbf{x}+\left(\mathbf{y}-\mu_{\mathbf{V}}\right)^{T} \Sigma_{\mathbf{V}}^{-1}\left(\mathbf{y}-\mu_{\mathbf{V}}\right)\right), \\
& \mathbf{x} \in \mathbb{R}^{q}, \mathbf{y} \in \mathbb{R}^{p}
\end{aligned}
$$

Then, $P(\mathbf{U}>\mathbf{0} \mid \mathbf{V}=\mathbf{y})=P(\mathbf{U}>\mathbf{0})=\Phi_{q}\left(\mathbf{0} ; \mathbf{0}, \Sigma_{\mathbf{U}}\right)$ (see Fang et al. 1990, p. 53), for any $\mathbf{y} \in \mathbb{R}^{p}$ and density generator $h^{(q+p)}$, where $\Phi_{p}(\cdot ; \boldsymbol{\mu}, \Sigma)$ denotes the cdf of the $N_{p}(\boldsymbol{\mu}, \Sigma)$ distribution, and $\mathbf{X} \stackrel{d}{=}(\mathbf{V} \mid \mathbf{U}>\mathbf{0}) \stackrel{d}{=} \mathbf{V} \sim E C_{p}\left(\boldsymbol{\mu}_{\mathbf{V}}, \Sigma_{\mathbf{V}}, h^{(p)}\right)$. In fact, since $\mathbf{U} \sim E C_{q}\left(\mathbf{0}, \Sigma_{\mathbf{U}}, h^{(q)}\right)$ and $(\mathbf{U} \mid \mathbf{V}=\mathbf{y}) \sim E C_{q}\left(\mathbf{0}, \Sigma_{\mathbf{U}}, h_{q(\mathbf{y})}^{(q)}\right)$, where $q(\mathbf{y})=\left(\mathbf{y}-\mu_{\mathbf{V}}\right)^{T} \Sigma_{\mathbf{V}}^{-1}\left(\mathbf{y}-\mu_{\mathbf{V}}\right)$ and $h_{u}^{(q)}(v)=h^{(q+p)}(u+v) / h^{(p)}(u)$, we have

$$
P(\mathbf{U}>\mathbf{0} \mid \mathbf{V}=\mathbf{y})=P(\mathbf{U}>\mathbf{0})=\Phi_{q}\left(\mathbf{0} ; \mathbf{0}, \Sigma_{\mathbf{U}}\right)
$$

for any $\mathbf{y} \in \mathbb{R}^{p}$ and density generator $h^{(q+p)}$; i.e., in (1) we have

$$
f_{\mathbf{X}}(\mathbf{y})=f_{\mathbf{V}}(\mathbf{y})=\left|\Sigma_{\mathbf{V}}\right|^{-1 / 2} h^{(p)}\left(\left(\mathbf{y}-\mu_{\mathbf{V}}\right)^{T} \Sigma_{\mathbf{V}}^{-1}\left(\mathbf{y}-\mu_{\mathbf{V}}\right)\right)
$$

for all $\mathbf{y} \in \mathbb{R}^{p}$, so that $\mathbf{X} \stackrel{d}{=}(\mathbf{V} \mid \mathbf{U}>\mathbf{0}) \stackrel{d}{=} \mathbf{V} \sim E C_{p}\left(\boldsymbol{\mu}_{\mathbf{V}}, \Sigma_{\mathbf{V}}, h^{(p)}\right)$.

## 4 Correlated U and V

In the construction of the selection pdf (1) we need to assume that $\mathbf{U}$ and $\mathbf{V}$ are associated (correlated) random vectors, in order to alter the original pdf $f_{\mathbf{V}}$. There are many ways to introduce a relation between $\mathbf{U}$ and $\mathbf{V}$, for example such as:
(a) Assuming that $\mathbf{V}=g\left(\mathbf{U}, \mathbf{V}_{0}\right)$ for some Borel function $g$ and for a (symmetric) random vector $\mathbf{V}_{0}$ which is independent of (or uncorrelated with) $\mathbf{U}$. Thus, linear functions like $\mathbf{V}=A \mathbf{U}+B \mathbf{V}_{0}$ can be explored. For instance, by independence between $\mathbf{U}$ and $\mathbf{V}_{0}$,

$$
\mathbf{X} \stackrel{d}{=}\left(A \mathbf{U}+B \mathbf{V}_{0} \mid \mathbf{U} \in C\right) \stackrel{d}{=} A \mathbf{U}(C)+B \mathbf{V}_{0}
$$

where $\mathbf{U}(C) \stackrel{d}{=}(\mathbf{U} \mid \mathbf{U} \in C)$ and is independent of $\mathbf{V}_{0}$.
(b) Assuming that $\mathbf{U}=h\left(\mathbf{U}_{0}, \mathbf{V}\right)$ for some Borel function $h$ and for a (symmetric) random vector $\mathbf{U}_{0}$ which is independent of (or uncorrelated with) $\mathbf{V}$. Under this situation, functions of the form $\mathbf{U}=w(\mathbf{V})-\mathbf{U}_{0}$, with $w(-\mathbf{v})=-w(\mathbf{v})$ for all $\mathbf{v} \in \mathbb{R}^{p}$ can be studied by noting that $P(\mathbf{U} \in C \mid \mathbf{V}=\mathbf{x})=F_{\mathbf{U}_{0} \mid \mathbf{V}=\mathbf{x}}(w(\mathbf{x}))$, which reduces to $F_{\mathbf{U}_{0}}(w(\mathbf{x}))$ when $\mathbf{U}_{0}$ is independent of $\mathbf{V}$ given $w(\mathbf{V})$.
(c) Assuming that $\mathbf{V}=A \mathbf{W}$ and $\mathbf{U}=B \mathbf{W}$, where $\mathbf{W} \in \mathbb{R}^{n}$ is a (symmetric) random vector with dimension $n \geq p, q$.
In (a) and (b) the independence restriction (between $\mathbf{U}_{0}$ and $\mathbf{U}$ or $\mathbf{V}_{0}$ and $\mathbf{V}$, respectively) can be replaced by a weaker condition similar to the assumption (ii) given in Sect. 3.1. Also, the symmetric condition given in parenthesis above is required only to obtain a pdf of FUSS type.

## 5 Distribution of quadratic forms under selection distributions

In many situations, for example such as sample variogram and covariogram estimators, we are interested in the distribution of a quadratic form

$$
\begin{equation*}
\psi(\mathbf{X}-\mathbf{a})=(\mathbf{X}-\mathbf{a})^{T} A(\mathbf{X}-\mathbf{a}) \tag{9}
\end{equation*}
$$

for any symmetric matrix $A$ and vector $\mathbf{a}$, where the random vector $\mathbf{X}$ has a selection distribution, i.e., $\mathbf{X} \stackrel{d}{=}(\mathbf{V} \mid \mathbf{U} \in C)$. In this section, we derive the moment generating function of $\psi(\mathbf{X}-\mathbf{a})$ and we explore the conditions under which the invariance property $\psi(\mathbf{X}-\mathbf{a}) \stackrel{d}{=} \psi(\mathbf{V}-\mathbf{a})$ holds.

### 5.1 Selection normal distributions

Suppose that $\mathbf{X} \stackrel{d}{=}(\mathbf{V} \mid \mathbf{U} \in C)$, where

$$
\binom{\mathbf{U}}{\mathbf{V}} \sim N_{q+p}\left(\boldsymbol{\xi}_{*}=\binom{\boldsymbol{\gamma}}{\boldsymbol{\xi}}, \Omega_{*}=\left(\begin{array}{cc}
\Gamma & \Delta^{T}  \tag{10}\\
\Delta & \Omega
\end{array}\right)\right)
$$

with $\Omega_{*}$ a non-singular covariance matrix. From (1), the pdf of the selection normal distribution of $\mathbf{X}$ is

$$
\begin{equation*}
f_{\mathbf{X}}(\mathbf{x})=\phi_{p}(\mathbf{x} ; \boldsymbol{\xi}, \Omega) \frac{\int_{\mathbf{u} \in C} \phi_{q}\left(\mathbf{u} ; \boldsymbol{\gamma}+\Delta^{T} \Omega^{-1}(\mathbf{x}-\boldsymbol{\xi}), \Gamma-\Delta^{T} \Omega^{-1} \Delta\right) \mathrm{d} \mathbf{u}}{\int_{\mathbf{u} \in C} \phi_{q}(\mathbf{u} ; \boldsymbol{\gamma}, \Gamma) \mathrm{d} \mathbf{u}} . \tag{11}
\end{equation*}
$$

Here, the notation $\mathbf{X} \sim \operatorname{SLCT}-N_{p, q}\left(\boldsymbol{\xi}_{*}, \Omega_{*}, C\right)$ or more explicitly $\mathbf{X} \sim S L C T$ $N_{p, q}(\xi, \boldsymbol{\gamma}, \Omega, \Gamma, \Delta, C)$ will be used to say that a random vector $\mathbf{X}$ has the selection normal pdf (11). Considering the latter notation, the following basic properties follow directly from the genesis of $\mathbf{X}$ :
(N1) If $\Delta=O$, the zero matrix, then the $S L C T-N_{p, q}(\xi, \gamma, \Omega, \Gamma, \Delta, C)$ distribution reduces to the $N_{p}(\xi, \Omega)$ one, whatever the selection set $C$ and the value of $(\gamma, \Gamma)$.
(N2) $\quad S L C T-N_{p, q}(\boldsymbol{\xi}, \boldsymbol{\gamma}, \Omega, \Gamma, \Delta, C)=S L C T-N_{p, q}(\boldsymbol{\xi}, \mathbf{0}, \Omega, \Gamma, \Delta, C-\boldsymbol{\gamma})$.
(N3) If $C=\left\{\mathbf{u} \in \mathbb{R}^{q}: \mathbf{u}>\boldsymbol{\gamma}\right\}$, then $C-\gamma=\left\{\mathbf{u} \in \mathbb{R}^{q}: \mathbf{u}>\mathbf{0}\right\}$, and by (P3) and (N2) we have $S L C T-N_{p, q}(\xi, \boldsymbol{\gamma}, \Omega, \Gamma, \Delta, C)=S L C T-N_{p, q}(\xi, \mathbf{0}, \Omega, D \Gamma D$, $\Delta D, C-\gamma)$ for any diagonal matrix $D>0$.
(N4) If $\mathbf{X} \sim \operatorname{SLCT}-N_{p, q}(\xi, \boldsymbol{\gamma}, \Omega, \Gamma, \Delta, C)$, then for any $r \times p$ matrix $B$ and vector $\mathbf{b} \in \mathbb{R}^{p}$, we have $B \mathbf{X}+\mathbf{b} \sim S L C T-N_{r, q}\left(B \xi+\mathbf{b}, \boldsymbol{\gamma}, B \Omega B^{T}, \Gamma, B \Delta, C\right)$, which by ( N 1 ) reduces to the $N_{r}\left(B \xi+\mathbf{b}, B \Omega B^{T}\right)$ distribution when $B \Delta=O$.

When $C=\left\{\mathbf{u} \in \mathbb{R}^{q}: \mathbf{u}>\mathbf{0}\right\}$, (11) reduces to the SUN pdf of Arellano-Valle and Azzalini (2006) given by

$$
f_{\mathbf{X}}(\mathbf{x})=\phi_{p}(\mathbf{x} ; \boldsymbol{\xi}, \Omega) \frac{\Phi_{q}\left(\boldsymbol{\gamma}+\Delta^{T} \Omega^{-1}(\mathbf{x}-\boldsymbol{\xi}) ; \Gamma-\Delta^{T} \Omega^{-1} \Delta\right)}{\Phi_{q}(\boldsymbol{\gamma} ; \mathbf{0}, \Gamma)}
$$

Under this SUN distribution, Arellano-Valle and Azzalini (2006) showed that for any $p \times p$ symmetric matrix $A$, the quadratic form $\psi(\mathbf{X}-\boldsymbol{\xi})=(\mathbf{X}-\boldsymbol{\xi})^{T} A(\mathbf{X}-\boldsymbol{\xi})$ has mgf given by

$$
M_{\psi(\mathbf{X}-\xi)}(t)=\left|I_{p}-2 t A \Omega\right|^{-1 / 2} \frac{\Phi_{q}\left(\boldsymbol{\gamma} ; \mathbf{0}, \Gamma+2 t \Delta^{T}\left(I_{p}-2 t A \Omega\right)^{-1} A \Delta\right)}{\Phi_{q}(\boldsymbol{\gamma} ; \mathbf{0}, \Gamma)}
$$

from which it follows that $\psi(\mathbf{X}-\boldsymbol{\xi}) \stackrel{d}{=} \psi(\mathbf{V}-\boldsymbol{\xi})$, where $\mathbf{V} \sim N_{p}(\boldsymbol{\xi}, \Omega)$, i.e.,

$$
M_{\psi(\mathbf{X}-\xi)}(t)=M_{\psi(\mathbf{V}-\xi)}(t)=\left|I_{p}-2 t A \Omega\right|^{-1 / 2}, \quad \forall t: I_{p}-2 t A \Omega>0
$$

under each of the following situations:

1. $A \Delta=O$. Moreover, if $A$ has rank $r$ and $A \Omega A=A$, then $\left|I_{p}-2 t A \Omega\right|^{-1 / 2}=$ $(1-2 t)^{-r / 2}$, i.e., $\psi(\mathbf{X}-\boldsymbol{\xi}) \sim \chi_{r}^{2}$.
2. $\boldsymbol{\gamma}=\mathbf{0}, A=\Omega^{-1}$ and $\Gamma$ and $\Delta^{T} \Omega^{-1} \Delta$ are diagonal matrices. In this case, $\psi(\mathbf{X}-\boldsymbol{\xi}) \sim \chi_{p}^{2}$.
3. $\boldsymbol{\gamma}=\mathbf{0}$, with $q=1$.

Remark 1 The invariance result under the condition $A \Delta=O$ is actually a direct consequence of (N4), since we can write $A=B^{T} B$, for some $r \times p$ matrix $B$ of rank $r$, and so $A \Delta=O \Leftrightarrow B \Delta=O$. However, a more formal proof follows by noting that $\psi(\mathbf{X}-\mathbf{a})=\|B(\mathbf{X}-\mathbf{a})\|^{2}$, where by definition (see also (P2b)) $B \mathbf{X} \stackrel{d}{=}(B \mathbf{V} \mid \mathbf{U} \in C) \stackrel{d}{=} B \mathbf{V}$, since $\operatorname{Cov}(B \mathbf{V}, \mathbf{U})=B \Delta=O$, i.e., $B \mathbf{V}$ and $\mathbf{U}$ are independent. Hence $\|B(\mathbf{X}-\mathbf{a})\|^{2} \stackrel{d}{=}\|B(\mathbf{V}-\mathbf{a})\|^{2}$, where $\mathbf{V} \sim N_{p}(\boldsymbol{\xi}, \Omega)$.

We consider next the more general selection normal distribution (11) to study the distribution of the quadratic form (9). For this we need some preliminary results on the mgf of quadratic forms in normal random vectors (see also Khatri 1980, Eq. 3.4).
Lemma $1 \operatorname{Let} \psi(\mathbf{Y}-\mathbf{a})=(\mathbf{Y}-\mathbf{a})^{T} A(\mathbf{Y}-\mathbf{a})$, where $\mathbf{Y} \sim N_{d}(\boldsymbol{\mu}, \Sigma)$. Then

$$
M_{\psi(\mathbf{Y}-\mathbf{a})}(t)=\frac{\exp \left\{t(\mathbf{a}-\boldsymbol{\mu})^{T}\left(I_{p}-2 t A \Sigma\right)^{-1} A(\mathbf{a}-\boldsymbol{\mu})\right\}}{\left|I_{d}-2 t A \Sigma\right|^{1 / 2}}
$$

Proof Since $M_{\psi(\mathbf{Y}-\mathbf{a})}(t)=\int_{\mathbb{R}^{d}} \exp \left\{t(\mathbf{y}-\mathbf{a})^{T} A(\mathbf{y}-\mathbf{a})\right\} \phi_{d}(\mathbf{y} ; \boldsymbol{\mu}, \Sigma) d \mathbf{y}$, the proof follows by considering the identities:

$$
(\mathbf{y}-\mathbf{a})^{T} A(\mathbf{y}-\mathbf{a})=(\mathbf{y}-\boldsymbol{\mu})^{T} A(\mathbf{y}-\boldsymbol{\mu})+2(\mathbf{a}-\boldsymbol{\mu})^{T} A(\mathbf{y}-\boldsymbol{\mu})+(\mathbf{a}-\boldsymbol{\mu})^{T} A(\mathbf{a}-\boldsymbol{\mu})
$$

and

$$
\begin{aligned}
t(\mathbf{y}- & \mathbf{a})^{T} A(\mathbf{y}-\mathbf{a})-\frac{1}{2}(\mathbf{y}-\boldsymbol{\mu})^{T} \Sigma^{-1}(\mathbf{y}-\boldsymbol{\mu}) \\
= & -\frac{1}{2}\left(\mathbf{y}-\boldsymbol{\mu}-2 t\left(\Sigma^{-1}-2 t A\right)^{-1} A(\mathbf{a}-\boldsymbol{\mu})\right)^{T} \\
& \times\left(\Sigma^{-1}-2 t A\right)\left(\mathbf{y}-\mu-2 t\left(\Sigma^{-1}-2 t A\right)^{-1} A(\mathbf{a}-\boldsymbol{\mu})\right) \\
& +t(\mathbf{a}-\boldsymbol{\mu})^{T}\left[A+2 t A\left(\Sigma^{-1}-2 t A\right)^{-1} A\right](\mathbf{a}-\boldsymbol{\mu}),
\end{aligned}
$$

and so

$$
\begin{aligned}
& \exp \left\{t(\mathbf{y}-\mathbf{a})^{T} A(\mathbf{y}-\mathbf{a})\right\} \phi_{d}(\mathbf{y} ; \boldsymbol{\mu}, \Sigma) \\
& =\frac{\exp \left\{t(\mathbf{a}-\boldsymbol{\mu})^{T}\left[A+2 t A\left(\Sigma^{-1}-2 t A\right)^{-1} A\right](\mathbf{a}-\boldsymbol{\mu})\right\}}{\left|I_{d}-2 t A \Sigma\right|^{1 / 2}} \\
& \quad \times \phi_{d}\left(\mathbf{y} ; \boldsymbol{\mu}+2 t\left(\Sigma^{-1}-2 t A\right)^{-1} A(\mathbf{a}-\boldsymbol{\mu}),\left(\Sigma^{-1}-2 t A\right)^{-1}\right)
\end{aligned}
$$

from where the proof follows by noting that $A+2 t A\left(\Sigma^{-1}-2 t A\right)^{-1} A=\left(I_{p}-\right.$ $2 t A \Sigma)^{-1} A$.

Proposition 1 Let $\psi(\mathbf{X}-\mathbf{a})=(\mathbf{X}-\mathbf{a})^{T} A(\mathbf{X}-\mathbf{a})$, where $\mathbf{X} \sim \operatorname{SLCT}-N_{p, q}$ $\left(\xi_{*}, \Omega_{*}, C\right)$. Then,

$$
\begin{aligned}
& M_{\psi(\mathbf{X}-\mathbf{a})}(t) \\
& =\frac{\exp \left\{t(\mathbf{a}-\boldsymbol{\xi})^{T}\left(I_{p}-2 t A \Omega\right)^{-1} A(\mathbf{a}-\boldsymbol{\xi})\right\}}{\left|I_{p}-2 t A \Omega\right|^{1 / 2}} \\
& \quad \times \frac{\int_{\mathbf{u} \in C} \phi_{q}\left(\mathbf{u} ; \boldsymbol{\gamma}+2 t \Delta^{T}\left(I_{p}-2 t A \Omega\right)^{-1} A(\mathbf{a}-\boldsymbol{\xi}), \Gamma+2 t \Delta^{T}\left(I_{p}-2 t A \Omega\right)^{-1} A \Delta\right) \mathrm{d} \mathbf{u}}{\int_{\mathbf{u} \in C} \phi_{q}(\mathbf{u} ; \boldsymbol{\gamma}, \Gamma) \mathrm{d} \mathbf{u}} .
\end{aligned}
$$

Proof Note first by (10) that $(\mathbf{V} \mid \mathbf{U}=\mathbf{u}) \sim N_{p}\left(\xi+\Delta \Gamma^{-1}(\mathbf{u}-\boldsymbol{\gamma}), \Omega-\Delta \Gamma^{-1} \Delta^{T}\right)$ and $\mathbf{U} \sim N_{q}(\gamma, \Gamma)$. Thus, by applying (5) in (P2) we have

$$
\begin{equation*}
M_{\psi(\mathbf{X}-\mathbf{a})}(t)=\frac{\int_{\mathbf{u} \in C} M_{\psi(\mathbf{V}-\mathbf{a}) \mid \mathbf{U}=\mathbf{u}}(t) \phi_{q}(\mathbf{u} ; \boldsymbol{\gamma}, \Gamma) \mathrm{d} \mathbf{u}}{\int_{\mathbf{u} \in C} \phi_{q}(\mathbf{u} ; \boldsymbol{\gamma}, \Gamma) \mathrm{d} \mathbf{u}} \tag{12}
\end{equation*}
$$

where by Lemma 1, with $\boldsymbol{\mu}=\boldsymbol{\xi}+\Delta \Gamma^{-1}(\mathbf{u}-\boldsymbol{\gamma})$ and $\Sigma=\Omega-\Delta \Gamma^{-1} \Delta^{T}$,

$$
M_{\psi(\mathbf{V}-\mathbf{a}) \mid \mathbf{U}=\mathbf{u}}(t)=\frac{\exp \left\{t(B \mathbf{y}+\mathbf{b})^{T} G(B \mathbf{y}+\mathbf{b})\right\}}{\left|I_{p}-2 t A\left(\Omega-\Delta \Gamma^{-1} \Delta^{T}\right)\right|^{1 / 2}}
$$

where $\mathbf{y}=\mathbf{u}-\boldsymbol{\gamma}, \mathbf{b}=\boldsymbol{\xi}-\mathbf{a}, B=\Delta \Gamma^{-1}$ and $G=A+2 t A\left[\left(\Omega-\Delta \Gamma^{-1} \Delta^{T}\right)^{-1}-\right.$ $2 t A]^{-1} A$, which can be re-written as $G=\left[I_{p}-2 t A\left(\Omega-\Delta \Gamma^{-1} \Delta^{T}\right)\right]^{-1} A$. Considering now the identities

$$
(B \mathbf{y}+\mathbf{b})^{T} G(B \mathbf{y}+\mathbf{b})=\mathbf{y}^{T} B^{T} G B \mathbf{y}+2 \mathbf{y}^{T} B^{T} G \mathbf{b}+\mathbf{b}^{T} G \mathbf{b}
$$

and

$$
\begin{aligned}
t(B \mathbf{y}+\mathbf{b})^{T} G(B \mathbf{y}+\mathbf{b})-\frac{1}{2} \mathbf{y}^{T} \Gamma^{-1} \mathbf{y}= & -\frac{1}{2}\left(\mathbf{y}-2 t H B^{T} G \mathbf{b}\right)^{T} H^{-1}\left(\mathbf{y}-2 t H B^{T} G \mathbf{b}\right) \\
& +t \mathbf{b}^{T}\left(G+2 t G B H B^{T} G\right) \mathbf{b},
\end{aligned}
$$

where $H=\left(\Gamma^{-1}-2 t B^{T} G B\right)^{-1}$, we have in (12) that

$$
\begin{aligned}
M_{\psi(\mathbf{V}-\mathbf{a}) \mid \mathbf{U}=\mathbf{u}}(t) \phi_{q}(\mathbf{u} ; \boldsymbol{\gamma}, \Gamma)= & \frac{\exp \left\{t(B \mathbf{y}+\mathbf{b})^{T} G(B \mathbf{y}+\mathbf{b})\right\}}{\left|I_{p}-2 t A\left(\Omega-\Delta \Gamma^{-1} \Delta^{T}\right)\right|^{1 / 2}} \phi_{q}(\mathbf{y} ; \mathbf{0}, \Gamma) \\
= & \frac{\exp \left\{t \mathbf{b}^{T}\left[G+2 t G B H B^{T} G\right] \mathbf{b}\right\}}{\left|I_{p}-2 t A\left(\Omega-\Delta \Gamma^{-1} \Delta^{T}\right)\right|^{1 / 2}\left|I_{q}-2 t B^{T} G B \Gamma\right|^{1 / 2}} \\
& \times \phi_{q}\left(\mathbf{y} ; 2 t H B^{T} G \mathbf{b}, H\right) .
\end{aligned}
$$

From the facts that $B \Gamma B^{T}=\Delta \Gamma^{-1} \Delta^{T}$ and $G=\left[I_{p}-2 t A\left(\Omega-\Delta \Gamma^{-1} \Delta^{T}\right)\right]^{-1} A$, it follows that

$$
\left|I_{q}-2 t B^{T} G B \Gamma\right|=\frac{\left|I_{p}-2 t A \Omega\right|}{\left|I_{p}-2 t A\left(\Omega-\Delta \Gamma^{-1} \Delta^{T}\right)\right|}
$$

Thus, since $\mathbf{y}=\mathbf{u}-\boldsymbol{\gamma}$, we have for the numerator in (12) that

$$
\begin{aligned}
\int_{\mathbf{u} \in C} M_{\psi(\mathbf{V}-\mathbf{a}) \mid \mathbf{U}=\mathbf{u}}(t) \phi_{q}(\mathbf{u} ; \boldsymbol{\gamma}, \Gamma) \mathrm{d} \mathbf{u}= & \frac{\exp \left\{t \mathbf{b}^{T}\left[G+2 t G B H B^{T} G\right] \mathbf{b}\right\}}{\left|I_{p}-2 t A \Omega\right|^{1 / 2}} \\
& \times \int_{\mathbf{u} \in C} \phi_{q}\left(\mathbf{u} ; \boldsymbol{\gamma}+2 t H B^{T} G \mathbf{b}, H\right) \mathrm{d} \mathbf{u}
\end{aligned}
$$

which concludes the proof, by noting that $H=\Gamma+2 t \Delta^{T}\left(I_{p}-2 t A \Omega\right)^{-1} A \Delta$, and so $H B^{T} G=\Delta^{T}\left(I_{p}-2 t A \Omega\right)^{-1} A=\Delta^{T} A\left(I_{p}-2 t \Omega A\right)^{-1}$ and $G+2 t G B H B^{T} G=$ $\left(I_{p}-2 t A \Omega\right)^{-1} A$.

Proposition 2 Let $\psi(\mathbf{X}-\mathbf{a})=(\mathbf{X}-\mathbf{a})^{T} A(\mathbf{X}-\mathbf{a})$, where $\mathbf{X} \sim \operatorname{SLCT}-N_{p, q}$ $\left(\xi_{*}, \Omega_{*}, C\right)$, and let $\mathbf{V} \sim N_{p}(\xi, \Omega)$. Then, $\psi(\mathbf{X}-\mathbf{a}) \stackrel{d}{=} \psi(\mathbf{V}-\mathbf{a})$ under each of the following conditions:
(i) $C=\left\{\mathbf{u} \in \mathbb{R}^{q}: \mathbf{u}>\boldsymbol{\gamma}\right\}, \mathbf{a}=\xi, A=\Omega^{-1}$, and $\Gamma$ and $\Delta^{T} \Omega^{-1} \Delta$ are diagonal matrices.
(ii) $C=\left\{\mathbf{u} \in \mathbb{R}^{q}: \mathbf{u}>\boldsymbol{\gamma}\right\}, A(\mathbf{a}-\boldsymbol{\xi})=\mathbf{0}$ and $q=1$.
(iii) $A \Delta=O$.

Proof By Proposition 1 and Lemma 1, with $\mathbf{Y}=\mathbf{V}, \boldsymbol{\mu}=\boldsymbol{\xi}$ and $\Sigma=\Omega$, we have that $M_{\psi(\mathbf{X}-\mathbf{a})}(t)=M_{\psi(\mathbf{V}-\mathbf{a})}(t)$ for all $t$ where they are defined if and only if the following identity holds:
$\frac{\int_{\mathbf{u} \in C} \phi_{q}\left(\mathbf{u} ; \boldsymbol{\gamma}+2 t \Delta^{T}\left(I_{p}-2 t A \Omega\right)^{-1} A(\mathbf{a}-\xi), \Gamma+2 t \Delta^{T}\left(I_{p}-2 t A \Omega\right)^{-1} A \Delta\right) \mathrm{d} \mathbf{u}}{\int_{\mathbf{u} \in C} \phi_{q}(\mathbf{u} ; \boldsymbol{\gamma}, \Gamma) \mathrm{d} \mathbf{u}}=1$.
From the latter, the proofs of (i)-(iii) follow easily, considering, in particular, that condition (iii) implies $\Delta^{T}\left(I_{p}-2 t A \Omega\right)^{-1} A=\left[\left(I_{p}-2 t \Omega A\right)^{-1} A \Delta\right]^{T}=O$.

Remark 2 In (i)-(ii), we note by the condition $\boldsymbol{\xi}-\mathbf{a}=\mathbf{0}$ or $A(\boldsymbol{\xi}-\mathbf{a})=\mathbf{0}$ that $\psi(\mathbf{X}-\mathbf{a})=\psi(\mathbf{X}-\boldsymbol{\xi})$. Moreover, the conditions on $C$ and on $\Gamma$ are equivalent to assuming (without loss of generality) that $\boldsymbol{\gamma}=\mathbf{0}$ and $\Gamma=I_{q}$, respectively (see (N3)). In the case (iii), we note that the condition $A \Delta=O$ has sense when $p>1$, which holds for any matrix $A$ of the form $A=P-P \Delta\left(\Delta^{T} P \Delta\right)^{-1} \Delta^{T} P$, where $P$ is a $p \times p$ symmetric matrix. Moreover, when the matrix $P$ has rank $r$ and $P \Omega P=P$, we have that $A$ has rank $r$ and $A \Omega A=A$.

Corollary $1 \operatorname{Let} \psi(\mathbf{X}-\mathbf{a})=(\mathbf{X}-\mathbf{a})^{T} A(\mathbf{X}-\mathbf{a})$, where $\mathbf{X} \sim S L C T-N_{p, q}\left(\boldsymbol{\xi}_{*}, \Omega_{*}, C\right)$, $\mathbf{a} \in \mathbb{R}^{p}$ is a fixed column vector and $A$ is a symmetric $p \times p$ fixed matrix of rank $r$. If $\mathbf{a}$ and $A$ are such that $A(\mathbf{a}-\boldsymbol{\xi})=\mathbf{0}$ and $A \Omega A=A$, then $\psi(\mathbf{X}-\mathbf{a})=\psi(\mathbf{X}-\boldsymbol{\xi}) \sim \chi_{r}^{2}$ under each of the conditions (i)-(iii) of Proposition 2.

Proof Since $A(\boldsymbol{\xi}-\mathbf{a})=\mathbf{0}$, it is clear that $\psi(\mathbf{X}-\mathbf{a})=\psi(\mathbf{X}-\boldsymbol{\xi})$. Now, note by applying the condition $A(\boldsymbol{\xi}-\mathbf{a})=\mathbf{0}$ in Proposition 1 that
$M_{\psi(\mathbf{X}-\mathbf{a})}(t)=\left|I_{p}-2 t A \Omega\right|^{-1 / 2} \frac{\int_{\mathbf{u} \in C} \phi_{q}\left(\mathbf{u} ; \boldsymbol{\gamma}, \Gamma+2 t \Delta^{T}\left(I_{p}-2 t A \Omega\right)^{-1} A \Delta\right) \mathrm{d} \mathbf{u}}{\int_{\mathbf{u} \in C} \phi_{q}(\mathbf{u} ; \boldsymbol{\gamma}, \Gamma) \mathrm{d} \mathbf{u}}$,
where, from the conditions that $A$ has rank $r$ and $A \Omega A=A,\left|I_{p}-2 t A \Omega\right|^{-1 / 2}=$ $(1-2 t)^{-r / 2}$. Thus, the proof follows by noting that under each of the conditions (i)-(iii) we have

$$
\frac{\int_{\mathbf{u} \in C} \phi_{q}\left(\mathbf{u} ; \boldsymbol{\gamma}, \Gamma+2 t \Delta^{T}\left(I_{p}-2 t A \Omega\right)^{-1} A \Delta\right) \mathrm{d} \mathbf{u}}{\int_{\mathbf{u} \in C} \phi_{q}(\mathbf{u} ; \boldsymbol{\gamma}, \Gamma) \mathrm{d} \mathbf{u}}=1,
$$

and so $M_{\psi(\mathbf{X}-\mathbf{a})}(t)=(1-2 t)^{-r / 2}$.
Remark 3 Since $(\mathbf{V} \mid \mathbf{U}) \sim N_{p}\left(\xi+\Delta \Gamma^{-1}(\mathbf{U}-\boldsymbol{\gamma}), \Omega-\Delta \Gamma^{-1} \Delta^{T}\right)$ by (10), we have that the condition $A \Delta=O$ implies that $\psi(\mathbf{V}-\mathbf{a})=(\mathbf{V}-\mathbf{a})^{T} A(\mathbf{V}-\mathbf{a})$ is independent of $\mathbf{U}$, hence $\psi(\mathbf{X}-\mathbf{a}) \stackrel{d}{=}(\psi(\mathbf{V}-\mathbf{a}) \mid \mathbf{U} \in C) \stackrel{d}{=} \psi(\mathbf{V}-\mathbf{a})$ by (P2), see also Remark 1 .

### 5.2 Selection elliptical distributions

We consider now a selection elliptical random vector $\mathbf{X} \stackrel{d}{=}(\mathbf{V} \mid \mathbf{U} \in C)$, where

$$
\binom{\mathbf{U}}{\mathbf{V}} \sim E C_{q+p}\left(\xi_{*}=\binom{\boldsymbol{\gamma}}{\boldsymbol{\xi}}, \quad \Omega_{*}=\left(\begin{array}{cc}
\Gamma & \Delta^{T}  \tag{13}\\
\Delta & \Omega
\end{array}\right), h^{(q+p)}\right)
$$

with $\Omega_{*}$ a positive definite dispersion matrix. By (1), it has a selection pdf given by

$$
\begin{align*}
f_{\mathbf{X}}(\mathbf{x})= & f_{p}\left(\mathbf{x} ; \boldsymbol{\xi}, \Omega, h^{(p)}\right) \\
& \times \frac{\int_{\mathbf{u} \in C} f_{q}\left(\mathbf{u} ; \boldsymbol{\gamma}+\Delta^{T} \Omega^{-1}(\mathbf{x}-\boldsymbol{\xi}), \Gamma-\Delta^{T} \Omega^{-1} \Delta, h_{w(\mathbf{x})}^{(q)}\right) \mathrm{d} \mathbf{u}}{\int_{\mathbf{u} \in C} f_{q}\left(\mathbf{u} ; \boldsymbol{\gamma}, \Gamma, h^{(q)}\right) \mathrm{d} \mathbf{u}}, \tag{14}
\end{align*}
$$

where $f_{k}\left(\mathbf{y} ; \boldsymbol{\mu}, \Sigma, h^{(k)}\right)=|\Sigma|^{-1 / 2} h^{(k)}\left[(\mathbf{y}-\boldsymbol{\mu})^{T} \Sigma^{-1}(\mathbf{y}-\boldsymbol{\mu})\right], w(\mathbf{x})=(\mathbf{x}-\boldsymbol{\xi})^{T} \Omega^{-1}$ $(\mathbf{x}-\boldsymbol{\xi})$ and $h_{w}^{(p)}(u)=h^{(q+p)}(u+w) / h^{(q)}(w)$. Here, the notation $\mathbf{X} \sim S L C T$ $E C_{p, q}\left(\boldsymbol{\xi}_{*}, \Omega_{*}, h^{(q+p)}, C\right)$ or, more explicitly, $\mathbf{X} \sim S L C T-E C_{p, q}(\xi, \gamma, \Omega, \Gamma, \Delta$, $h^{(q+p)}, C$ ), will be used to say that a random vector $\mathbf{X}$ has the selection elliptical pdf (14). From the latter notation, the basic properties (N1)-(N4) of the selection normal distribution can also be extended easily to this case. When $C=\left\{\mathbf{u} \in \mathbb{R}^{q}: \mathbf{u}>\mathbf{0}\right\}$, (14) reduces to the SUE pdf introduced by Arellano-Valle and Azzalini (2006) given by

$$
\begin{equation*}
f_{\mathbf{X}}(\mathbf{x})=f_{p}\left(\mathbf{x} ; \boldsymbol{\xi}, \Omega, h^{(p)}\right) \frac{F_{q}\left(\boldsymbol{\gamma}+\Delta^{T} \Omega^{-1}(\mathbf{x}-\boldsymbol{\xi}) ; \mathbf{0}, \Gamma-\Delta^{T} \Omega^{-1} \Delta, h_{w(\mathbf{x})}^{(q)}\right)}{F_{q}\left(\boldsymbol{\gamma} ; \mathbf{0}, \Gamma, h^{(q)}\right)} . \tag{15}
\end{equation*}
$$

Under (15) we have $\psi(\mathbf{X}-\boldsymbol{\xi})=(\mathbf{X}-\boldsymbol{\xi})^{T} \Omega^{-1}(\mathbf{X}-\boldsymbol{\xi})$ has the same distribution as $\psi(\mathbf{V}-\boldsymbol{\xi})=(\mathbf{V}-\boldsymbol{\xi})^{T} \Omega^{-1}(\mathbf{V}-\boldsymbol{\xi})$, where $\mathbf{V} \sim E C_{p}\left(\boldsymbol{\xi}, \Omega, h^{(p)}\right)$, when $\boldsymbol{\gamma}=\mathbf{0}$ and $q=1$. In fact, under such conditions, (15) is in the generalized skew-elliptical class of pdf's introduced by Genton and Loperfido (2005), with skewing function $F_{1}\left(\delta^{T} \Omega^{-1}(\mathbf{x}-\boldsymbol{\xi}) ; 0,1-\delta^{T} \Omega^{-1} \boldsymbol{\delta}, h_{w(\mathbf{x})}^{(1)}\right)$, for which the invariance property holds for any even function of $\Omega^{-1 / 2}(\mathbf{X}-\boldsymbol{\xi})$. It is not clear if this fact can be extended to the full SUE class when $q>1$, and thus to the selection elliptical distributions. However, under the latter class we can give the following result.

Proposition $3 \operatorname{Let} \psi(\mathbf{X}-\mathbf{a})=(\mathbf{X}-\mathbf{a})^{T} A(\mathbf{X}-\mathbf{a})$, where $\mathbf{X} \sim \operatorname{SLCT}-E C_{p, q}\left(\boldsymbol{\xi}_{*}, \Omega_{*}\right.$, $\left.h^{(q+p)}, C\right), \mathbf{a} \in \mathbb{R}^{p}$ is a fixed column vector and $A$ is a symmetric $p \times p$ fixed matrix of rankr. If $A \Delta=O$, and $C=\left\{\mathbf{u} \in \mathbb{R}^{q}: \mathbf{u}>\boldsymbol{\gamma}\right\}$, then $\psi(\mathbf{X}-\mathbf{a}) \stackrel{d}{=} \psi(\mathbf{V}-\mathbf{a})=$ $(\mathbf{V}-\mathbf{a})^{T} A(\mathbf{V}-\mathbf{a})$, where $\mathbf{V} \sim E C_{p}\left(\xi, \Omega, h^{(p)}\right)$.

Proof Note first that the condition on $C$ implies that $C-\boldsymbol{\gamma}=\left\{\mathbf{u} \in \mathbb{R}^{q}: \mathbf{u}>\mathbf{0}\right\}$, so that without loss of generality we can assume that $\boldsymbol{\gamma}=\mathbf{0}$. Now, let $B$ be a $r \times p$ matrix of rank $r$ such that $B^{T} B=A$. Without loss of generality assume that $\mathbf{a}=\boldsymbol{\xi}=\mathbf{0}$. Thus we need to show, under the above conditions, that $\psi(\mathbf{X})=\|B \mathbf{X}\|^{2}$ and $\psi(\mathbf{V})=\|B \mathbf{V}\|^{2}$ are equally distributed. $\mathrm{By}(\mathrm{P} 2), B \mathbf{X} \stackrel{d}{=}(B \mathbf{V} \mid \mathbf{U}>\mathbf{0})$, where from (13)

$$
\binom{\mathbf{U}}{B \mathbf{V}} \sim E C_{q+r}\left(\binom{\mathbf{0}}{\mathbf{0}}, \quad\left(\begin{array}{cc}
\Gamma & (B \Delta)^{T}  \tag{16}\\
B \Delta & B \Omega B^{T}
\end{array}\right), h^{(q+r)}\right)
$$

Thus, to prove the result, we note that the condition $A \Delta=O$ is equivalent to $B \Delta=O$, i.e., in (16), $\mathbf{U}$ and $B \mathbf{V}$ are uncorrelated elliptical random vectors. Hence, $B \mathbf{X} \stackrel{d}{=} B \mathbf{V}$ (see Sect. 3.2) and $\psi(\mathbf{X}) \stackrel{d}{=} \psi(\mathbf{V})$ by (P2).

### 5.3 Scale mixtures of selection normal distributions

An important subclass of selection elliptical distributions is obtained when the joint distribution of $\mathbf{U}$ and $\mathbf{V}$ is such that

$$
\left[\left.\binom{\mathbf{U}}{\mathbf{V}} \right\rvert\, W=w\right] \sim N_{q+p}\left(\boldsymbol{\xi}_{*}=\binom{\boldsymbol{\gamma}}{\boldsymbol{\xi}}, \quad w \Omega_{*}=\left(\begin{array}{cc}
w \Gamma & w \Delta^{T}  \tag{17}\\
w \Delta & w \Omega
\end{array}\right)\right)
$$

for some non-negative random variable $W$ with cdf $G$. Some properties and examples of the resulting selection elliptical subfamily are considered in Arellano-Valle et al. (2006). For instance, we note that any selection random vector $\mathbf{X} \stackrel{d}{=}(\mathbf{V} \mid \mathbf{U} \in C)$ that follows from (17) can be represented as $(\mathbf{X} \mid W=w) \sim S L C T-N_{p, q}\left(\boldsymbol{\xi}_{*}, w \Omega_{*}, C\right)$, where $W \sim G$. In particular, for the pdf of $\mathbf{X}$ we have $f_{\mathbf{X}}(\mathbf{x})=\int_{0}^{\infty} f_{\mathbf{X} \mid W=w}(\mathbf{x}) \mathrm{d} G(w)$, where $f_{\mathbf{X} \mid W=w}(\mathbf{x})$ is the selection normal pdf (11) with $\Omega_{*}$ replaced by $w \Omega_{*}$, i.e.,

$$
f_{\mathbf{X}}(\mathbf{x})=\int_{0}^{\infty} \phi_{p}(\mathbf{x} ; \boldsymbol{\xi}, w \Omega) \frac{\int_{\mathbf{u} \in C} \Phi_{q}\left(\mathbf{u} ; \boldsymbol{\gamma}+\Delta^{T} \Omega^{-1}(\mathbf{x}-\boldsymbol{\xi}), w\left\{\Gamma-\Delta^{T} \Omega^{-1} \Delta\right\}\right) \mathrm{d} \mathbf{u}}{\int_{\mathbf{u} \in C} \Phi_{q}(\mathbf{u} ; \boldsymbol{\gamma}, w \Gamma) \mathrm{d} \mathbf{u}} \mathrm{~d} G(w) .
$$

Similarly, the mgf of $\psi(\mathbf{X}-\mathbf{a})=(\mathbf{X}-\mathbf{a})^{T} A(\mathbf{X}-\mathbf{a})$ can be computed as

$$
M_{\psi(\mathbf{X}-\mathbf{a})}(t)=\int_{0}^{\infty} M_{\psi(\mathbf{X}-\mathbf{a}) \mid W=w}(t) \mathrm{d} G(w)
$$

where, by Proposition 1 , with $(\Gamma, \Delta, \Omega)$ replaced by $(w \Gamma, w \Delta, w \Omega)$, we obtain for the conditional $\operatorname{mgf} M_{\psi(\mathbf{X}-\mathbf{a}) \mid W=w}(t)$ that

$$
\begin{align*}
& M_{\psi(\mathbf{X}-\mathbf{a}) \mid W=w}(t)=M_{\psi(\mathbf{V}-\mathbf{a}) \mid W=w}(t) \\
& \times \frac{\int_{\mathbf{u} \in C} \phi_{q}\left(\mathbf{u} ; \boldsymbol{\gamma}+2 t w \Delta^{T}\left(I_{p}-2 t w A \Omega\right)^{-1} A(\mathbf{a}-\xi), w \Gamma+2 t w^{2} \Delta^{T}\left(I_{p}-2 t w A \Omega\right)^{-1} A \Delta\right) \mathrm{d} \mathbf{u}}{\int_{\mathbf{u} \in C} \phi_{q}(\mathbf{u} ; \boldsymbol{\gamma}, w \Gamma) \mathrm{d} \mathbf{u}}, \tag{18}
\end{align*}
$$

and, by Lemma 1,

$$
M_{\psi(\mathbf{V}-\mathbf{a}) \mid W=w}(t)=\frac{\exp \left\{t(\mathbf{a}-\boldsymbol{\xi})^{T}\left(I_{p}-2 t w A \Omega\right)^{-1} A(\mathbf{a}-\boldsymbol{\xi})\right\}}{\left|I_{p}-2 t w A \Omega\right|^{1 / 2}}
$$

since $(\mathbf{V} \mid W=w) \sim N_{p}(\xi, w \Omega)$.
Thus, we can extend the results given in Proposition 2 for the selection normal distribution to the more general subclass of selection elliptical distributions defined above.

Proposition 4 Let $\psi(\mathbf{X}-\mathbf{a})=(\mathbf{X}-\mathbf{a})^{T} A(\mathbf{X}-\mathbf{a})$, where $(\mathbf{X} \mid W=w) \sim S L C T$ $N_{p, q}\left(\mathbf{0}, w \Omega_{*}, C\right)$ for some non-negative random variable $W \sim G$, fixed column vector $\mathbf{a} \in \mathbb{R}^{p}$, and fixed symmetric $p \times p$ matrix $A$ of rankr. Then, $\psi(\mathbf{X}-\mathbf{a}) \stackrel{d}{=} \psi(\mathbf{V}-\mathbf{a})$, where $(\mathbf{V} \mid W=w) \sim N_{p}(\xi, w \Omega)$, under each of the conditions (i)-(iii) of Proposition 2.

Proof Under each of the conditions (i)-(iii) given in Proposition 2 we have in (18) that $M_{\psi(\mathbf{X}-\mathbf{a}) \mid W=w}(t)=M_{\psi(\mathbf{V}-\mathbf{a}) \mid W=w}(t)$ for all $t$ and each $w>0$. Thus, $\psi(\mathbf{X}-\mathbf{a}) \stackrel{d}{=}$ $\psi(\mathbf{V}-\mathbf{a})$, where $\mathbf{V}$ is such that $(\mathbf{V} \mid W=w) \sim N_{p}(\boldsymbol{\xi}, w \Omega)$.

From Proposition 4 , we can also extend the result in Corollary 1 as follows.
Corollary 2 Let $\psi(\mathbf{X}-\mathbf{a})=(\mathbf{X}-\mathbf{a})^{T} A(\mathbf{X}-\mathbf{a})$, where $(\mathbf{X} \mid W=w) \sim \operatorname{SLCT}$ $N_{p, q}\left(\xi_{*}, w \Omega_{*}, C\right)$, for some non-negative random variable $W \sim G$, fixed column vector $\mathbf{a} \in \mathbb{R}^{p}$, and fixed symmetric $p \times p$ matrix $A$ of rank $r$. If $\mathbf{a}$ and $A$ are such that $A(\mathbf{a}-\boldsymbol{\xi})=\mathbf{0}$ and $A \Omega A=A$, then, under each of the conditions (i)-(iii) of Proposition 2, we have $\psi(\mathbf{X}-\mathbf{a})=\psi(\mathbf{X}-\boldsymbol{\xi}) \stackrel{d}{=}$ WS , where $S \sim \chi_{r}^{2}$ and is independent of $W$.

Proof Note first by applying the condition $A(\boldsymbol{\xi}-\mathbf{a})=\mathbf{0}$ in (18) that

$$
\begin{aligned}
& M_{\psi(\mathbf{X}-\mathbf{a}) \mid W=w}(t) \\
& =\left|I_{p}-2 t w A \Omega\right|^{-1 / 2} \underline{\int_{\mathbf{u} \in C} \phi_{q}\left(\mathbf{u} ; \boldsymbol{\gamma}, w \Gamma+2 t w^{2} \Delta^{T}\left(I_{p}-2 t w A \Omega\right)^{-1} A \Delta\right) \mathrm{d} \mathbf{u}} \\
& \int_{\mathbf{u} \in C} \phi_{q}(\mathbf{u} ; \boldsymbol{\gamma}, w \Gamma) \mathrm{d} \mathbf{u}
\end{aligned},
$$

where from the conditions that $A$ has rank $r$ and $A \Omega A=A,\left|I_{p}-2 t w A \Omega\right|^{-1 / 2}=$ $(1-2 w t)^{-r / 2}$. Note now that for each of the conditions (i)-(iii) of Proposition 2 we have

$$
\frac{\int_{\mathbf{u} \in C} \phi_{q}\left(\mathbf{u} ; \boldsymbol{\gamma}, \Gamma+2 t \Delta^{T}\left(I_{p}-2 t A \Omega\right)^{-1} A \Delta\right) \mathrm{d} \mathbf{u}}{\int_{\mathbf{u} \in C} \phi_{q}(\mathbf{u} ; \boldsymbol{\gamma}, \Gamma) \mathrm{d} \mathbf{u}}=1
$$

and so $M_{\psi(\mathbf{X}-\mathbf{a}) \mid W=w}(t)=(1-2 w t)^{-r / 2}$, i.e., $(\psi(\mathbf{X}-\mathbf{a}) \mid W=w) \stackrel{d}{=} w S$, where $S \sim \chi_{r}^{2}$ does not dependent on $w$. Hence $\psi(\mathbf{X}-\mathbf{a}) \stackrel{d}{=} W S$, where $W$ and $S$ are independent. Finally, we note that the condition $A(\mathbf{a}-\boldsymbol{\xi})=\mathbf{0}$ implies also that $\psi(\mathbf{X}-\mathbf{a})=\psi(\mathbf{X}-\boldsymbol{\xi})$.

Additional properties of this subclass of selection elliptical models can be explored for particular choices of $C$. For example, when $C=\left\{\mathbf{u} \in \mathbb{R}^{q}: \mathbf{u}>\boldsymbol{\gamma}\right\}$, we have the stochastic representation (19) presented in Lemma 2 below. In such case, the resulting selection distributions belong to the SUE family considered by Arellano-Valle and Azzalini (2006). The special case of the multivariate skew- $t$ distribution that follows when $G$ is the inverse Gamma $\operatorname{IG}(\nu / 2, \nu / 2)$ distribution is studied in some details by these authors.

Lemma 2 Let $\mathbf{X} \stackrel{d}{=}(\mathbf{V} \mid \mathbf{U} \in C)$, where $\left[\left(\mathbf{U}^{T}, \mathbf{V}^{T}\right)^{T} \mid W=w\right] \sim N_{q+p}\left(\boldsymbol{\xi}_{*}, w \Omega_{*}\right)$ for some non-negative random variable $W$ with cdf $G$. If $C=\left\{\mathbf{u} \in \mathbb{R}^{q}: \mathbf{u}>\boldsymbol{\gamma}\right\}$, then

$$
\begin{equation*}
\mathbf{X} \stackrel{d}{=} \boldsymbol{\xi}+\sqrt{W} \mathbf{X}_{N} \tag{19}
\end{equation*}
$$

where $\mathbf{X}_{N} \sim \operatorname{SU} N_{p, q}\left(\mathbf{0}, \Omega_{*}\right)$ and is independent of $W$.

Proof By (17), $\left(\mathbf{U}^{T}, \mathbf{V}^{T}\right)^{T} \stackrel{d}{=}\left(\boldsymbol{\gamma}^{T}+\sqrt{W} \mathbf{U}_{N}^{T}, \boldsymbol{\xi}^{T}+\sqrt{W} \mathbf{V}_{N}^{T}\right)^{T}$, where $\left(\mathbf{U}_{N}^{T}, \mathbf{V}_{N}^{T}\right)^{T} \sim$ $N_{q+p}\left(\mathbf{0}, \Omega_{*}\right)$ and is independent of $W$. Thus, since $C=\left\{\mathbf{u} \in \mathbb{R}^{q}: \mathbf{u}>\boldsymbol{\gamma}\right\}$ we have by (P2) and the independence between $W$ and $\left(\mathbf{U}_{N}^{T}, \mathbf{V}_{N}^{T}\right)^{T}$ that

$$
\begin{aligned}
\mathbf{X} \stackrel{d}{=}(\mathbf{V} \mid \mathbf{U}>\boldsymbol{\gamma}) \stackrel{d}{=}\left(\boldsymbol{\xi}+\sqrt{W} \mathbf{V}_{N} \mid \boldsymbol{\gamma}+\sqrt{W} \mathbf{U}_{N}>\boldsymbol{\gamma}\right) \\
\stackrel{d}{=} \boldsymbol{\xi}+\sqrt{W}\left(\mathbf{V}_{N} \mid \mathbf{U}_{N}>\mathbf{0}\right) \stackrel{d}{=} \boldsymbol{\xi}+\sqrt{W} \mathbf{X}_{N},
\end{aligned}
$$

where $\mathbf{X}_{N} \stackrel{d}{=}\left(\mathbf{V}_{N} \mid \mathbf{U}_{N}>\mathbf{0}\right) \sim \operatorname{SUN}_{p, q}\left(\mathbf{0}, \Omega_{*}\right)$ and is independent of $W$.
For the subfamily of selection distributions defined by (19), the results in Proposition 4 and Corollary 2 are more direct, since

$$
\psi(\mathbf{X}-\boldsymbol{\xi}) \stackrel{d}{=} W \psi\left(\mathbf{X}_{N}\right)
$$

where $\psi\left(\mathbf{X}_{N}\right)=\mathbf{X}_{N}^{T} A \mathbf{X}_{N}$ and is independent of $W$. Moreover, since $\mathbf{X}_{N} \sim$ $\operatorname{SUN}_{p, q}\left(\mathbf{0}, \Omega_{*}\right)$ we have $\psi\left(\mathbf{X}_{N}\right) \sim \chi_{r}^{2}$, where $r$ is the rank of $A$, under each of the following conditions:
(a) $A=\Omega^{-1}$, and $\Gamma$ and $\Delta^{T} \Omega^{-1} \Delta$ are diagonal matrices.
(b) $A \Delta=O$ and $A \Omega A=A$.

## 6 Application to sample variogram and covariogram estimators

We study the application of the previous invariance results to sample variogram and covariogram estimators in spatial statistics. Kim et al. (2004) have shown that skewnormal processes are useful for spatial prediction of rainfall. Allard and Naveau (2007) have proposed a spatial skew-normal random field based on the observation that skewness is often present in geostatistical data. The construction of their field is made via a selection mechanism as described in this paper. This motivates the small simulation study reported below.

Let $\left\{X(\mathbf{s}): \mathbf{s} \in D \subset \mathbb{R}^{d}\right\}, d \geq 1$, be a second-order stationary spatial process in a region $D$. The estimator of the variogram of this process, based on a sample $\mathbf{X}=\left(X\left(\mathbf{s}_{1}\right), \ldots, X\left(\mathbf{s}_{p}\right)\right)^{T}$, is a quadratic form given by

$$
\begin{equation*}
\psi_{1}(\mathbf{X} ; \mathbf{h})=\frac{1}{|N(\mathbf{h})|} \sum_{N(\mathbf{h})}\left(X\left(\mathbf{s}_{i}\right)-X\left(\mathbf{s}_{j}\right)\right)^{2}=\mathbf{X}^{T} A(\mathbf{h}) \mathbf{X} \tag{20}
\end{equation*}
$$

where $N(\mathbf{h})=\left\{\left(\mathbf{s}_{i}, \mathbf{s}_{j}\right): \mathbf{s}_{i}-\mathbf{s}_{j}=\mathbf{h} \in D\right\}$ and $A(\mathbf{h})$ is a spatial design matrix of the data at lag $\mathbf{h}$; see Gorsich et al. (2002), and Hillier and Martellosio (2006). Similarly, the sample covariogram estimator is a quadratic form given by

$$
\begin{equation*}
\psi_{2}(\mathbf{X} ; \mathbf{h})=\frac{1}{|N(\mathbf{h})|} \sum_{N(\mathbf{h})}\left(X\left(\mathbf{s}_{i}\right)-\bar{X}\right)\left(X\left(\mathbf{s}_{j}\right)-\bar{X}\right)=\mathbf{X}^{T} A(\mathbf{h}) \mathbf{X} \tag{21}
\end{equation*}
$$



Fig. 1 Boxplots of sample autocovariance estimates at various lags under the normal (yellow light shading) and skew-normal (green dark shading) distributions
where $\bar{X}=\frac{1}{p} \sum_{i=1}^{p} X\left(\mathbf{s}_{i}\right)$ and $A(\mathbf{h})$ is a spatial design matrix of the data at lag $\mathbf{h}$. When $d=1$, the expression (21) reduces to the sample autocovariance estimator of a second-order time series process given by the quadratic form

$$
\begin{equation*}
\psi_{3}(\mathbf{X} ; h)=\frac{1}{p-h} \sum_{i=1}^{p-h}(X(i+h)-\bar{X})(X(i)-\bar{X})=\mathbf{X}^{T} A(h) \mathbf{X} \tag{22}
\end{equation*}
$$

where $A(h)=M D(h) M, D(0)=I_{p}, D(h)=(1 /[2(p-h)])\left(P(h)+P(h)^{T}\right)$, $P(h)=\sum_{i=h}^{p-1} \mathbf{e}_{i} \mathbf{e}_{i}^{T}, \mathbf{e}_{i}=\left(0, \ldots, 0,1_{i}, 0, \ldots, 0\right)^{T} \in \mathbb{R}^{p}$, and $M=I_{p}-J_{p}$ is the centering matrix, $J_{p}=(1 / p) \mathbf{1}_{p} \mathbf{1}_{p}^{T}, M^{2}=M, \operatorname{tr}\{M\}=p-1$.

In the definition of the above statistics, we are assuming that $\mathbf{a}=\boldsymbol{\xi}$, and $\boldsymbol{\xi}=\xi \mathbf{1}_{p}$ due to stationarity. Because the matrix $A(\mathbf{h})$ satisfies the condition $A(\mathbf{h}) \mathbf{1}_{p}=\mathbf{0}$, we have $\psi(\mathbf{X}-\boldsymbol{\xi})=\psi(\mathbf{X})$. By assumption $A(\mathbf{h})(\mathbf{a}-\boldsymbol{\xi})=\mathbf{0}$. Thus, according to Proposition 3, for the SUE class of distributions, a condition to obtain invariance for any of the above statistics is that $A(\mathbf{h}) \Delta=O$. Since, by assumption, $A(\mathbf{h}) \mathbf{1}_{p}=\mathbf{0}$, the condition $A(\mathbf{h}) \Delta=O$ holds for example when $\Delta=\delta \mathbf{1}_{p} \mathbf{1}_{q}^{T}$ or, more generally, when $\Delta=\mathbf{1}_{p} \boldsymbol{\delta}^{T}$, where $\boldsymbol{\delta}=\left(\delta_{1}, \ldots, \delta_{q}\right)^{T}$. However, according to Proposition 4, $A(\mathbf{h}) \Delta=O$ yields invariance for the scale mixtures of the selection normal model whatever the selection subset $C$.

Next, we illustrate the previous results for $d=1$, i.e., in the context of time series. We simulate 1,000 samples of size $p=100$ from a normal and a skew-normal (Azzalini and Dalla Valle 1996) distribution, i.e., $\mathbf{X} \sim N_{p}(\mathbf{0}, \Sigma)$ and $\mathbf{X} \sim S N_{p}(\mathbf{0}, \Sigma, \boldsymbol{\alpha})$, where $\Sigma$ is the correlation matrix of an $\operatorname{AR}(1)$ process with correlation 0.5 and $\boldsymbol{\alpha}=\left(1-\boldsymbol{\delta}^{T} \Sigma^{-1} \boldsymbol{\delta}\right)^{-1} \Sigma^{-1} \boldsymbol{\delta}$ with $\boldsymbol{\delta}=0.15 \mathbf{1}_{p}$. On each sample, we estimate the autocovariance with the estimator $\psi_{3}(\mathbf{X} ; h)$ for $h=0,1,2,3,4$. Figure 1 depicts boxplots of the estimates at those lags under the normal (yellow light shading) and
skew-normal (green dark shading) distributions. It can be appreciated that the distribution of the sample autocovariance estimator does not change in presence of skewness for that class of distributions.

## 7 Discussion

We have studied conditions under which an invariance property holds for the class of selection distributions. In particular, we have focused on the distribution of quadratic forms and described the implication of the invariance on sample variogram and covariogram estimators in spatial statistics. We have illustrated the latter situation by means of a small simulation study.

The invariance property studied in this paper has also implications in other important settings. For example, consider a linear model (multiple regression) $\mathbf{X}=\boldsymbol{\xi}+\mathbf{e}$, with $\boldsymbol{\xi}=Z \boldsymbol{\beta}$, where $Z$ is a $p \times k$ known matrix of rank $k, \boldsymbol{\beta} \in \mathbb{R}^{k}$ is a vector of unknown parameters and $\mathbf{e} \in \mathbb{R}^{p}$ is an error random vector. For the classical normal linear model, we have $\mathbf{e} \sim N_{p}\left(\mathbf{0}, \sigma^{2} I_{p}\right)$. Let $\mathbf{z}_{1}, \ldots, \mathbf{z}_{k}$ be the columns of $Z$ an suppose that $\mathbf{z}_{1}=\mathbf{1}_{p}$, i.e., $\boldsymbol{\xi}=Z \boldsymbol{\beta}=\beta_{1} \mathbf{1}_{p}+\beta_{2} \mathbf{z}_{2}+\cdots+\beta_{k} \mathbf{z}_{k}$. Let also $\hat{\boldsymbol{\xi}}=P \mathbf{X}$ and $\hat{\mathbf{e}}=\mathbf{X}-\hat{\boldsymbol{\xi}}=\left(I_{p}-P\right) \mathbf{X}$, where $P=Z\left(Z^{T} Z\right)^{-1} Z^{T}$, be the classical linear predictor and residual vectors, respectively, and consider the well known variance decomposition:

$$
\begin{aligned}
& \underbrace{\sum_{i=1}^{p}\left(X_{i}-\bar{X}\right)^{2}}_{\text {SST }}=\underbrace{\sum_{i=1}^{p}\left(\hat{\xi}_{i}-\bar{X}\right)^{2}}_{\text {SSR }}+\underbrace{\sum_{i=1}^{p} \hat{e}_{i}^{2}}_{\text {SSE }} \\
& \left\|\mathbf{X}-\bar{X} \mathbf{1}_{p}\right\|^{2}=\left\|\hat{\boldsymbol{\xi}}-\bar{X} \mathbf{1}_{p}\right\|^{2}+\|\hat{\mathbf{e}}\|^{2} \\
& \hat{\mathbb{y}} \\
& \underbrace{\mathbf{X}^{T}\left(I_{p}-J_{p}\right) \mathbf{X}}_{\psi_{4}(\mathbf{X})}=\underbrace{\mathbf{X}^{T}\left(P-J_{p}\right) \mathbf{X}}_{\psi_{5}(\mathbf{X})}+\underbrace{\mathbf{X}^{T}\left(I_{p}-P\right) \mathbf{X}}_{\psi_{6}(\mathbf{X})}
\end{aligned}
$$

where SST, SSR, and SSE represent the total, regression, and error sums of squares, respectively. Thus, the three statistics $\psi_{4}, \psi_{5}$ and $\psi_{6}$ are quadratic forms for which $\mathbf{a}=\boldsymbol{\xi}$ and the associated matrix $A$ satisfies the condition $A \mathbf{1}_{p}=\mathbf{0}$, since $P Z=Z$ and so $P \mathbf{1}_{p}=\mathbf{1}_{p}$. Hence, by Proposition 4, if we consider the class of selection linear models obtained as scale mixtures of the normal linear model defined above, with skewness matrix of the form $\Delta=\mathbf{1}_{p} \boldsymbol{\delta}^{T}$, for some $\delta \in \mathbb{R}^{q}$, then the distribution of $\psi_{i}(\mathbf{X}), i=4,5,6$, is neither affected by the skewness parameter nor by the selection subset $C$. Within that class of selection linear models, we have also that the Fisher statistic is robust (in distribution). In fact, since this statistic is given by

$$
T(\mathbf{X})=\left(\frac{p-k}{k-1}\right)\left(\frac{\mathbf{X}^{T}\left(P-J_{p}\right) \mathbf{X}}{\mathbf{X}^{T}\left(I_{p}-P\right) \mathbf{X}}\right)=\left(\frac{p-k}{k-1}\right)\left(\frac{\psi_{5}(\mathbf{X})}{\psi_{6}(\mathbf{X})}\right),
$$

we have that it satisfies the invariance by the common rescaling condition $T(a \mathbf{x})=$ $T(\mathbf{x})$, for all $a>0$, and so $T(\mathbf{X}) \stackrel{d}{=} T(\mathbf{V}) \stackrel{d}{=} T\left(\mathbf{V}_{0}\right)$, for all $\mathbf{V} \sim E C_{p}\left(Z \boldsymbol{\beta}, \sigma^{2} I_{p}, h^{(p)}\right)$ random vectors, where $\mathbf{V}_{0} \sim N_{p}\left(Z \boldsymbol{\beta}, \sigma^{2} I_{p}\right)$, see, e.g., Fang et al. (1990). In particular, under the null hypothesis $H_{0}: \beta_{2}=\beta_{3}=\cdots=\beta_{k}=0$, we have $T(\mathbf{X}) \sim F_{k-1, p-k}$. The extension of this result to the more general Fisher statistic given by

$$
T(\mathbf{X})=\left(\frac{p-k}{k-k_{0}}\right)\left(\frac{\mathbf{X}^{T}\left(P-P_{0}\right) \mathbf{X}}{\mathbf{X}^{T}\left(I_{p}-P\right) \mathbf{X}}\right)
$$

is straightforward. Here, $P_{0}$ is a $p \times p$ projection matrix, with $\operatorname{tr}\left(P_{0}\right)=k_{0}\left(1 \leq k_{0}<k\right)$ and $P_{0} P=P_{0}$. In fact, if we consider the condition that $P_{0} \Delta=\Delta$, then we have that $P \Delta=\Delta$, and so that $\left(P-P_{0}\right) \Delta=O$ and $\left(I_{p}-P\right) \Delta=O$. In particular, if the skewness matrix has the form $\Delta=\mathbf{1}_{p} \boldsymbol{\delta}^{T}$, then the above invariance condition reduces to $P_{0} \mathbf{1}_{p}=\mathbf{1}_{p}$. In such situations, the distribution of $T(\mathbf{X})$ will be invariant within the full class of selection elliptical distributions when the selection subset $C=\left\{\mathbf{u} \in \mathbb{R}^{q}: \mathbf{u}>\boldsymbol{\gamma}\right\}$ (see Proposition 3), and within the normal scale mixtures subclass whatever the selection subset $C$. In such settings, more general null hypotheses of the form $H_{0}: B \boldsymbol{\beta}=\mathbf{0}$, where $B$ is a $\left(k-k_{0}\right) \times k$ matrix of rank $k-k_{0}$, can be tested by using the fact that, under $H_{0}, T(\mathbf{X}) \sim F_{k-k_{0}, p-k}$. The aforementioned invariances follow from the fact that in such a class of models all the components of the error term have a common random scale factor (see, e.g., Breusch et al. 1997).

Another well known statistic that has the same invariance property under the conditions considered above is the Durbin-Watson (DW) statistic. It is used in time series for testing the null hypothesis that there is not serial correlation in the error terms $e_{1}, \ldots, e_{p}$ and is given by

$$
\mathrm{DW}=\frac{\sum_{i=2}^{p}\left(\hat{e}_{i}-\hat{e}_{i-1}\right)^{2}}{\sum_{i=1}^{p} \hat{e}_{i}^{2}}=\frac{\mathbf{X}^{T}\left(I_{p}-P\right) D^{T} D\left(I_{p}-P\right) \mathbf{X}}{\mathbf{X}^{T}\left(I_{p}-P\right) \mathbf{X}},
$$

where $D$ is the $(p-1) \times p$ difference matrix such that $D \mathbf{x}=\left(x_{2}-x_{1}, \ldots, x_{p}-x_{p-1}\right)^{T}$. For this, the assumption that the $e_{i}$ s follow an $\operatorname{AR}(1)$ process is incorporated in the linear model considered above. In the spatial setting, the analogues to the DurbinWatson statistic are Moran's $I$ and Geary's $c$. Both of them are defined by means of quadratic forms and therefore will possess the invariance property described in this paper.
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