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1. Introduction. In this paper we generalize results obtained by Weston [9] con-
cerning the inverse problem for a particular type of hyperbolic partial differential equa-
tion. The motivation for our work comes from an electromagnetic scattering problem,
and so we begin by briefly outlining such a problem.

Consider a slab of width L situated between the planes 2 = 0 and z = L, with con-
ductivity <j(z) and permittivity t(z). Outside of the slab we assume c = 0, e = e0 . The
conductivity and permittivity of the slab are unknown, and we seek a method for
determining these functions by measuring electromagnetic waves scattered from the
slab. As in all inverse scattering problems, two questions arise immediately: What type
of scattering data is needed and how are the data used to reconstruct the unknown
functions a(z), e(z)?

The difference between this problem and the one considered by Weston is that we
no longer require that the functions e and a be continuous at 2 = 0 and z = L. This
generalization is clearly necessary since the interface between two different media is
characterized by such discontinuities.

We use a time-dependent approach in our solution of the inverse problem, and show
that the necessary scattering data can be obtained by illuminating the slab with a single
plane wave and measuring a finite portion of the reflected wave and the wave trans-
mitted out the far side of the slab. This result is in marked contrast to Weston's, in
which two incident waves are needed (one from either side of the slab) and the resulting
reflected and transmitted waves are measured.

2. Statement of the problem and results. We now present a general formulation
of the inverse problem and outline our results. The equation we consider is
Lu — uxx — utt + A(x)ux + B(x)ul + C(x)u = 0, — °° < x < °°, — <*> < i < °° (2.1)
where

(a) Support A, B, C C [0, I].

* Received June 10, 1974; revised version received November 6, 1974. The author expresses his
appreciation to Professor Vaughan Weston for his encouragement. This work was supported in part
by the National Science Foundation under Grant GP 22583.
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(b) A and B are C1 functions on (0, I) with jump discontinuities at x = 0, x = I.
(c) C is a continuous function on (0, I) with jump discontinuities at x = 0, x = I.
(d) The solution u(x, t) is everywhere continuous and piece wise C2.
(e) There is a jump discontinuity in ux across x = 0, x = I, with

CqUx(0 , t) = ux(0 + , t), c,ux(l+, o = ux(l—, t)

where c0 and c, are constants.
For the problem we are considering, the coefficients A, B, C of Eq. (2.1) are unknown

on (0,1). In this paper wc present a method for constructing the coefficient B(x) and the
combination of coefficients C(x) — A'(x)/2 — A2 (x)/4 by using a certain set of scattering
data. To understand the nature of this data, let us establish some notation. We refer to
the region (0,1) as the "slab". Now consider a plane wave u+\x — t) propagating in the
+.T direction, incident normally on the slab. This gives rise to a wave u+ reflected off
the slab and a wave u+' transmitted through the slab. Thus, exterior to the slab we have
the following solution of (2.1):

u(x, t) = u+'(x — t) + u+r(x + t), x< 0

= u+'(x — t), x > I. (2.2)

We also require that u+'(-q) = u+'(r)) = 0 for y > 0 and w+r(£) = 0 for £ < 0. (Similarly,
we could use an incident wave U-'(x + t) propagating in the —x direction. This generates
a solution of (2.1)

u(x, t) = u-'(x + t) + U-{x — t), x > I

= u-'(x + t), x < 0 (2.3)

wherew_'(£) = W-'(ij) = 0for£ < 0andM_r(r)) = Ofor?; > 21.) Notice that in formulating
the problem (2.1) we required that the solution u be continuous and piecewise C2. In
particular, we require that u±', u+T, uj have these properties and to be such that u(x, t)
satisfies conditions (d) and (e) given above.

To reconstruct the coefficients we need the following data:

u+(ri), —4/ < n] < 0; «/(£), 0 < ^ < 4Z; u+'(ri), —21 — < -rj < 0.

Let us describe briefly how this data is used in solving the inverse problem. In Sec. 4
we establish the following identities (scattering operators):

u+\v) = ba~lu+'(r]) + b0~lgu+'(2l + v) + f T+(y - s)u+'(s) ds, -41 < 17 < 0, (2.4)

«/© = /««+'(—£) - ii,u+'(2l - £) + J ^ R+(£ + s)u+'(s) ds, 0 < £ < 41, (2.5)

where the constants b„ ,f0,g, jo are defined below. The kernels R+ , T+ of these operators
are called the reflection and transmission kernels respectively. These are piecewise C2
functions and are, under the hypotheses given above, independent of the choice of
incident wave used in the scattering experiment.

Now by measuring an incident, reflected and transmitted wave, it is possible to
determine the kernels R+ , T+ and constants b„ , /0 , g, j0 ■ We show in Sec. 5 that these
kernels and constants can be used to derive an integral equation which is a generalization
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of the Gelfand-Levitan equation. The solution of this equation enables us to easily
construct the coefficient B and the combination C — A'/2 — A2/4. We also show how
our results are related to those obtained by Weston. In Sec. 6 we illustrate this technique
by solving an inverse problem for a transmission line with line losses taken into account.
We conclude with an appendix which describes a procedure for solving the inverse
problem when the unknown quantities are constant functions.

We should mention that the hypotheses on u+', u+r, u+' given above are sufficient
to determine the solution of the inverse problem provided we can determine the scattering
kernels and constants in (2.4) and (2.5). (The sufficiency of these conditions is demon-
strated ih Sees. 3, 4 and 5.) If we also require u+"(0 —) 5^ 0, then it can be shown that
these kernels and constants can be uniquely determined. For example, differentiating
(2.4) and bearing in mind that u+'(0) = 0 yields

u+"(v) = &0-V(u) + £>o~V+"(2/ + u) + f° T+(s)u+if(v - s)" it ds

which is valid for all 77 between — 4Z and 0 where u+' is defined. Setting 77 = 0 — gives

w+"(0 —) = &„-V(o-)
and so b0 is determined. Similarly

u+"(-2l+) - u+"(-2l~) = 60-1{«+"(-2Z+) - u+"(-2Z-)} - VW'(O-)

which yields g. Differentiating a second time produces

u+"'(r,) = bo'W'iv) + b0-1gu+i"(2l + ,) - ^(^"(O-) + f T+{sW'i.V ~ «) ds
V

which is a Volterra equation of the second kind for T,+ (rj), so T+ is easily determined.
To show the motivation for formulating problem (2.1) in the above manner, consider

again the example of electromagnetic scattering cited in Sec. 1. An electromagnetic wave
propagating along the z-axis normal to the slab situated between z = 0 and z = L has
transverse electric field E(z, t) satisfying

— e(z)n„Eu — a(z)n„Et =0, — 00 < 2 < 00, — CO < < < CO (2.6)

where the permeability ju0 is constant. The change of variable

x = f {e(s)/u0|1/2 ds, x(L) = I, u(x, t) = E(z, t)
J 0

reduces (2.6) to (2.1) with

A{x) = {e(z)Mor'/2, z*0,L,

B(x) = —o{z)/t{z), C(x) = 0.

The continuity of E and Ez at z — 0, z = L implies that u is continuous at x = 0, x = I
and that ux satisfies

{e„/e(0+)}I/V(0—, t) = «,(0+, t)

{«o/e(L —)} W2Ux(l+, 0 = UX(L~, 0
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which corresponds to (e) above. Hence, by measuring an incident wave and the resulting
scattered waves we can determine B(x) and A (x) (see Sec. 5). In [9] Weston shows how
to recover t and a once A and B are known.

Observe that if B = 0 in (2.1) then we are dealing with a nondissipative problem. If
we further assume A is continuous at x = 0, x = I, then the transformation

v(x, t) = u(x, t) exp j| J A)

reduces our equation to a selfadjoint one which is amenable to a time-dependent (see
Kay [3]) or steady-state (see Kay and Moses [5], [6]) inverse scattering technique. In
this case only a reflected wave or set of reflection coefficients is needed to reconstruct
the combination C — A'/2 — A2/4.

Although our main interest is the fact that we are dealing with a dissipative medium,
our results do have applications to some unresolved problems for nondissipative media.
For example, Moses and deRidder [7] have shown that the permittivity of a dielectric
slab can be obtained by a steady-state approach in two ways: (1) by considering a wave
of fixed frequence and varying the angle of incidence on the slab, or (2) by considering a
fixed angle of incidence and varying the frequency. In the first case it is not necessary
to assume a continuous change in permittivity at the faces of the slab, but in the second
case the continuity is essential. Similarly, it has been pointed out by several authors
([2, 4, 7, 8]) that the inverse problem for lossless transmission lines can only be solved
for the case where the capacitance and inductance are continuous functions. The time-
dependent approach which we present eliminates the continuity assumptions in the
above problems.

Let us establish some notation to be used throughout this paper. It is convenient to
denote /I(0 +) by A(0) and A(l—) by (A(l), with a similar convention for B. Also, to
denote differences in function values, we write

[/]% = KQ) - f(P).
Finally, let G(x) = exp j — f0" B(s) ds\, and let the function 6(s) be such that 0(s) = 0
if s < 0, 6(s) = 1 if s > 0.

We list here constants which will be used at various points in this work:

a± = exp | I (A(s) ± B(s)) ds

b" = 4c " + 1^C' + ^a"

bt = ^7 (c„ + l)(c, + l)a+~

/„ = (Co - l)/(c0 + 1)

fl = (c, - 1 )/(c, + 1)
<i = uhour

/,„ = b0f,G(iri
K = bJoG®-1
jo = (Ct - 1 )/(c„ + l)60_1fl+

ji = (cn - 1 )/(c, + 1 )br'a_
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3. The weak Riemann function. We begin by developing an expression for the
solution of (2.1) in terms of waves (2.2), (2.3). This is done by solving the Cauchy
problem for (2.1) with the data being u(x, t), ux(x, t) where x = 0+ or a; = I—. We
present a general approach to the solution of this Cauchy problem, using a weak Riemann
function. Such a function should prove helpful in future studies relating to this type
of problem.

Set t = x + t, t) = x — t and let </(£, 77; £0, Vo) denote the weak Riemann function. We
require that g have the following properties:

(a) L*g = 0 for £ + 77 ̂  0, 21 (where L* is the formal adjoint of L).

(b) g is a continuous function of £, 77, , rj0 .

f(to + V)/2 1
(c) g(£0 , v] to , Vo) = cxp S- / (A(s) + B(s)) ds>-

«/({o+>Jo)/2 J

C| p<t + *l o)/2 ^
(d) g(£, vo ; Ho , Vo) = exp <- / (A(s) - B(s)) dsf •

V* J(to + Vo)/2 )'(fo + iJo)/2

(e) [g( + !7,]{+,=0+j+,-„- = [A]o+o_0|t+,-o .

(f) [&{ 4" "+( + ,~2l - = + 1 = •

It turns out that the case £0 + Vo > 21 is only of minor interest and so in the remainder
of this paper we consider £0 + Vo < 21 and, where appropriate, merely state results for
the case £0 + Vo > 21. Now several remarks are in order:

(a') It is clear that g exists and is unique.
(b') If 0 < £ + v < 2Z and 0 < £0 + vo < 21, then g coincides with the classical

Riemann function.
(c') If £„ + Vo < 0, condition (e) becomes </£ + <7, = A(0) on £ + 77 = 0+.
(d') If £0 + Vo < 0, then from the propagation of discontinuities (see [1, vol. II,

p. 618])

[g£r-'°V_„_ = -!(A + 5)|„ exp |i (A(«) + B(s)) cfe}

for 770 < v < 2i + Vo , (3.1)

[<7,r-£°V_lo_ = —\{A - B)|0 exp || £' £°>/2 (A(s) - B(s)) ds}

for fo < £ < 21 + £„ . (3.2)
(See Fig. 1.)

We now express the solution u of (2.1) in terms of Cauchy data on z = I—.
Lemma 1. For xn < I and any t0 , we have

2u(x0 , t„) + (Co - l)e(-Xo) [ ux(0 , to + s) ds
Xq

rQ= gu\P + gula + / {u(g( + g,) - u,g - A(l)ugJ ds
Jp

where the integral on the right-hand side is along the line x = I— and P, Q have space-
time coordinates (I— , x0 + ta — I), (I—. t0 — x0 + I) respectively.
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t

(x0 >t0)

discontinuity in g^+g

U,t0-x0 + A>

discontinuity in g^

discontinuity in

(«.,t0+xQ-Jl)

Fig. 1.

Proof: If x0 > 0 the above formula follows as in the classical case. If x0 < 0 inte-
grate the expression gLu — uL*g = 0 over the regions £ + ?7 < 0, £ > £0 , > ?7o and
0 < £ + -q < 21, £ > £0, v > Vo ■ Add the resulting quantities, using the fact that gi — g„
is continuous across x = 0 and also using property (e), and the lemma follows.

In a similar manner we get
Lemma 2. For x0 > 0 and any t0 ,

2u(x0 , to) + (c, — l)0(xo — I) / Wx(£+, s + to — I) ds
"21—zo

= gu\P + gu\Q + £ \u(g( + g,) - uxg - A(Q)ug} ds

where the integral on the right-hand side is along the line x = 0+ and P, Q have space-
time coordinates (0+, t0 + x0), (0+, t0 — x0) respectively.

A simplified expression for g and its derivatives as they appear under the integral
signs in Lemmas 1 and 2 can be obtained due to the fact that the coefficients of (2.1)
are independent of time. This result is expressed in the next lemma.

Lemma 3. The functions K+ and K_ defined bv

K+(xo , y, n) exp j| £ (A(s) - B(s)) ds)

= g„(2n - y + t0 , y — t0 ; x0 + t0 , x0 — t0), (3.3)
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K-(x0 , y, n) exp || J (A(s) + B(s))ds

= 9t(y + t0 , 2n - y - t0 ] x0 + t0 , z0 - t„) (3.4)

(where n = 0 or n = I) satisfy the following conditions:

[dx* ~ dy* ± B{x)(k + 4) + Di{x)}K*{x' y' n) = °' * * °' l' (3"5)

K±(x, 2n — x, n) = j(^ ± B)|„ exp j± J B(s) <isj , (3.6)

Jl±(z, x, n) = — | J D±(s) ds + £(A ± B)|,

+ jd({x — l){l — n\ — xn)(A =F B)(3.7)

where

D±(*) = C(x) - iA'(x) ± hB'{x) + \{B\x) - A2(x)), x * 0, I.

Proof: We consider the case n = I and verify formulas (3.4)-(3.7). The other cases
follow in a similar manner.

Let £<{,„> denote the operator L in characteristic coordinates. It can be shown that
as a function of (£0, vo), V', £o, Vo) satisfies Lu,,lo)g = 0. It follows that Lao,Va)g( = 0.
(The method of successive approximations [1, vol. II, p. 462] shows the continuity of
the mixed partial derivatives which are involved.) A boundary condition for g( on
t) = r/o is obtained from item (d) above, and a condition on £ = £0 is obtained from (a)
and (c). We thus have a characteristic initial value problem for g( . The change of
variable a = £0 — £, P = Vo + £ and g{(£, 21 — £; a + £, p — £) = /(£, a, p, I) converts
this problem into one which is independent of £. Now set a = x0 — y, P = x0 + y and

/(£, a, P, I) = K-(xo , y, I) exp j| ^ (A(s) + B(sJ) dsj

and our result follows.
In the same way as in Lemma 3, we can prove
Lemma 4. The functions L+ and L_ defined by

L+(x„ , y, n) exp ^ (4(s) - £(«)) risj

= g(2n — y + t0 , y — t0 ) x0 + t0 , x0 — t0), (3.8)

dsj

= g(y + t0 , 2n - y - t0 ; x0 + t0 , x0 - to) (3.9)

satisfy Eq. (3.5) and have boundary values

L±(x, 2n — x, n) = exp H" B(s) dsj (3.10)

L+(x, x, n) = 1. (3.11)

L_(x0 , y, n) exp J (A(s) + B(s))
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We are now in a position to express the solution of the Cauchv problem in terms of
waves outside of the slab.

Theorem 1. Assume the Cauchy data for Eq. (2.1) is

u(n, t) = v(n — t) + win + t), ux(n, t) = c„v'(n — t) + c„w'(n + t) (3.12)

where n = 0 or n - I and v, w are continuous, piecewise C2 functions. Then the solution
u of (2.1) is given by

2u(x, t) + (c0 — 1)0( — x) J m,(0— , s + t) ds + (c, — l)d(x — I)

•J ux(l+, s + t — I) ds = exp || (A(s) — B(s)) dsjj(cn + \)v{x — t)

— (c„ — l)v(2n — x — t) exp B(s) dsj + ^ v{y — t)N+(x, y, n) dj/j

+ exp || (A(s) + B(s)) ds||(c„ + 1 )w(x + t)

- (c„ - l)w(2n - x + t) exp ^ B(s) rfsj + w(y + t)N.(x, y, n) dj/j (3.13)

where

N±(x, y, n) = (c„ + 1 )K±(x, y, n)

— (c„ — 1 )Kt(x, 2n — y, n) exp B(s) — A(n)L±(x, y, n). (3.14)

Proof: In Lemmas 1 and 2 write the ux term in the expression JP" uxg ds in terms
of the waves (3.12) and then integrate by parts. The theorem now follows from Lemmas
1-4.

4. The scattering operators. The scattering operators for Eq. (2.1) map ail incident
wave into the corresponding reflected and transmitted waves. Before constructing these
operators we first notice that by using Lemmas 3 and 4 and Eq- (3.14), we can write

N+(x, y, I) = V+\x + y) + W+\x - y)
for x < 0, x < y < 21 — x, where F+1, W+1 are piecewise C2. We can also assume that
F+'(s) = 0 if s < 0. From (3.2), (3.3) and (3.14), we then deduce that

[F+W°+.=o- = TV(0+) = -He, + 1)(A - B)|0 • (4.1)
Similarly, (3.1), (3.4) and (3.14) imply that

[flV(s)]'-(-2,)-._(_2i)+ = i(Ci - 1 )G(iy\A + B)|0 . (4.2)

We now establish a result which expresses the incident and reflected waves in terms of
the transmitted wave.

Theorem 2. There exist unique piecewise C2 functions V+ and W+ such that

«/(£) = b„/oW+'(—£) - h0u+'(2l — Q + J ^ V+(tj + s)u+'(s) ds, J > 0, (4.3)

u+'(v) = b0u+'(v) — b„gu+'(2l + ij) + f W+(rj — s)u+'(s) ds, t\ < 0. (4.4)
J v
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Proof: If such functions exist, it is clear that they are unique. Now consider an
incident wave w+'(r?) propagating in the +x direction. In Theorem 1 set n = I (hence
v = u+ and iv = 0) and x < 0. The integral on the left-hand side of Eq. (3.13) can be
written

[ ux(0 , s + 0 ds = u+\-n) - «+'(-£) - w/(-T7) + w/(£).
J-x

Assuming £ < 0, we then get

(c0 + IK'M — (co — l)M+r(-?j)

= a_|(c; + l)u+'(ij) + j W+\v — s)u+\s) dsj (4.5)

for all i). Setting £ > 0 in Theorem 1 and using (4.5) yields

(c0 + l)w/(£) - (c0 - 1 )u+'(—t)

= a_|—(C; - l)u+'(2l -Q + f" ? W+\n - s)u+\s) ds + f £ V+\t + s)u+'(s)

Since W+\t]) is constant for rj < — 21, we define

V+\0 = -W+\-Q (4.6)
for £ > 21 and get
(c0 + l)«+r(£) - (c0 - l)w+'(-£)

= o_|-(c, - l)u+'(2l — £) + J F+'(£ + s)u+'(s) rfsj (4.7)

for all £.
The theorem now follows from (4.5) and (4.7) with

W+(V) = (a_/4c„){(c0 + 1 )W+\v) + (Co - l)V+\-v)}, n < 0 (4.8)
F+(£) = (a_/4c0){(c0 - l)WV(-e) + (c„ + 1)F+'©}, £ > 0. (4.9)

If we consider u+'(t)) as an unknown, then (4.4) is a Volterra integral equation
involving a delayed argument. Inverting this equation will give an expression for the
transmitted wave in terms of the incident wave. To accomplish this, first consider
— 21 < 7) < 0 and invert in the usual way (see [1, vol. I, p. 140]) using the resolvent
kernel T+ to get

u+'(t]) = K'Wiv) + f T+(v ~ s)m+'(s) ds, —21 < v < 0
V

where

b0T+(v) + b0~lW+(t,) + [' W+(v - s)T+(s) ds = 0, -21 < r, < 0.
•- rj

Using this result we can write the forward scattering operator (or transmission operator)
by inverting (4.4):

w+'O?) = fro_1w+'(rj) + b„~1gu+'(2l + rj)

+ f T+(v — s)u+'(s) ds, —41 < ?? < 0 (4.10)
J v
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where

b0T+(v) + bo-'WAv) - b„gT+(2l + „)

+ b0 'gW+(2l + ri) + f W+(ri — s)T+(s) ds, —41 < t) < 0 (4.11)

and by definition

W+(v) = T,(v) =0 for v > 0.
Clearly the kernel T+ is unique. Notice also that in Eq. (4.10) the term u+'(2l + rj)
corresponds to an internal reflection in the slab. We would pick up additional reflections
by inverting (4.4) on a domain larger than — 4Z < < 0.

Combining (4.3) and (4.10) we get the back scattering (reflection) operator

w/(£) = f0u+'(-Q ~ j<>u+'(2l — £) + J ^ R+(Z + s)u+'(s) ds, 0 < £ < 41 (4.12)

where

R+(Q = bnf0T+(-Z) + b0-lV+(Q - h0T+(2l - Q + b0~lgV+^ - 21)

+ f 7+(£ + s)T+(s) ds, 0 < £ < 41 (4.13)

and by definition F+(£) = 0 for | < 0. Using (4.11), we also get

y+ft) = boR+(Q - b02j0T+(-8 - b0gR+(H -20 + 2 bJ,0T+(2l - 0

rl
+ [ W+(s - 0{R+(s) - b0f0T+(—s) + h„T+(2l - s)} ds. (4.14)

J 0

We now establish a crucial identity in N+ and iV_ to be used in Sec. 5.
Lemma 5. For 0 < x < I and —x<y<x, we have

N+(x, y, 0) = G(x){(c„ + l)R+(x + y) — f0N-(x, -y, 0)

— f R+(y + s)N-(x, s, 0) ds] ■ (4.15)
J-y

Proof: For an incident wave u+' (ri) it follows by causality that for any x the solution
u of (2.1) satisfies u(x, t) = 0 for t < x. Using such a value of t, set n = 0 in Theorem 1.
Then the left-hand side of Eq. (3.13) vanishes, and on the right-hand side we have
v = u+ and w = u+ . Using the reflection operator to express u+r in terms of u+ , we
obtain our result by virtue of the fact that u+' is arbitrary.

Lemma 6. For 0 < x < I, we have

(?(/)-' = U(2x) 7 r U(x + y)N-(x, y, 0) dy (4.16)
C() -T L J-x

where U(y) = 1 + (c„ + l)/(2c0) Jo" R+(s) ds.
Prooj: Let n = 0 in Theorem 1. Now setting v = 1 and w = 0 produces the same

value u(x, t) on the left-hand side of Eq. (3.13) as does setting v = 0 and w = 1. Equate
the resulting quantities to obtain
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2xn - J N+(x, y, 0) dy = G(x)y2c0 - J AL(x, y, 0) dt/j- (4.17)

Our result follows by substituting into Eq. (4.17) the expression for N+ obtained in
Lemma 5.

Thus far we have considered an incident wave u+'(x — t). In an analogous manner,
we can derive results for an incident wave u-'(x + t).

Theorem 3. There exist unique piecewise C2 functions F_ and JF_ such that

u..r(y) 7= bj,u-'(2l — y) — hiuJ(— y) + / F_(?j + s)w_'(s) ds, y < 21
J 0

U. '(£) = 6,«_'(€) - 6lffuJ(£ - 21) + [ - 8)u_'(s) c/s, £ > 0. (4.18)
Jo

Inverting (4.18), we get the transmission operator

uJ(Q = &r'«-'(£) + brlguJ(£ — 21) + f T_(£ — s)uJ(s) ds, 0 < £ < 41
Jo

where

6,r_tt) + 6f'IF-© - b,gT-(S - 20 + ftrW-ft - 21)

+ f TF_($ - a)r_(s) da = 0, 0 < £ < 4/
Jo

and by definition, IF- (£) = T_ (£) = 0 for £ < 0. The reflection operator is

R-(ii + s)u-'(s) ds, —21 < y < 21
0

where

R.(v) = b,1,T-(2l - y) + ftf'F.fo) - htT.(~v)

+ brgV.{2l + y) + f +" V.(y + «)r_(«) cfe, -21 < y < 21
Jo

and, by definition, F_ (rj) = 0 for y > 21. As before, we get

F_M = W?) - 6£2//^_(2Z - y) - bl(JR-(2l + y) +2 ^ + if b^T^-y)

+ f W.(s - y){R.(s) - bjtT-Ql -s) + h,T.(-a)\ ds.
J ij

Finally, causality yields
Lemma 7. For 0 < x < I and x < y < 21 — x, we have

G(x)N.(x, y, I) = -G(l)\(Cl + 1 )R-(x + y)

+ fiN+(x, 21 - y,l) + J R-(y + s)N+(x, s, I) ds
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S. The inverse problem. Our strategy in solving the inverse problem is to derive
an integral equation whose solution is the function N-(x, y, 0) for 0 < x < I, — x < y < x.
Using this equation to determine AL , we can then easily find G(x) (and therefore B(x))
from Lemma 6. Finally, since the boundary values iV_ (x, x, 0) can be expressed in terms
of the coefficients of Eq. (2.1), we can then determine the quantity C — A'/2 — A2/4.

We show in this section that the integral equation for 2V_ can be constructed from the
following data:

(a) Reflection kernel i? + (s), 0 < s < 41
(b) Transmission kernel T+(s), — 21 < s < 0
(c) Constants c0 , b0 , g and (Ci — l)a+ .

As indicated in Sec. 2, this data can be determined by measuring incident and scattered
waves.

For future reference, we write down several useful identities (for 0 < x < I):

2N\{x, x, 0) = —(A + c„B)|„ + (c0 + 1) f D_(s) ds (5.1)
Jo

2G{x)N.{x, -x, 0) = — (A + c„fi)|„ - (c0 - 1) f D+(s) ds.
Jo

By using (4.13), (4.11), (4.9), (4.8) and (4.1) in succession, it can be established that

M+) = (A ~ S)lo ■ (5-2)

Similarly, by using (4.13), (4.11), (4.9), (4.8), (4.6), (4.2) and (4.1) in succession, it
can also be shown that

TMT+1) ir+i(A - C'B)I'
i c' ~ 1

c„ + 1
(2A + (c0 - 1)B)|„ - (C| - 1) J (D+(s) + D.(s)) rfsj- (5.3)

Wo now derive a system of integral equations satisfied by A^+ and Ar_ .
Theoreai 4. For 0 < x < I we have

(c0 + 1 )F+(x — y) + (c0 + l)G(x)S+(x, x, y) - G(x) f Ar_(x, s, 0)<S+(s, x, y) ds
J-x

= (c„ + l)a.N+(x, y, I), x < y < 21 - x (5.4)
= — (c, — i)a+G(x)N..(x, 21 — y, 0), 21 — x < y < 21 + x (5.5)
= 0, 21 + x < y (5.6)

where F+(y) = (c„ + 1 )W+(y) - (c0 - l)V+(—y) and (for —x < s < x)

S+(s, x, y) = (c„ + 1 )b0R+(s + y) - (c, - l)b0~Ia+W+(2l - s — y)

- (co + 1) [ W+(z - y)R+(z + s) dz, y < 21 + x,
J V

= (c„ + l)F+(s + y) - (c„ - l)TT+(-« - y)

— (c0 + 1) J W+(z — y)R+{z + s) dz, 21 + x < y.

Proof: Consider a fixed point (x, t) where 0 < x < I and an incident wave u*\
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Fig. 2 illustrates how Theorem 1 can be used in two different ways to represent the solu-
tion u of (2.1) at the point (x, t). (The dotted lines in that figure are characteristics.)
We equate these two expressions for u(x, t), but in doing so, find it necessary to distinguish
three cases. In the first case we require x < t < 21 — x (region 1 in Fig. 2) so that u(x, t)
is unaffected by internal reflections. Using Theorem 2, we then write u+' and u+ in
terms of u+ and thus obtain an expression involving an integral of the form
/_/ (•)u+'(y — t) dy and an integral JV (•)"+'(?/ — t) dy. By virtue of the identities
(4.11), (4.14) and (4.15) it can be shown that the integrand in the first integral vanishes.
The same identities applied to the second integrand along with the fact that u+' is arbi-
trary (implying the integrand must vanish) yields Eq. (5.4).

Now set 21 — x < t < 21 + x (region 2 in Fig. 2) which corresponds to the case in
which u(x, t) is influenced by reflections off the interface at x = I. Repeating the above
procedure, we again obtain integrals /_/ (■)u,Mjj — t) dy, fx2'~x (-)u+'(y — t) dy and
fii-x' (■)u+'(y — t) dy. As before, the first integral vanishes, and Eq. (5.4) is used to
eliminate the second integral. The internal reflection produces additional terms in the
third integrand which were not present in the second integrand, and so we finally obtain
Eq. (5.5).

Setting t > 21 + x, we pick up multiple internal reflections, and in the same manner
as above, arrive at Eq. (5.6). This completes the proof.

By considering an incident wave u- we obtain
Theorem 5. For 0 < x < I we have

(c, + 1 )G(x)F(l)~'F-(x — y) + (c, + l)<S_(x, x, y) + j N+(x, s, l)S-(s, x, y) ds

= — (c, + l)a+~1G(x)G(lf1N_(x, y, 0), —x < y < x (5.7)
= (c0 — l)a_"'Ar+(a-, — y, /), x — 21 < y < — x (5.8)

= 0, y < x - 21 (5.9)

Cauchy data is ^ (x,t) / ? r data is

u^(O-t),u£(0+t)

Fig. 2.
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where F-{y) = (ct + 1)W_(t/) — (cj — 1)F_(21 — y) and (for x < s < 21 — x)

S_(s, x, y) = (c, + 1 )b,R-(s + y) - (c„ - l)brla.~'JF_(-s - y)

+ (c, + 1) f IF_(z - y)RJz + s) dz, x — 21 < y,
J u

= (c, + 1)F_(« + y)~ (c, - 1)W-W ~s-y)

— (c, + 1) f JF_(z — y)R-(z + s) dz, y < x — 21.

We observe that Eq. (5.5) contains two unknown functions, namely, G(.r) and
N-(x, y, 0). However, by using Lemma 6 we can eliminate G(x)_1 from (5.5) and obtain
(after a change of variable)

(c0 + l)X(ar, x, y) f NJx, s, 0)X(s, x, y) ds

= — (c, - l)o+AT_(a:, y, 0), -x < y < x (5.10)

where

X(s, x, ?/) = F+(x + y — 2l)U(s + x) + /S+(s, x, 21 — y).

If C( 1, Eq. (5.10) is for fixed x a Fredholm equation of the second kind. In a sense
it is a generalization of the Gelfand-Levitan equation since the kernel X depends on both
the reflection and transmission operators. Upon solving this equation for iV_(s, y, 0),
we use (4.16) to obtain G(x) and thence B(x) from the relation B = —G'/G. Finally, the
combination C — A'/2 — A2/4 is found by means of the identity

2 £ N_(x, x, 0) = (c0 + 1 )DM (5.11)

which follows from (5.1).
In the electromagnetic problem mentioned in Sec. 2 we saw that C = 0. To find A (x)

we need to know 4(0). This is found by using (5.2) or by just setting x = 0+ in (5.1).
If Ci = 1 the above procedure does not yield a Fredholm equation of the second kind.

However, if c0 ^ 1 this problem is circumvented by using an incident wave propagating
in the opposite direction.

In the special case c0 = c, = 1, the right-hand sides of (5.5) and (5.8) vanish and so
we are in a situation similar to that considered by Weston [9] although we still allow
A, B, C to be discontinuous at x = 0, x = I. The method of solution given above can no
longer be used since we cannot obtain a Fredholm equation of the second kind. In other
words, the lack of a hard reflection at the interface between the surrounding medium and
the side of the slab opposite the incident wave makes the slab "indistinguishable" if
only one incident wave is used. As in Weston's case, we need two incident waves from
opposite directions in order to solve the problem. These are used to obtain the following
data:

(a) Reflection kernels R+(s), R~(s), 0 < s < 21
(b) Transmission kernels T+( —s), T_(s), 0 < s < 21
(c) Constants a+ , a_ .

(In a manner similar to Weston's, it is readily shown that knowledge of R+ and T+
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(or TJ) enables one to determine T- (or T+).) Now combining (5.4) and (5.7) and using
Lemma 6 to eliminate (7(a:)-1, we obtain for 0 < x < I

2Xl(x, x, y) + a+F_(x - y) - f N_(x, s, 0)X,(s, x, y) ds
J-x

= -N.(x, y, 0), -x < y < x (5.12)

where

X,(s, x, y) = 5<i_U(s + x)S-(x, x, y)

+ | J <SL(z, x, y){U(s + x)F+(x - z) + S+(s, x, z)\ dz.

We now use (5.12) to determine iV_ and then proceed as before to reconstruct the
coefficients of (2.1).

6. Example: a transmission line with losses. We now illustrate our technique for
solving the inverse problem by considering an example involving a transmission line.
Instead of using actual scattering data, we shall (for the sake of simplicity) begin with
a partial differential equation with known coefficients and determine the scattering
operators analytically. These operators then serve as the starting point for the inverse
problem and are used in reconstructing the original partial differential equation.

Consider a transmission line of length ^ lying between z = 0 and z = . We assume
that the shunt capacitance and conductance are constants, C and G respectively, and
that the resistance and inductance are given by R(z) and L(z). It is also assumed that
R is C1 and L is C~. In this case the model equation for the current I (z, t) is

/„ - L{z)CItt - CR(z)C + L(z)G)It - R(z)GI = 0, 0 < z < lt . (6.1)
We assume the line is terminated in such a way that we have

— LqCqI„ = 0 for z < 0 or z > (6.2)

where L0 and C0 are constants. The change of variables

x = {LoCo} W2z, z < 0

= [ {L{s)C}l/2 ds, 0 <z<k (6.3)
J 0

= I + {LflC„)1 /2(z - Q, Z>h

where I = f{L(s)C}1/2 ds and u(x, t) = I(z, t), transforms (6.1) and (6.2) into

uXI — Uit + A(x)ux + B(x)ut + Ci(x)u — 0, 0 < x < I (6.4)

Mix — utt — 0, x < 0 or x > I (6.5)

where

A(x) = {L{z)C\-l/\ (6.6)

B(x) = -{R{z)C + L{z)G)/L(z)C, (6.7)
C, (x) = —R(z)G/L(z)C. (6.8)
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Furthermore, we have the jump conditions
cow,(0—, t) = ux(0 + , t), c,ux(l+, t) = ux(l , 0

where

Co = \L0C0/L(Q +)C]U\ Cl = \L0CJL(ll-)C)u\ (6.9)

We now proceed to determine the scattering operators. To do this, we need to specify
the coefficients of (6.1) and (6.2). For simplicity, we set R and L constant and require
L = C = a, L0 = Co = a0 and R = G = r, with a 9s an . Then Eq. (6.4) becomes

uxx — utt — 2but — b2u = 0, 0 < x < I (6.10)

where b = a/r, and we also get

Co = Ci — do I Oh — C.

For a wave incident from the left the solution of (6.9) is

u(x, t) = {f(x + t) + g(x — <)1 exP (~bt), 0 < x < I

with (2.2) holding elsewhere. Notice that /(£) = 0 for 0 < £ < 21. Using the continuity
of u at x = 0 and the jump condition on ux, we can obtain a first-order linear differential
equation for u+r with a nonhomogeneous term involving u+ . Solving this, we can express
tt/(Q in terms of «+'( — £) for 0 < £ < 21 and thence obtain

— 2 hr
= Yf exp 0 < £ < '21

where k = b/(c + 1). A similar procedure across x = I yields

l\(v) = , {bcr, + c2 - lj exp (kr, - bl), -21 < v < 0. (6.11)

Now write /(£) (for 21 < £ < 41) in terms of u+'(—!j) (for 0 < £ < 21) and consider u and
ux at x = 0, 21 < t < 41. We can again express w+r(£) in terms of u+'( — lj) for 21 < !j < 41
and so arrive at

 o
R+(& = (c + 1}2 exp (-mil + (LM - 2l)\d,{2l - £)2

where

+ d,(2l - Q + rto) |, 0 < £ < 41 (6.12)

2
d3 = , ,3 exp (—2ckl), d2 = bc2k,

di = 3 bc(c — 1), d0 = (c + l)(c2 — 4 c + 1).

We now turn to the inverse problem. We seek to determine the constants C, G and
functions R(z), L(z) in Eq. (6.1) by using scattering data. It is assumed that the constants
L0 , C0 in Eq. (6.2) are known and that L0 = C0 = a0 . At this point a scattering experi-
ment is performed in which an incident wave produces reflected and transmitted waves
which are measured in the regions z < 0, z > lY . These waves are easily converted into
x coordinates since for z < 0 and z > lt the transformation (6.3) is known once I is
determined. But since we seek to reduce our problem to one with unit velocity of
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propagation, we see that I is just equal to the time required for the transmitted wave
to emerge from the line. Thus, we express the incident and scattered waves in x co-
ordinates, and then use (4.10) and (4.12) to determine the constants c0 ,b0, g, (c( — l)a+
and the kernels R+ , T+ . We obtain

Co = c, b0 = exp (60,

g = ^7^2 exP (2bl)> (c> ~ !)«+ = (c ~ 1) exp (-bl)

and R+ , T+ as given in (6.11), (6.12).
We begin our solution by finding W+(y) for —21 < -q < 0. Taking the Laplace

transform of Eq. (4.11), we are able to obtain

W+(tj) = ^ exp (6/){1 — c2 exp (brj)j, — 21 < jj < 0.

From (4.14) we get

F+(£) = exp (bl) {1 + c2 exp (-6£) |, 0 < £ < 21.

It follows that

F+(s) = | exp (60{1 - c exp (6s)},

U(s) = exp (—ks),

S+(s, x, y) = ~ exp {bl - lc(s + ?/)j-cxp (k(y - x))(l + c exp (b(x - y)))

+ 6(s + y - 21) exp (-2c7co| ,

and so
X(s, x, y) - —be exp (b(x + y — I) — k(x + s)) + 2ck exp (—bl + k(y — s))d(s — y).

Substituting this last expression into Eq. (5.10) we get (for x fixed)

N~(x, y, 0) = U(y) + Mh(y) + g(y)f3(y) (6.13)
where

fi(y) c 2 i tbc(c + ^ exP ̂  ~ 2k^x + ^ ~ 2bc exP ~

be
U(y) = n exP (ckx +byS>

Orlc
U(y) = exP Cc2/) (6-14)

g(y) = f N.(x, s, 0) exp (-lcs) ds
J V

M = g(-x).
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From (6.13) and (6.14) it follows that

g(y) exp (my) — exp (clcx) {(c + 1) exp ( — kx) — M} {exp ((m + ck)x) — exp ((m + ck)y]

— (c + 1) exp ( — kx){exp (mx) — exp (my)} (6.15)

where m = 2ck/(c — 1). Setting y = —x in (6.15) we get

M = (c + 1) exp ( — lcx)(l — exp ( — 2ckx))

and so

g(y) = (c + l)(exp ( — kx) — exp ( — bx + cky)).

Finally,

N-(x, y, 0) = be exp (b(y - x)).

Using (4.16) and B = —G'/G we get

D(x) = -2b, 0 < x < I (6.16)

and from (5.11),

C\(x) - A'(x)/2 - A'2(x)/4 = —b2, 0 < x < I. (6.17)

Now from (6.7) and (6.16) we see that R(z) is just a constant multiple of L(z), and
so it follows from (6.8) that C^.r) is constant. Furthermore, from (5.2) we determine that

4(0) =0 (6.18)

and from (5.3) we get
A (I) = 0. (6.19)

Since C\ is constant, it now follows from (6.17), (6.18), (6.19) that A (x) = 0. Using (6.6)
we then conclude that L(z) (and therefore R(z)) is constant for 0 < z < I, .

Thus, we have that

^ + ?- = ib
L C

and
GR/LC = b2

from which it follows that

R G ,L = C = b-

Furthermore, since the constants c and a0 are known, it follows from (6.9) that the
product LC is known,

LC = a2.

With no other information given to us, this is the most we can determine about the
coefficients of (6.1). However, if we can obtain by other means that, for example, C = a,
then we find

L = a, R = ab = r, G = ab = r.
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Appendix: The constant coefficient case. If it is known a priori that the coefficients
A, B, C of (2.1) are constant on (0, I), then it is a simple matter to determine these
constants. In doing so it is no longer necessary to determine the transmission kernel.
We outline the reconstruction of the constants A, B, C under the assumption that
Co = Ci = c ^ 1. The required data is

(a) R+(0+)

(b) [R+(s)Y=2l\,2l-

(c) Constants c and G(l)~l. (These are found from the constants /0 and j„ in Eq.
(4.12).)

We first determine B from the relation

B = In <7(0

and then A is found from (5.2). Now for our case, Eq. (5.3) reduces to

[R+(s)Y=2'\,2l- = 2(f+\y (2(A - cB)

+ (c - l)(2A + (c - 1)5) - (c2 - 1)(2C + i(B2 - A2))l}

from which C is easily found.
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