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ABSTRACT A significant obstacle to creating efficient machine health monitoring systems is estimating
performance degradation in dynamic systems, like aero plane engines. In exceedingly complex systems
with many components, states, and parameters, conventional model-based and data-driven methods fall
short of producing satisfactory results. While traditional methods had several drawbacks, deep learning has
emerged as a viable computational tool for dynamic system prediction. In order to track system deterioration
and estimate the EGT, a novel technique based on the Long Short-Term Memory (LSTM) network, (an
architecture created to find the hidden patterns hidden in time series data) is provided in this research. The
health monitoring information of aircraft turbofan engines is used to assess the effectiveness of the proposed
strategy. As a result of this network’s ability to recognize the input data as a real-time series, the output in
the following step can be predicted. Results of the suggested study show a significant ability to anticipate
the output in the following time step. Additionally, the proposed model has a shorter learning curve and is
more accurate.

INDEX TERMS Predictive maintenance, artificial intelligence, exhaust gas temperature, condition-
monitoring, machine learning.

I. INTRODUCTION
Modern-day manufacturing technology has taken a quantum
leap into a new paradigm with the advent of technology,
ensuing complexity in modern machinery. To necessitate the
compelling demand for safety, reliability in operation, and
productivity, it is indispensable having an intelligent system
that would pro-actively anticipate any unforeseen situation
and coordinate it with the operator/ supervisor, thus ensuring
the top echelon of safety, yet mitigating the cost pertaining to
maintenance [1], [2]. According to the International Organi-
zation for Standardization, Prognostics is ’’a prediction of the
time to failure and the risk of one or more potential failure
modes, present or future’’ [3]. These prognostic techniques
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provide Real-time analysis of the system’s health in a way to
assess the performance degradation and future behavior of the
system [4]. In the recent past decades, the field of prognostics
has been developed as an active field of research. Recent
advancements in the field of prognostics are based on two
main approaches; the Machine Learning approach (ML) and
the Bayesian approach [1]. The first approach (ML) enacts
the basis for the predictive models using analysis and sens-
ing of data, subsequently, numerically relating the learned/
discovered pattern from the data to a specific learning task.
The second approach (Bayesian approach) establishes a rela-
tionship between the degradation of performance of a system
(manufacturing) as a probability distribution, predicting its
later behavior using some recursive steps of update and state
prediction, using sensor measurements [5], [6]. Particle Filter
(PF) and Kalman Filter are two main approaches in this field.
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Engines have been studied over the years, using steady-
state conditions in a very controlled environment [7]. Most of
the engine data has been obtained using dynamic simulation
tools previously. The lack of real-time data has been a major
issue since most of the aircraft engine data is highly confi-
dential, thus data acquisition is usually done using Dynamic
simulation tools. The real-time data is crucial for training the
model and subsequent prediction of the fault ahead of time,
thus avoiding fiasco. Nevertheless, the downside to this is
the complex nature of real-time data, wherein multiple vari-
ables interrelate in a highly convoluted manner, thus requir-
ing deeper analysis and understanding of the real-time data.
In the presented research work, real-time, in-flight data has
been obtained from the Digital Electro- Electronic Control
(DEEC) system of the aircraft engine, consisting of two sets
of data i.e.

1. Healthy Data for training the Neural Network model
the healthy data is obtained for the initial flight hours
of the engine, wherein no fault is observed using routine
inspections.

2. Faulty data for Testing and Validation of the Neu-
ral Network model whenever a fault is noticed in
the engine e.g., cracks, burns, nick marks, etc. using
borescope inspection.

Based on the transient behavior of data, Recurrent-Neural-
Network (RNN) (a sub-type of Deep Learning) is considered
is an effective technique for addressing time series, which
is a frequently adopted technique [8]. However, the issue
with vanishing and exploding gradients limits its potential
usability [7]. Long Short-Term Memory (LSTM) is a vari-
ation of RNN that performs better than traditional RNNs,
since they were designed to address the problem of vanishing
or exploding gradients in traditional RNNs [7]. They are
one of the most popular architectures used for modeling
multi-variate time series sequential data in various fields,
such as image processing, Natural Language Processing
(NLP), Speech Recognition [7], [9]. A Long-Short-Term-
Memory (LSTM), Neural Network is designed to recognize
patterns in sequences of data and capture long term dependen-
cies. They also allow previous outputs to be used as inputs
while having hidden states. They have feedback memory
with the ability to take decisions and output results based on
sequences of data.

The aforestated literature reveals the implementation of
various ANNs architectures pertaining to the prediction
and condition monitoring of dynamic aero-engine behav-
ior; nevertheless, based on author’s knowledge in this field,
LSTM has never been investigated previously. The proposed
research work is aimed at training the neural network
on the transient data taken from a low by-pass turbofan
engine, with the Exhaust Gas Temperature (EGT) as the
output parameter. After the successful training of the Neu-
ral Network, the estimated/predicted EGT of the engine
is validated against the actual EGT obtained from the
engine. The predicted values of the EGT provides a deeper
insight of the incoming faults ahead of time, and enable

the flight crew to take corrective measures, thus avoiding
catastrophe.

II. LITERATURE REVIEW
For prediction, optimization, and condition monitoring,
Exhaust Gas Temperature (EGT) is considered as one of
the key parameters for predicting the health of an aero-
engine [10]. EGT is the measure of the mean temperature at
the exhaust section of engine. One significant sign of deteri-
oration of an engine is the increase in the EGT, resulting in
greater turbine wear and decline in remaining RUL [3], [11].
It is necessary to take note of the EGT during the take-off and
keep it as low as possible because this is the point where EGT
is higher and the exceeding of EGT from its normal limits
are responsible for the failure of engine’s components [3].
To determine the correlation between EGT and other fac-
tors, Multiple Linear Regression (MLR) was carried out for
various gas path performance monitoring data. Strong linear
correlations between the essential metrics EGT, a measure
of gas performance, and other important factors are shown
by Wang et al. research [12]. These characteristics produce
similar outcomes at two dissimilar power settings, such as
maximum continuous and takeoff [13].

Current prognostic methods are widely classified into
two classes, namely data driven-based and model-based
approaches. Model based methods are based on the system’s
underlying physics and mathematical model. This model
incorporates physical models of the system and physical
understanding of the system to predict the future health and
condition of the engine components. A data driven model
is based solely on current and historical data collected from
the sensor’s measurements. A model for fault propagation
rate is developed using data from trials conducted under
specified conditions and the component damage level [14].
Themodel learns from the historical data (that contains faults)
and validates its results with the current data (predicts faults
in this data). Detailed and accurate mathematical models of
aeroengines are difficult to develop. Due to this reason data
driven methods are of great interest in aero-engine modeling.

The Piece-Wise Linear Modeling for on-board dynamic
model is the most popular for steady-state performance [15].
Khan et al. [16] investigated that data driven approaches
are cost effective as compared to model based. Mathemati-
cal models are difficult to develop when system complexity
increases (in EGT). This is where data driven models perform
better. RNNs are perfect for health management systems
because they consider previous states [2], [17]. In order to
predict EGT parameters, a prognostic model based on the
Gated Recurrent Unit (GRU) network was presented. EGT
parameters are considered to be time series with non-linear
features. GRU network is employed because it considers
the data’s non-linear and time-series features. The issues of
vanishing gradients and expanding gradients that are present
in RNN are addressed by GRU.

The uncertainty induced by the employment of steady state
models in take-off conditions was measured by Zhong and
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Verbist [18], [19]. By employing a medium-size, two-shaft
turbofan engine output model with a high bypass ratio, they
were able to show that the ambient temperature, the duration
of the taxi-out, and the duration of the prior aircraft turn
around all significantly affect the transient effects during
takeoff. The authors suggested a strategy for correcting take-
off snapshots to steady-state operational conditions based on
the simulation results. A dynamic model has been created
for the J-85 turbojet engine as the test case in the work of
Andrei [20]. The design and off-design performances have
been estimated for a single spool turbojet. A physics based
dynamic model in [11] has been developed for a twin spool
turbo-shaft enginewith the aim of developing a tool to be used
for designing novel control algorithms for controlling the
engine, and for predicting off-design transient performance.
The mathematical model is validated through integrating
experimental data of engine components. Transient simula-
tions are helpful in the design process of engine because
they provide a mechanism of establishing new engine safety
measures, and testbed for development of control systems.
The engine also experiences overloads and over temperature
during transient operations, so these simulations are also
critical for diagnostic and prognostic health management
systems.

The piece-wise linear model is not accurate enough for
several on-line maneuvers, such as deceleration, accelera-
tion, and after-burning on/off. In the work of Lu et al. [21]
the issues of compensating for engine/model mismatch
and adapting to performance deterioration are investigated.
A novel Real-time life-cycle model titled ALPVM (Adaptive
Linear Parameter Varying Model) has been developed to
explain the dynamic behavior of a turbofan engine. Artifi-
cial neural networks are now frequently employed as data-
driven models for simulating and modelling the performance
of aviation engines. Some of the numerous techniques used
in ANNs include backpropagation neural networks (BPNN),
nonlinear input-output (NIO), adaptive network-based fuzzy
inference system (ANFIS), nonlinear autoregressive with
exogenous inputs (NARX), radial basis function (RBF), and
feedforward multi-layer perceptron (MLP).

An algorithm for building self-organizing Radial Basis
Function neural networks for estimating aeroengine thrust is
presented by Li et al. [22]. The method has the capability to
calculate the link weights and optimize the size of the neural
network. The constructed networks are highly accurate, prov-
ing the usability and efficacy of the suggested strategy. A new
Online Sequential Extreme Learning Machine (OS-ELM)
algorithm and Logistic Regression were used to develop the
aero-engine degradation prognostics-based approach created
by Lu et al. [21]. KFOS-ELM, a novel OS-ELM training
method based on the Kalman filter, outperforms OS-ELM in
terms of stability and regression accuracy without requiring
more computational work. The NARX model, a Recurrent
Neural Network variation, is capable of capturing the dynam-
ics of complex systems like gas turbines. For a heavy-duty

single-shaft gas turbine, NARX models have been developed
by Asgari et al. [23]. The results showed that NARX mod-
els are useful for forecasting gas turbine transient behavior.
Agrawal and Yunis [24] have provided a generalized mathe-
matical model of an aviation gas turbine to estimate engine
performance. At whatever ambient temperature or height, the
model does an excellent job of describing system dynamics.
Bretschneider [25] describes the development of a turbo-
fan engine model that can simulate the start-up, shutdown,
or wind milling processes. The engine’s physical impacts
during startup were investigated, and modelling solutions
were demonstrated. The model’s ability to predict the proper
trends has been demonstrated by results. By considering
flight dynamic characteristics, Bagherzadeh [26] improved
the ANN model for identifying aircraft systems. A feed-
forward neural network is used with a variety of known
flight dynamic modes as input. The simulated and actual
flight data of the High Alpha Research Vehicle (HARV)
aircraft performing at high angle of attack maneuvers served
as the basis for training and assessing the neural network.
Results show that the proposed method has higher accuracy
when compared to traditional methods. A more practical
solution for time series prognostic modelling is provided by
the Deep Learning techniques described in Hochreiter [27]
and Längkvist [28]. In order to extract hierarchical repre-
sentations from the raw data, the deep learning model is
composed of a variety of non-linear Recurrent Neural Net-
works [29]. Recurrent neural networks (RNNs) are a subset
of deep learning techniques that are thought to be particu-
larly useful for addressing the time series [30]. In an RNN,
the recurrent connections communicate the time series fea-
tures. The advantage of the conventional RNN is lessened in
practice, though, by the issues of ’’vanishing gradients’’ and
’’exploding gradients.’’ Long Short- TermMemory, one of the
most effective RNN architectures for sequence learning, was
suggested by Hochreiter [27] in order to address the above
limitation. Hochreiter [27] continues to address the issue
of Long-Term Memory capture using the Long Short-Term
Memory (LSTM) network. Speech recognition, image pro-
cessing, genomic analysis, and natural language processing
are only a few of the applications that use RNNs, particu-
larly LSTM, which were developed to address the issue of
gradient exploding or vanishing in RNNs [31], [32], [33].
In order to determine a machine’s Remaining Useful Life
(RUL), LSTMs are used. Wu et al. [13] research demon-
strates that the proposed approach is capable of achieving
significant performance in one-step prediction tasks, long-
term prediction tasks, or remaining useful life prediction
tasks [13]. Additionally, according to Che et al. [34] research,
the suggested LSTM model has good long and short-term
prediction outcomes.

For the purposes of tracking system performance degra-
dation and RUL prediction, a bi-directional LSTM is sug-
gested. The theoretical foundation of the RNN and LSTM
is presented first, followed by the mathematical formulation
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of the system deterioration tracking and RUL prediction.
The bi-directional LSTM network’s structure and train-
ing procedure are then reported in Zhang, 2018 #157.
In EGT modelling, LSTM performs significantly better
than RNN (Chen, 2019 #194). The raw data was initially
normalized during data pre-processing in RUL in prog-
nostics utilizing deep convolutional neural networks, and
MSE was employed as a loss function (Lipton, 2015 #196;
Yuan, 2016 #195). System health management related deep
RNN publications have been widely published. For instance,
LSTMs for RUL estimation are studied by Zheng et al.
in Zhang, 2018 #157. The simple RNN, LSTM, and GRU
have all been effectively compared by Yuan et al. in Yuan,
2016 #195 for the diagnosis and prognostics of aeroengine
faults. The authors of Zhao et al. empirical evaluation of a
healthmonitoring system utilizing LSTMs (Zhao, 2017 #197)
predicted the tool wearing (Zhao, 2016 #198). Inspired by
prior research, this paper presents an LSTM-based approach
for estimating EGT.

The analysis executed here differs from the past studies
in a few ways. Maximum of the previous studies conducted
in the past is based on simulator and nearly steady state or
test bench data. However, we have transient data to train
the model on a data driven basis using a neural network AI
approach such as RNN and LSTM. As from literature study
and conceptual point of view the key performance parameter
for monitoring the health and RUL of an engine are exhaust
gas temperature (EGT) also referred as Turbine Outlet Tem-
perature (TOT) [10], [11]. But, as it is clear that from the
analysis made that engine is non-linear complex system so
selection of optimized input parameter such inlet pressure
P1, inlet temperature T1, fan speed N1, RPM, compressor
pressure ratio, turbine pressure ratio, pressure difference of
fuel flow, Mach no, bleed ratio, altitude etc. from the Digital
electronic engine control (DEEC) parameter is a central task.
Initially, the engine was analyzed by dividing the engine into
four modules that are inlet section, the compressor section,
the combustor section, and the turbine section for better
understanding of DEEC parameters. And then with help of
past studies and literature review and regression analysis,
thirteen 13 features were selected overall including the output
parameter as EGT.

Various RUL prediction models for aviation engines
are reviewed, evaluated, and their performance is con-
trasted with a suggested Long-Short Term Memory (LSTM)
method based on a data-driven machine learning approach.
The results collected demonstrate that the modified
LSTM approach with Attention mechanism enhances and
gives higher performance for RUL prediction for aircraft
engines [35]. Long Short-Term Memory (LSTM) neural
networks are being used in another study to achieve good
diagnosis and prediction performance in the presence of com-
plex procedures, hybrid errors, and significant noise. Testing
is done on a NASA-provided dataset for aircraft turbofan
engine health monitoring to illustrate and debate the entire
notion. Tests and comparisons were done on the effectiveness

of the LSTM and a few of its modifications. The conventional
LSTM performed better than others, according to experiment
data [36]. Improved multi-stage Long Short-Term Memory
(LSTM) network for RUL prediction model, is suggested in
order to increase the RUL of the aero-prediction engine’s
accuracy. Using this model as a foundation, they investi-
gated a comparable multi-stage RUL prediction algorithm
that combines the benefits of clustering analysis and LSTM
modelling. The dataset from the National Aeronautics and
Space Administration (NASA) is used for validation. The
experimental findings demonstrate the effectiveness of the
strategy suggested in this research in reducing the prediction
error of the aero-engine RUL. [37]

The underlying literature reveals the implementation of
various ANNs architectures pertaining to the prediction and
condition monitoring of dynamic aero-engine behavior; nev-
ertheless, based on author’s knowledge in this field, LSTM
has never been investigated previously. The proposed re-
search work is aimed at training the neural network on the
transient data taken from a low by-pass turbofan engine, with
the Exhaust Gas Temperature (EGT) as the output parameter.
After the successful training of the Neural Network, the
estimated/predicted EGT of the engine is validated against the
actual EGT obtained from the engine. The predicted values
of the EGT provides a deeper insight of the incoming faults
ahead of time, and enable the flight crew to take corrective
measures, thus avoiding catastrophe.

The remainder of this paper is divided into 4 sections as
follows. Section II includes the literature review. In section III
the Data set description is provided and discussed. While in
section IV Data pre-processing has been considered: includ-
ing 1) separate air ground data, 2) Feature selection, and
3) normalization of data. In section V the model has been
trained using neural networking RNN approach showing the
results of the training model and finally interpretation on the
results has been made.

III. METHODOLOGY
The methodology for modeling the above-mentioned param-
eter (EGT) includes the following steps

A. Data Preparation
B. Modeling Neural Networks

i. Validating the Neural Networks
ii. Testing the Model against other Engines

A. DATA PREPARATION
To be able to predict labels with higher accuracy, the input
data to our neural networks need to be refined and free of any
inconsistencies. The following steps were taken to achieve the
preparation of data for the neural networks:

1) Separating air and ground data: The data is separated in
air and ground data based on the ’’Signal Afterburner
Event’’ (when signal turns 1 for the first time, it shows
the start of data when the aircraft is airborne). The
data starting from the first afterburner event till the
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aircraft touching the ground was considered as air data
and the rest as ground data and was dropped from
the analysis since we are only interested in the air
data.

2) Feature Selection: In this step, we identify parameters
in the dataset that potentially affect the performance of
the model. After being left with a substantial chunk
of data, the next step we performed was to remove
the redundant and unnecessary feature columns. These
included time features such as seconds, minutes,
and hours etc. as well as other redundant features
(features that were recorded by two sensors simulta-
neously for accuracy). We also removed some features
that help start the engine of the aircraft such as ’’turbine
starter’’ etc.

We were left with the following 13 features:
1) Inlet Air Temperature
2) Inlet Air Pressure
3) Turbo Compressor rotor rotation frequency
4) Fan Rotation Frequency
5) Gas Temperature after the fan turbine
6) Air Pressure after the Compressor
7) Fuel Feeding
8) Nozzle Throat
9) Gas Pressure after the Fan Turbine

10) Throttle position
11) Fuel Temperature after the fuel filter
12) Oil Temperature going out the engine
13) Pressure Difference on the Fuel Filter

B. NORMALIZATION
Different parameters in our data have different ranges; tem-
peratures are in the range of hundreds, whereas pressures
are both in fractional and negative values. Therefore, it is
necessary to convert all parameters on a similar scale.Without
normalization, the neural network has a challenging time
to move the weight vectors towards a satisfactory solution.
Nevertheless, with normalization, the data will be more con-
centrated, and the neural network will be able to find a helpful
solution for the problem. This method of normalization, how-
ever, could cause relative errors in the system when new data
is presented that is yet to be normalized.

For example, if the EGT of an aircraft engine ranges from
0 to 900 ◦C, however, the data provided could contain values
only from 0 to 840 ◦C. Addition of a new data that contains
EGT values of greater than 840 ◦C could cause a disturbance
in the data. The thresholds of these input parameters are taken
from the manual, which came with the engine. The thresholds
of these input parameters are taken from the manual, which
came with the engine. A better solution, therefore, is to
obtain the highest and lowest values of each parameter, which
acts like some sort of benchmark limits and then normalize
the data according to these limits rather than through their
relative values. The following table provides an overview
of all the parameters and their minimum and maximum
values.

TABLE 1. EGT parameters and their thresholds.

C. PROGNOSTIC MODEL BASED ON LSTM NETWORK
LSTMs, short for Long Short-Term Memory networks, are
one of the special kinds of recurrent neural network (RNN)
that are used for modeling sequential data which gives them
an advantage over simple neural networks. The data in the
proposed work was evaluated with many models, such as
Recurrent neural network, which also worked. But in actual
practiced, two major problems were anticipated, i.e., explod-
ing gradients and vanishing gradients, thus making it unus-
able. Later on, LSTM was opted by introducing a memory
unit, also called as cell in the network. The block diagram of
a LSTM model is shown in Figure1.

They are designed with a goal of addressing the vanish-
ing gradients and exploding gradient problems of traditional
RNNs. They have a wide range of applications in various
fields such as speech recognition, time-series prediction,
and human action recognition. The architecture of LSTMs
was first proposed in 1997 by Sepp Hochreiter and Jürgen
Schmidhuber [27]. LSTMs are explicitly designed to learn
long-range dependencies in temporal sequence prediction
problems. It remembers information for extended periods of
time and performs better than RCNN in several time-series
tasks. The network structure of LSTM consists of a memory
block in a recurrent hidden layer which is responsible for
storing the temporal state of the network and the flow of
information is controlled through three major mechanisms,
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FIGURE 1. Block diagram of an LSTM.

TABLE 2. Flights of different engines for measuring performance.

called gates. It consists of three gates mainly input gate,
forget gate, and output gate. The sigmoid activation function
is used in these gates which outputs a value in an interval
[0, 1]. A value of 0 indicates that the gates are discarding all
the information, while a value of 1 indicates the allowing of
all the information to pass. Similarly, the status information
is also recorded after each moment. While the forget gate
instructs the information to be removed from the cell state,
the input gate controls the added information that is stored
there. The output gate’s responsibility is to activate the final
output at the time of activation.

The equations for the gates in LSTM are:

i =bi+ σWi(ht − 1, xt) (1)

f =σbf +Wf (ht − 1, xt)} (2)

o =σ {bo +Wo (ht−1, xt)} (3)

Input gate, forget gate, and output gate are represented,
respectively, by equations 1, 2, and 3. The sigmoid function
is denoted by the symbol σ , where W stands for the weight
for the corresponding gate x neurons, ht-1 for the output of
the preceding block at timestamp (ht-1), xt for the input at the
current timestamp, and bx for the biases for the corresponding

gates x. Currently, the LSTM equations for cell state, candi-
date state, and final output are as follows;

z =tanh {Wz (ht−1, xt)} + bz (4)

ct =f × ct − 1 + i× z (5)

ht =o× tanh(ct) (6)

where z represents candidate for cell state, ht is the final
output at time-stamp t, ct represents the cell state at current
moment and ct−1 at the last moment.
The EGT has been considered as the primary parameter in

this study to be estimated using LSTM; hence, the EGT value
is the output y. (t). It is necessitated to provide as input a few
factors that significantly affect the EGT. Twelve variables that
are considered for predicting the EGT have been chosen.

D. MODEL CONFIGURATION
Three layers make up the proposed LSTM network: an input
layer, a hidden layer, and an output layer. We have twelve
input parameters; hence the input layer has twelve nodes, and
the hidden layer has twenty-four nodes. A dense layer with
just one node serves as the output layer for EGT. Each neuron
in the dense layer receives information from every neuron in
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FIGURE 2. EGT results for different engines.

FIGURE 3. Real Vs Estimated EGT.

the preceding layer, making it densely connected. The layer
has the activation of the preceding layer a, a bias vector b,
and a weight matrix W. We used batch sizes of 10, 50 and
200 in order to find the optimum batch size and an Adam
optimizer [41] with a learning rate of 0.01. Number of epochs
were set at 10, and look-back data points were 50 (10 seconds
because our data is recorded at 5 Hz).

IV. RESULTS AND DISCUSSIONS
The output of the proposed EGT prognostic model is shown
in this section. As previously noted, we used 12 parameters
as input that are thought to be correlated with EGT and used

EGT as our main parameter to be estimated. We have nine
engines with a set of flight data, as was covered in the section
on the data-set description. Each engine differs from the
others due to the setup and operating circumstances that are
unique to it. A prognostic model is therefore created for each
engine. Furthermore, for comparison two models were devel-
oped and trained for every engine; one for single flight data,
and one where data from different flights was concatenated
and a model was trained on it. Examining the residuals allows
one to gauge the model’s final performance. The discrepancy
between the quantity’s observed and estimated values, in this
case, EGT, is known as the residual value.
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TABLE 3. NN training results, batch size 200.

TABLE 4. NN training results, batch size-50.

A. TRAINING MODEL ON SINGLE FLIGHT DATA
This section describes how the training and testing outcomes
of a single fight from the healthy data. An individual flight
from this dataset is chosen, a model is trained on it, and
its performance is evaluated using data from several flights
powered by various engines. The residual errors for each
flight in our data set are shown in Figure 2 below. Nine
flights were chosen at random from the data, yielding a
total of nine unique findings. The bars in this graph display
the discrepancy between the measured values and the actual
values derived from our model.

Positive and negative differences are further separated from
one other. The graph makes it very evident that there are
large disparities between the actual and anticipated numbers
(except E8). This is a bad strategy since the model cannot
accurately predict from the training data.

B. TRAINING MODEL ON MULTIPLE FLIGHTS DATA
Before training the model, the dataset is divided into training
and testing sets. The first 20 flights are concatenated and used
as training data. The remaining flights data is used to evaluate
the model. The same model configuration is used but trained
with three different batch sizes. Results of these batch sizes
are compared to determine the best option. The performance
of the model is measured by the residual errors. Less values
of residuals indicate better performance.

1) TRAINING RESULTS (ENGINE 3 B200)
The following Table 3 shows the training results on a batch
size of 200 of engine 1.

The data consists of 200 flights of this engine.
Only the first 20 flights are selected as training data so that

the model does not over-fit. These 20 flights were concate-
nated and then fed to the model as training data. For testing
purposes, single flights from the remaining flights are used.
Table 3 shows the results. The following table gives the MSE,
variance, the standard deviation of data, and mean of points
miss-classified as positive, and mean of points miss classified
as negative are given.

2) NN TRAINING RESULTS (ENGINE F 3 – B200)
The following graph 4 plots the result of all the single flight
testing of the first engine. The model is evaluated on 23 dif-
ferent flights spread across the dataset to ensure the model
is tested on different fights operating in different conditions.
From the graph it is evident that the errors are low in the first
5 flights and the model estimates the EGT very well here.
In the next flights, there are small cracks appearing in the data,
which causes the error rate to go up slightly as the cracks are
increasing. Towards the end the error is going up as there are
more cracks appearing. The errors increase with the increase
in crack values on the turbine blades. An explanation for
this is that the function of turbine blades is to extract energy
from the gas. When cracks appear in the blades it affects
their ability to extract energy. This extra energy manifests in
the high exhaust gas temperature which gives rise to higher
values of EGT. Overall, the performance of the model is good
as the predicted values and actual values are only 9 ◦C apart
on average.

3) NN TRAINING RESULTS (ENGINE F 3–B50)
The results in Table 4 show the results of training the model
with a batch size of 50. The EGT values follow the same
trend as was observed in the preceding sections. The error
differences remain small when there are no cracks, and they
start to increase when cracks are introduced in the data. The
average positive and negative temperatures here are slightly
smaller than the previous model where we evaluated on a
batch of size 200. Reducing batch size from 200 to 50 shows
slightly better results but the difference from the previous
model to this is not significant, just 2 ◦C.

4) NN TRAINING RESULTS (ENGINE F 3 - B10)
From the results of evaluating the following flights shown
in Figure 3 and Table 5, it is clear that reducing the batch
size from 50 to 10 has produced better results. The average
positive and negative temperatures are similar to when the
batch size was 50 and the model also performs slightly better.
This is evident from the value of negative mean. For flight

VOLUME 11, 2023 5175



S. Ullah et al.: Investigation of Exhaust Gas Temperature of Aircraft Engine Using LSTM

TABLE 5. NN training results, batch size 10.

numbers F-31 to F-230 the residual error values are smaller.
From flights F-240 to F-247, the residual error values have
increased. The value for the positive mean remains almost
similar but there is a decrease in the negative mean value
from 10.76 ◦C to 8.43 ◦C. The reason for this increase is
the introduction of cracks in the dataset. As the cracks have
intensified (4.5 mm in F- 240 to 45 mm in F-247) the model
is unable to accurately estimate the EGT.

V. CONCLUSION
In this paper, an approach for the estimation of EGT is
proposed, based on LSTM neural networks. LSTM neural
networks are amazingly effective for the estimation of EGT
because of the sequential nature of the data. An LSTM net-
work with 12 nodes in the input layer, 24 nodes in the hidden
layer, and 1 node in the output layer is constructed. The
network was trained for three different batch sizes. Themodel
was then validated by a real engine dataset that contains both
steady and transient conditions and the MSE is analyzed
for all configurations. The results show that the change in
batch size from 200 to 50 and from 50 to 10 produces better
EGT estimated values. The MSE for batch size of 10 are
7:9 × 10(- 5). The average difference in the estimated EGT
and the real EGT was 5.7 0C which is the acceptable range.
The errors in the prediction increase when large cracks on the
turbine blade appear in the dataset, which gives rise to abrupt
changes in EGT and subsequently the model under-performs.
In future work, we will study how to extract features more
effectively to better estimate the EGT when cracks appear.
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