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An Investigation of the Likelihood Ratio Test
for Detection of Differential Item Functioning

Under the Partial Credit Model

Abstract

Type I error rates of the likelihood ratio test for the detection of differential item functioning

(DIF) in the partial credit model were investigated using simulated data. The partial credit

model with four ordered performance levels was used to generate data sets of a 30-item test

for samples of 300 and 1,000 simulated examinees. Three different combinations of sample

sizes of reference and focal group comparisons were simulated under two different ability

matching conditions. 100 replications of DIF detection comparisons were simulated for each

of the six conditions. Type I error rates of the likelihood ratio test for all six conditions were

within theoretically expected values at each of the nominal alpha levels considered.

Index terms: differential item functioning, item response theory, likelihood ratio test, partial

credit model, Type I error.
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Introduction

Under item response theory (IRT), a dichotomous item is said to be functioning differentially,

when the probability of a correct response to the item is different for examinees at the same

ability level but from different groups (Pine, 1977). For polytomous IRT models, differential

item functioning (DIF) is present, when the item true score functions in different groups are

not equal (Cohen, Kim, & Baker, 1993). The existence of such items on a test is a threat to

validity and may seriously interfere with efforts to equate tests.

The likelihood ratio (LR) test (Neyman & Pearson, 1928) has been proposed by Thissen,

Steinberg, and Gerrard (1986) and by Thissen, Steinberg, and Wainer (1988, 1993) for

detection of DIF. This use of the LR test evaluates the equality of item parameters estimated

in the different groups. Kim and Cohen (1995) compared this LR test with Lord's (1980) chi-

square test, and also with Raju's area measures (1988, 1990) for the dichotomous model and

found them all to provide comparable results. Cohen, Kim, and Wollack (1996) subsequently

reported Type I error rates of the LR test for DIF under the two- and three-parameter IRT

models to be within expected limits at the nominal alpha levels considered.

Relatively few studies of Type I error rates or power for the LR test for DIF have

been done, however, with any polytomous models. Ankenmann, Witt, and Dunbar (1996)

compared Type I error and power for the LR test and the Mantel (1963) test for DIF detection

on a test composed of both dichotomous and graded response items. Type I error rates and

power for the LR test were obtained for a single studied graded response item on each test

data set under the different sample size and ability conditions simulated. The LR test was

found to yield better power and Type I error control than the Mantel test (Ankenmann et

al., 1996). Kim and Cohen (in press) also reported that Type I errors were controlled at the

nominal level of significance for the LR test for detection of DIF under the graded response

model.

Results for the graded response model are useful but it is not clear that the results

from Ankenmann et al. (1996) and Kim and Cohen (in press) generalize directly to other

polytomous IRT models such as the partial credit model (Masters, 1982). Although the

partial credit model may provide a useful alternative to the graded response model for the

analysis of performance type assessments (Fitzpatrick, Link, Yen, Burket, Ito, & Sykes, 1996;

Zwick, Donoghue, & Grima, 1993), and although the partial credit model has been employed

in investigations of DIF for polytomously scored items (Chang, Mazzeo, & Roussos, 1996;
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Zwick et al., 1993), no results have yet been reported on the applicability of the LR test for

this model. In this paper, we investigate the Type I error control of the LR test of DIF for

the partial credit model, under the same conditions used by Kim and Cohen (in press) for

the graded response model.

It is important to recognize in this context that investigation of the power of a statistical

test is meaningless if adequate control of the Type I error rate is not maintained. As previous

research does not provide sufficient information about the Type I error control for the LR

test for DIF for the partial credit model, the present study was designed to examine the

Type I error rates of the LR test under the partial credit model for a variety of underlying

item parameters, sample sizes and ability conditions.

Item True Score Functions

The item response function (IRF) for a dichotomous item is the same as the item true

score function that describes the functional relationship between the probability of a correct

response to an item and examinee trait level, O. The item true score function for a polytomous

item describes the relationship between the expected value of the item score and O. For both

dichotomous and polytomous IRT models, an item functions differentially, if the item true

score functions obtained from different groups of examinees are different. Item true score

functions will be identical, however, if the sets of item parameters estimated in different

groups are equal.

For polytomous IRT models, there are several approaches to testing the equality of sets

of items. One approach is to compare item parameters estimated in different groups (e.g.,

Cohen, Kim, & Baker, 1993). A second approach is to compare areas between item true score

functions estimated in different groups (e.g., Cohen, Kim, & Baker, 1993; Flowers, Oshima,

& Raju, 1995). A third approach is to compare likelihood functions; using a LR test. Thissen

et al. (1988) suggest that this third approach is preferable, as the first and second approaches

may require estimates of variances and covariances of the item parameters, which may be

not be accurately estimated by current algorithms.

Establishing a Common Metric

DIF studies under IRT require that estimates of item parameters obtained in different groups

be placed on a common metric before comparisons are made (see Stocking & Lord, 1983).

Such transformations or linking of metrics are unnecessary for the LR test of DIF using
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the computer program MULTILOG (Thissen, 1991), however, because item parameters are

estimated simultaneously in a single data set consisting of both the reference and focal groups

combined. The common metric for conducting the LR test for DIF is obtained through the

common or anchor set of items rather than by linking. In the LR test, the likelihood from

a compact model, in which no group differences are assumed to be present, is compared to

that from an augmented model, in which one or more items are examined for possible DIF.

The metric of the compact and augmented models are dependent on the anchor items. The

assumption in this approach is that there are no DIF items among the common items in the

compact model.

The comparison between a compact model and an augmented model for the LR test

requires two separate calibration runs for obtaining the likelihoods. Thissen et al. (1993)

recommended the use of the Mantel Haenszel (MH) x2 to identifying a set of common

items which are non-DIF for purposes of establishing a common metric for dichotomous

models. This approach can be useful but is also suspect as the MH test can not detect

non-uniform DIF. Kim and Cohen (1995) recommended an iterative purification method for

the likelihood ratio test. Although the iterative purification method is quite labor intensive,

it is theoretically more consistent with the likelihood ratio test. For polytomous IRT models

one can apply either Mantel's (1963) test or some type of method such as suggested by Kim

and Cohen (1995).

Method

The simulation and DIF detection procedures used in this study are similar to those used

by Kim and Cohen (in press) for the graded response model.

Data Generation

In the usual DIF study, there are two groups of examinees, the reference group and the

focal group. The reference group is the base group against which the parameters estimated

in the focal group are compared. For the reference and focal groups in this study, two

sample sizes were used to simulate small sample (N = 300) and large sample (N = 1, 000)

conditions. Three different sample size combinations of reference and focal groups were

simulated: (1) a reference group with 300 examinees and a focal group with 300 examinees

(R300/F300), (2) a reference group with 1,000 examinees and a focal group with 1,000

examinees (R1000/F1000), and (3) a reference group with 1,000 examinees and a focal
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group with 300 examinees (R1000/F300). The large and small sample size comparisons

were selected based on previous recovery study results for the partial credit model by Choi,

Cook, and Dodd (1997) which indicated that at least 250 examinees were needed to achieve

an adequate calibration of item step parameters.

The computer program RESGEN (Muraki, 1996) was used to generate data sets for

the partial credit model (Masters, 1982; Masters & Wright, 1997) for a 30-item test with

four ordered performance levels. The category response function Pix(0) is the probability of

response X; = x to item j as a function of 0, and can be defined as

Prob = x10, 5j1, , 57nd

exp [E(9 Jik)]
k.oh

exp [E(9 05j1c)]

h=0 k=0

(1)

where x = 0(1)m3, 0 Sio = 0, and E pjx(e) = 1. For each item with mi + 1 ordered
x=o

performance levels with scores of 0, 1, ... ,m3, there exist m3 item parameters, that is,

831, 532, opni . Each item parameter bik corresponds to the point on the 0 scale where

the probability of category k is the same as the probability of category k 1. Equivalently,

at 83k, there will be the same probability of observing the item scores x and x 1. As

an example, for an item j with four ordered performance levels (i.e., x = 0, 1, 2, 3), the

item parameters 531, 5j2, 5.33 are the points on the 0 scale where the respective item category

response functions of 0 and 1, of 1 and 2, and of 2 and 3 intersect.

The expected score of item j give 0 is defined as

E(X3I0) = xPix(9). (2)
x=o

In a DIF study, we test the null hypothesis that

ER(X310) = EF (x3I0), (3)

where R and F designate the reference group and the focal group, respectively.

Item parameter values with four ordered performance levels were used to generate 100

replications of the partial credit model data based on the item parameters reported by Koch

and Dodd (1989). The generating item parameters used in this study are given in Table 1.

Insert Table 1 about here
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For each of the three sample sizes, two different ability matching conditions were

simulated: (1) a matched condition in which both the reference and focal groups of examinees

had the same underlying ability distribution [0 ti N(0,1)], and (2) an unmatched condition

in which the reference group had a higher underlying ability distribution [0 --, N(0,1)] than

that of the focal group [0 N ( 1,1)]. 100 replications were simulated for each of the six

combinations of three sample sizes by two ability matching conditions.

The Likelihood Ratio Test

Item parameter estimates for each pair of reference and focal groups were obtained using

the default options available from the marginal maximum likelihood estimation algorithm

for the partial credit model as implemented in the computer program MULTILOG (Thissen,

1991). We adopt the convention for DIF detection in this study that a studied item in the

focal group is compared with the item with the same generating parameters in the reference

group.

The LR test for DIF described by Thissen et al. (1988, 1993) compares two different

modelsa compact model and an augmented model. The LR statistic, G2, is the difference

between the values of 2 times the log likelihood for the compact model (Lc) and 2 times

the log likelihood for the augmented model (LA). Values of the quantity 2 times the log

likelihood can be obtained from the output of MULTILOG and are based on the results over

the entire data set following marginal maximum likelihood estimation. G2 can be written as

G2 = 2 log Lc (-2 log LA) = 2 log Lc + 2 log LA (4)

and is distributed as a X2 under the null hypothesis with degrees of freedom equal to the

difference in the number of parameters estimated in the compact and augmented models. In

this study, one item was tested at a time. This meant that each G2 was distributed as a X2

with 3 degrees of freedom.

In the compact model, the item parameters are assumed to be the same for both the

reference and focal groups. Options in MULTILOG permits equality constraints to be placed

on item parameters. In this study, the parameter estimates for all 30 items in the compact

model were constrained to be equal in both the reference and focal groups. Similarly, for

the augmented model, all items except the studied item were constrained to be equal in the

reference and focal groups. Constrained items in the augmented model form the common or

anchor set of items. For DIF comparison simulated in this study, only the item parameters
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for the studied item were unconstrained, that is, the item parameters for the studied item

were allowed to assume different values in the reference and focal groups. For an augmented

model in which Item 1 was the studied item, for example, the item parameter estimates for

Item 1 were unconstrained in both the reference and focal groups. In this augmented model,

Items 2-30 formed the anchor set and consequently were each constrained to have the same

parameter estimates in both groups. As indicated above, DIF comparisons in this study

were simulated to study only a single item at a time.

Error Rates

Error rates for the LR test were obtained by comparing the number of significant G2s to

the total number of augmented model calibration runs conducted for a given sample size

and ability matching condition. For a single test, 31 separate calibration runs were required

to estimate the necessary likelihood statistics, one run to estimate the likelihood for the

compact model and 30 runs for each of the augmented models (i.e., one augmented model

for each of the 30 items). For the 100 pairs of reference and focal groups in a sample

size by ability matching condition, 3,100 separate calibration runs were required. A total of

18,600 MULTILOG calibration runs were required for all six sample sizes by ability matching

conditions.

Results

False Positive Errors

The numbers of significant G2s for each item at a = .05 are given in Table 1. These data

illustrate the general pattern of results obtained in the conditions simulated in this study.

For Item 1, in the R300/F300 condition, for example, 3 significant G2s were obtained for the

matched ability condition and 8 for the unmatched ability condition. Since 100 replications

were generated, the expected number of significant G2s due to chance for a single item would

be 5 at a nominal alpha of .05. For this same sample size condition, there were a total of

150 significant G2s obtained across all 30 items for the matched ability condition and 163

for the unmatched ability condition. A similar pattern of results was found at all other a

levels examined.

The numbers of significant G2s for the different alpha levels for all sample size and

ability matching conditions are given in Table 2. The R300/F300 sample size at a = .05,
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for example, yielded 150 significant G2s for the matched ability condition and 163 for the

unmatched ability condition. The expected number of significant G2s due to chance over

the 100 replications at a nominal alpha level of .05 would be 150 (i.e., 30 items times 100

replications time .05).

Insert Table 2 about here

The bottom row of Table 2 contains the expected number of significant G2s for the alpha

levels considered in this study. The observed numbers of significant G2s at each alpha level

appear to be very close to the theoretically expected values for all the sample size by ability

matching conditions.

Type I Error Rates

Type I error rates are given in Table 3 as the proportion of significant G2s at each alpha

level over all replications. Error rates for the three sample sizes are illustrated in Figures la,

and 1b, for the matched ability condition and the unmatched ability condition, respectively.

Insert Table 3 and Figures la and lb about here

Type I error rates appeared to be only slightly elevated for the matched ability conditions,

for R300/F300 at the .0005 and .1 nominal alpha levels and for R1000/F300 at the .0005,

.001, .005, and .01 levels. For the unmatched ability condition, R300/F300 yielded similarly

very slightly inflated Type I error rates for the .1 nominal alpha level. The R1000/F1000

unmatched ability condition yielded slightly lower error rates than expected at all alpha

levels as did the R1000/F300 DIF comparisons for the unmatched condition.

Insert Figures 2a, 2b, and 2c about here

Results of error rates for the two ability matching conditions for R300/F300, R1000/F1000,

and R1000/F300 are illustrated in Figures 2a, 2b and 2c, respectively. For both R300/F300

and R1000/F300 comparisons, as can be seen in these figures, Type I error rates were a

bit closer to the theoretically expected values in the matched ability condition at the .05

8
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nominal alpha level. For R1000/F1000 in the unmatched ability condition, the Type I error

rate was slightly closer to the theoretically expected value at the .05 nominal alpha level. It

is very important to note, however, that all deviations from expectations were very small.

Most of the Type I error rates, in fact, were quite close to the theoretically expected values

in all conditions simulated.

Relationships Among Generating Parameters and Significant G2s

Spearman rank-order correlations are used to describe the relationships among the generating

parameters and the number of significant G2s at the nominal alpha level of .05 (see Table

4). Correlations among item parameter estimates were all positive, and no consistent

pattern of relationships was observed between generating item parameters and the numbers

of significant G2s.

Insert Table 4 about here

Summary and Discussion

Type I error rates for G2 for the partial credit model were very close to those expected for

all sample sizes and alpha levels considered in both ability matching conditions. Results

for the small sample size condition, however, did differ slightly from expected values at the

.1 nominal alpha level in both ability matching conditions. Even so, Type I error rates for

the small sample condition R300/F300 were quite close to the theoretically expected values.

These results are in agreement with similar results from Kim and Cohen (in press) for the

LR test for DIF for the graded response model.

Generally, in most DIF studies, it is desirable to detect all items that function
differentially so as to be able to remove them from the equating process or to study them

further for subsequent bias analysis. This is typically accomplished by setting the nominal

alpha level high, for example, at .05 or .1 under the assumption that it is more preferable to

falsely identify an item as functioning differentially than it is to miss a true DIF item. At

such alpha levels, the LR test was found to provide Type I error control very close to the

nominal level for the sample sizes and ability matching conditions simulated. There is also

a concern in some DIF studies, however, regarding for the power of the DIF statistic. Power
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is low when true DIF items are not detected. Studies examining the power of polytomous

models such as the partial credit model are clearly needed.

In this study, the underlying ability distribution for the reference group was set to be

N(0,1). The reason for this choice was to match the distribution of ability with that of the

item step parameters. There were two different underlying distributions for the focal group:

N(0,1) for the matched condition and N(-1,1) for the matched condition. No systematic

differences in the Type I error rates were observed between the matched and unmatched

ability conditions.

The LR test of DIF using a the computer program MULTILOG permits concurrent

calibration, and so does not require any metric transformation. The resulting Type I error

rates, therefore, do not contain errors due to linking. However, the influence of DIF items

in the anchor set is still a potential problem. Such items are likely to affect Type I error

control and, consequently, the power of the LR test statistic. Methods for construction of

the anchor sets of items and for scale purification with the likelihood ratio test need to be

studied.
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Table 1
Generating Item Parameters and Number of Significant G2s at a = .05 for Sample Size and Ability Matching Conditions

Item
Parameters R300/F300 R1000/F1000 R1000/F300

6ii 5i2 5j3 Matched Unmatched Matched Unmatched Matched Unmatched
1 -1.00 0.00 1.00 3 8 5 5 2 3
2 -1.35 0.00 1.35 2 3 6 3 7 4
3 -1.25 0.00 1.25 3 3 5 10 4 4
4 .00 -1.25 1.25 7 7 5 3 6 6
5 -1.25 1.25 0.00 10 6 4 4 1 8
6 -1.00 0.00 1.00 5 7 4 3 6 4
7 -1.35 0.00 1.35 6 4 6 2 8 7
8 -1.25 0.00 1.25 2 8 5 3 7 2
9 0.00 -1.25 1.25 6 7 5 7 5 6

10 -1.25 1.25 0.00 6 6 3 4 6 6
11 0.50 1.50 2.50 5 6 3 4 6 3
12 0.50 1.75 2.50 5 6 4 5 3 5
13 0.70 2.00 2.70 3 2 6 10 6 3
14 0.80 1.90 2.50 4 4 5 7 4 3
15 0.80 1.40 2.50 5 5 2 5 5 9
16 0.50 0.90 2.50 10 10 3 3 2 3
17 1.75 0.50 2.50 5 2 7 2 4 5
18 0.50 2.50 1.75 4 7 8 6 2 6
19 1.40 0.80 2.50 3 4 3 8 1 3
20 0.80 2.50 1.40 5 4 3 3 4 7
21 -2.50 -1.50 -0.50 6 8 4 4 4 1

22 -2.50 -1.75 -0.50 3 4 8 4 10 5
23 -2.70 -2.00 -0.70 1 6 5 3 5 5
24 -2.50 -1.90 -0.80 3 2 4 8 6 6
25 -2.50 -1.40 -0.80 8 5 4 4 4 3
26 -2.50 -0.90 -0.50 8 7 1 5 2 3
27 -2.50 -0.50 -1.75 3 4 6 5 6 2
28 -1.75 -2.50 -0.50 6 9 3 4 5 8
29 -2.50 -0.80 -1.40 6 2 3 5 4 4
30 -1.40 -2.50 -0.80 7 7 5 3 8 4

Total 150 163 135 142 143 138

14 1 6



Table 2
Number of Significant G's for Sample Size and Ability Matching Conditions

at a Levels From .0005 to .1

a Level
Sample Size Ability .0005 .001 .005 .01 .05 .1

R300/F300 Matched 2 2 13 29 150 327
R300/F300 Unmatched 2 3 15 28 163 324
R1000/F1000 Matched 1 2 13 36 135 295
R1000/F1000 Unmatched 0 1 12 28 142 289
R1000/F300 Matched 2 4 19 37 143 294
R1000/F300 Unmatched 0 1 9 23 138 297
Expected Value 1.5 3 15 30 150 300
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Table 3
Proportion of Significant G's for Sample Size and Ability Matching Conditions

at a Levels From .0005 to .1

a Level
Sample Size Ability .00050 .00100 .00500 .01000 .05000 .10000
R300/F300 Matched .00067 .00067 .00433 .00967 .05000 .10900
R300/F300 Unmatched .00067 .00100 .00500 .00933 .05433 .10800
R1000/F1000 Matched .00033 .00067 .00433 .01200 .04500 .09833
R1000/F1000 Unmatched .00000 .00033 .00400 .00933 .04733 .09633
R1000/F300 Matched .00067 .00133 .00633 .01233 .04767 .09800
R1000/F300 Unmatched .00000 .00033 .00300 .00767 .04600 .09900

16
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Table 4
Spearman ps Among Generating /tem Parameters and Number of Significant G2 s at a = .05

Parameters R300/F300 R1000/F1000 R1000/F300
Parameter or Condition 6j1 'j2 6..0 Matched Unmatched Matched Unmatched Matched Unmatched

oil 1.000 .784 .897 -.041 -.069 -.042 .102 -.297 .119
0j2 1.000 .784 -.100 -.189 -.064 .177 -.339 .046
0j3 1.000 -.143 -.098 .040 .067 -.199 .044

R300/F300 Matched 1.000 .378 -.449 -.244 -.249 .211
Unmatched 1.000 -.244 -.250 -.161 -.097

R1000/F1000 Matched 1.000 -.094 .371 -.056
Unmatched 1.000 -.349 -.145

R1300/F1300 Matched 1.000 .077
Unmatched 1.000
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Figure Captions

Figure la. Proportion of Significant G2s for the Matched Ability

Figure lb. Proportion of Significant G2s for the Unmatched Ability

Figure 2a. Proportion of Significant G2s for the R300/F300

Figure 2b. Proportion of Significant G2s for the R1000/F1000

Figure 2c. Proportion of Significant G2s for the R1000/F300
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