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Abstract- We consider a multi-cluster, multi-hop packet radio network 
architecture for wireless systems which can dynamically adapt itself with 
the changing network configurations. Due to the dynamic nature of the 
mobile nodes, their association and dissociation to and from clusters per- 
turb the stability of the system, and hence a reconfiguration of the system is 
unavoidable. At the same time it is vital to keep the topology stable as long 
as possible. The clusterheads, which form a dominant set in the network, 
decide the topology and are responsible for its stability. In this paper, we 
propose a weighted clustering algorithm (WCA) which takes into consider- 
ation the ideal degree, transmission power, mobility and battery power of 
a mobile node. We try to keep the number of nodes in a cluster around 
a pre-defined threshold to facilitate the optimal operation of the medium 
access control (MAC) protocol. Our clusterhead election procedure is not 
periodic as in earlier research, hut adapts based on the dynamism of the 
nodes. This on-demand execution of WCA aims to maintain the stability 
of the network, thus lowering the computation and communication costs 
associated with it. Simulation experiments are conducted to evaluate the 
performance of WCA in terms of the number of clusterheads, reaflliation 
frequency and dominant set updates. Results show that the WCA performs 
better than the existing algorithms and is also tunable to different types of 
ad hoc networks. 

I. INTRODUCTION 

Current cellular wireless networks solely rely on the wired 
backbone by which all base stations are connected, implying 
that networks are fixed and constrained to a geographical area 
within a pre-defined boundary. Deployment of such a network 
takes time and cannot be set up in times of utmost emergency. 
Therefore, mobile multi-hop radio networks, also called ad hoc 
networks or peer-ro-peer networks, play a critical role in places 
where a wired (central) backbone is neither available nor eco- 
nomical to build, such as law enforcement operations, battle 
field communications, disaster recovery situations, and so on. 
Such situations demand a network where all the nodes includ- 
ing the base stations are potentially mobile, and communication 
must be supported untethered between any two nodes. 

A multi-cluster, multi-hop packet radio network architecture 
for wireless systems should be able to dynamically adapt it- 
self with the changing network configurations. Certain nodes, 
known as clusterheads, are responsible for the formation of clus- 
ters (analogous to cells in a cellular network) and maintenance 
of the topology of the network. The set of clusterheads, is known 
as a dominanr set. A clusterhead does the resource allocation to 
all the nodes belonging to its cluster. Due to the dynamic na- 
ture of the mobile nodes, their association and dissociation to 
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and from clusters perturb the stability of the network and thus 
reconfiguration of clusterheads is unavoidable. This is an im- 
portant issue since frequent clusterhead changes adversely affect 
the performance of other protocols such as scheduling, routing 
and resource allocation that rely on it. Choosing clusterheads 
optimally is an NP-hard problem [2]. Thus existing solutions to 
this problem are based on heuristic (mostly greedy) approaches 
and none of them attempts to retain the topology of the network 
[2], [4]. We believe a good clustering scheme should preserve 
its structure as much as possible when nodes are moving and/or 
the topology is slowly changing. Otherwise, re-computation of 
clusterheads and frequent information exchange among the par- 
ticipating nodes will result in high computation cost overhead. 

The concept of dividing the geographical region into small 
zones has been presented implicitly in the literature as cluster- 
ing [9]. A natural way to map a "standard" cellular architecture 
into a multi-hop packet radio network is via the concept of a vir- 
tual cellular network (VCN) [4]. Any node can become a clus- 
terhead if it has the necessary functionality, such as processing 
and transmission power. Nodes register with the nearest cluster- 
head and become member of that cluster. Clusters may change 
dynamically, reflecting the mobility of the underlying network. 
The focus of the existing literature in this area has been on just 
partitioning the network into clusters [2], [3], [6], [7], [8], with- 
out taking into consideration the efficient functioning of all the 
system components. The lack of rigorous methodologies appli- 
cable to the design and analysis of peer-to-peer mobile networks 
has motivated in-depth research in this area. There have been so- 
lutions for efficient ways of interconnecting the nodes in such a 
way that the latency of the system is minimized while through- 
put is maximized [6]. Most of the approaches [2], [4], [6] for 
finding the clusterheads do not produce an optimal solution with 
respect to battery usage, load balancing and MAC functionality. 

In this paper, we propose a weighted clustering algorithm 
(WCA) which takes into consideration the number of nodes a 
clusterhead can handle ideally (without any severe degradation 
of the system performance), transmission power, mobility and 
battery power of the nodes. Most of the existing clustering al- 
gorithms are invoked periodically but our algorithm is not pe- 
riodic. lts invocation is adaptive based on the mobility of the 
nodes. More precisely, the election procedure is delayed as long 
as possible to reduce the computation cost. Frequent updates re- 
sult in high information exchange among the nodes resulting in 
high communication overhead. We show by simulation experi- 
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ments that our method yields better results as compared to the 
existing heuristics in terms of the number of reaffiliations and 
dominant set updates. 

The rest of the paper is organized as follows. In Section 2, we 
present the existing approaches and their limitations. Section 3 
proposes our new algorithm. Simulation results are presented in 
Section 4 while conclusions are offered in Section 5.  

11. PREVIOUS WORK 

Several heuristics have been proposed to choose clusterheads 
in an ad hoc network. These include (i) Highest-Degree heuris- 
tic (ii) Lowest-ID heuristic and (iii) Node-Weight heuristic. In 
the assumed graph model of the network, the mobile terminals 
are represented as nodes and there exists an edge between two 
nodes if they can communicate with each other directly (i.e., 
one node lies within the transmission range of another). The 
performance of these heuristics were shown in [3], [6] by sim- 
ulation experiments where mobile nodes were randomly placed 
in a square grid and moved with different speeds in different 
directions. Let us summarize below these heuristics. 

A. Highest-Degree Heuristic 

This approach is a modified version of [ 101 which computes 
the degree of a node based on the distance between that node 
from others. A node x is considered to be a neighbor of another 
node y if x lies within the transmission range of y. The node 
with the maximum degree is chosen to be a clusterhead and any 
tie is broken by the node ids which are unique. The neighbors of 
a clusterhead become members of that cluster and can no longer 
participate in the election process. This heuristic is also known 
as the highest-connectivity algorithm. 

Experiments demonstrate that the system has a low rate of 
clusterhead changes but the throughput of the system is low. 
Typically, each cluster was assigned some resources which was 
shared among the members of that cluster on a round-robin ba- 
sis [6], [7], [8]. As the number of nodes in a cluster is increased, 
the throughput of each user drops and hence, a gradual degrada- 
tion in the system performance is observed. This is the inherent 
drawback of the Highest-Degree heuristic since the number of 
nodes in a cluster is not bounded. 

B. Lowest-ID Heuristic 

Gerla and Tsai [6] proposed a simple heuristic by assigning a 
unique id to each node and choosing the node with the minimum 
id as a clusterhead. However, the clusterhead can delegate its 
duties to the next node with the minimum id in its cluster. A 
node is called gateway if it lies within the transmission range of 
two or more clusters. 

For this heuristic, the system performance is better com- 
pared to the Highest-Degree heuristic in terms of the through- 
put. Since the environment under consideration is mobile, it 
is unlikely that node degrees remain stable resulting in frequent 
clusterhead updates. The drawback of this heuristic is its bias to- 
wards nodes with smaller id which leads to the battery drainage 

of certain nodes. Moreover, it does not attempt to balance the 
load uniformly across all the nodes. 

C. Node-Weight Heuristic 

Basagni et al. [2], [3] assigned node-weights based on the 
suitability of a node being a clusterhead. A node is chosen to be 
a clusterhead if its node-weight is higher than any of its neigh- 
bor’s node-weights. The smaller node id is chosen to break a 
tie. 

To verify the performance of the system [2], the nodes were 
assigned weights which varied linearly with their speeds but 
with negative slope. Results proved that the number of up- 
dates required is smaller than the Highest-Degree and Lowest- 
ID heuristics. Since node weights were varied in each simula- 
tion cycle, computing the clusterheads becomes very expensive 
and there are no optimizations on the system parameters such as 
throughput and power control. 

111. OUR APPROACH 

None of the above three heuristics leads to an optimal selec- 
tion of clusterheads since each deals with only a subset of pa- 
rameters which impose constraints on the system. For example, 
a clusterhead may not be able handle a large number of nodes 
due to resource limitations even if these nodes are its neighbors 
and lie well within its transmission range. Thus, the load han- 
dling capacity of the clusterhead puts an upper bound on the 
node-degree. In other words, simply covering the area with the 
minimum number of clusterheads will put more burden on the 
clusterheads. At the same time, more clusterheads will lead to 
a computationally expensive system. This may result in good 
throughput, but the data packets have to go through multiple 
hops resulting in high latency. In summary, choosing an optimal 
number of clusterheads which will yield high throughput but in- 
cur as low latency as possible, is still an important problem. As 
the search for better heuristics for this problem continues, we 
propose the use of a combined weight metric, that takes into 
account several system parameters like the ideal node-degree, 
transmission power, mobility and the battery power of the nodes. 

We could have a fully distributed system where all the nodes 
share the same responsibility and act as clusterheads. However, 
more clusterheads result in extra number of hops for a packet 
when it gets routed from the source to the destination, since the 
packet has to go via larger number of clusterheads. Thus this 
solution leads to higher latency, more power consumption and 
more information processing per node. On the other hand, to 
maximize the resource utilization, we can choose to have the 
minimum number of clusterheads to cover the whole geograph- 
ical area over which the nodes are distributed. The whole area 
can be split up into zones, the size of which can be determined 
by the transmission range of the nodes. This can put a lower 
bound on the number of clusterheads required. Ideally, to reach 
this lower bound, a uniform distribution of the nodes is neces- 
sary over the entire area. Also, the total number of nodes per 
unit area should be restricted so that the clusterhead in a zone 
can handle all the nodes therein. However, the zone based clus- 
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tering is not a viable solution due to the following reasons. 
The clusterheads would typically be centrally located in the 

zone, and if they move, new clusterheads have to be selected. 
It might so happen that none of the other nodes in that zone are 
centrally located. Therefore, to find a new node which can act as 
a clusterhead with the other nodes within its transmission range 
might be difficult. Another problem arises due to non-uniform 
distribution of the nodes over the whole area. If a certain zone 
becomes densely populated then the clusterhead might not be 
able to handle all the traffic generated by the nodes because there 
is an inherent limitation on the number of nodes a clusterhead 
can handle. We propose to select the minimum number of clus- 
terheads which can support all the nodes in the system satisfying 
the above constraints. 

A. Basis for Our Algorithm 

To decide how well suited a node is to be a clusterhead, we 
take into account its degree, transmission power, mobility and 
battery power. The following features are considered in our 
weighted clustering algorithm (WCA). 

The clusterhead election procedure is not periodic and in- 
voked as rarely as possible. This reduces system updates and 
hence computation and communication costs. 

Each clusterhead can ideally support M (a pre-defined sys- 
tem threshold) nodes to ensure efficient MAC functioning. A 
high throughput of the system can be achieved by limiting or 
optimizing the number of nodes in each cluster. 

The battery power can be efficiently used within certain trans- 
mission range. Consumption of the battery power is more if a 
node acts as a clusterhead rather than an ordinary node. 

Mobility is an important factor in deciding the clusterheads. 
Reafiliation occurs when one of the ordinary nodes moves out 
of a cluster and joins another existing cluster. In this case, the 
amount of information exchange between the node and the cor- 
responding clusterhead, is local and relatively small. The infor- 
mation update in the event of a change in the dominant set is 
much more than a reaffiliation. 

A clusterhead is able to communicate better to its neighbors if 
they are closer to the clusterhead within the transmission range. 
This is due to signal attenuation with increasing distance. 

B. Proposed Algorithm (WCA) 

Based on the preceding discussions, we propose an algorithm 
which effectively combines all the system parameters with cer- 
tain weighing factors, the values of which can be chosen ac- 
cording to the system needs. For example, power control is very 
important in CDMA networks, thus the weight of that factor can 
be made larger. The flexibility of changing the weight factors 
helps in applying our algorithm to various networks. The proce- 
dure for clusterhead selection is presented below. Its output is a 
set of nodes (dominant set) which forms the clusterheads for the 
network. According to our notation, the number of nodes that 
a clusterhead can handle ideally is M. The clusterhead election 
algorithm is invoked at the time of system activation and also 
when the current dominant set is unable to cover all the nodes. 

Clusterhead Election Procedure 
Step 1: Find the neighbors of each node v (i.e., nodes within its 
transmission range). This gives the degree, d,, of this node. 
Step 2: Compute the degree-diference, D, = Id, - MI, for 
every node v. 
Step 3: For every node, compute the sum of the distances, P,, 
with all its neighbors. 
Step4: Compute the running average of the speed for every 
node. This gives a measure of mobility and is denoted by Mu. 
Step 5: Compute the time, Tu, of a node v during which it acts 
as a clusterhead. Tu indicates how much battery power has been 
consumed since we assumed that consumption of battery power 
is more for a clusterhead than for an ordinary node. 
Step 6: Calculate a combined weight I, = clDV + cpPv + 
c3Mv + c4TV. for each node v. The coefficients c1, cp, c3 and 
c4 are the weighing factors for the corresponding system pa- 
rameters. 
Step 7: Choose the node with a minimum I, to be the cluster- 
head. All the neighbors of the chosen clusterhead can no longer 
participate in the election algorithm. 
Step 8: Repeat Steps 2 to 7 for the remaining nodes not yet as- 
signed to any cluster. 

C. System Activation and Update Policy 

When a system is brought up, every node v broadcasts its id 
which is registered by all other nodes lying within U ’ S  trans- 
mission range, tx-range. It is assumed that a node receiving 
a broadcast from another node can estimate their mutual dis- 
tance from the strength of the signal received. Thus, every node 
is made aware of its neighboring nodes and their correspond- 
ing distances. Note that these neighboring nodes are only the 
geographical neighbors and do not necessarily mean neighbors 
in the same cluster. Once the neighbors list is ready, our al- 
gorithm WCA chooses the clusterhead for the first time. Each 
node maintains a record of its status (i.e., whether or not it is a 
clusterhead). If it is a non-clusterhead node, then it should know 
the cluster it belongs to and the corresponding clusterhead. 

Due to the dynamic nature of the system considered, the 
nodes as well as the clusterheads tend to move in different direc- 
tions, thus disorganizing the stability of the configured system. 
So, the system has to be updated from time to time. The update 
may result in formation of new clusters. It may also result in 
nodes changing their point of attachment from one clusterhead 
to another within the existing dominant set, which is called reaf 
jiliation. The frequency of update and hence reaffiliation is an 
important issue. If the system is updated periodically at a high 
frequency, then the latest topology of the system can be used 
to find the clusterheads which will yield a good dominant set. 
However, this will lead to high computational cost resulting in 
the loss of battery power or energy. If the frequency of update is 
low, there are chances that current topological information will 
be lost resulting in sessions terminated midway. 

Every mobile node in any system (GSM or CDMA) periodi- 
cally exchange control information with the base station. Simi- 
lar idea is applied here, where all the nodes continuously moni- 
tor their signal strength as received from the clusterhead. When 
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the mutual separation between the node and its clusterhead in- 
creases, the signal strength decreases. In that case, the mobile 
has to notify its current clusterhead that it is no longer able to 
attach itself to that clusterhead. The clusterhead tries to hand- 
over the node to a neighboring cluster (existing clusterhead in 
the dominant set), this process being called a reafiliation. The 
clusterhead of the reaffiliated node updates its member list. If 
the node goes into a region not covered by any clusterhead, then 
the clusterhead election algorithm is invoked and the new dom- 
inant set is obtained. 

The objective of our clusterhead election algorithm is to min- 
imize the number of changes in dominant set update. Once the 
neighbors list for all nodes are created, the degree-difference 
D, is calculated for each node U. Also, P, is computed for each 
node by summing up the distances of its neighbors. The mobil- 
ity Mu is calculated by averaging the speed of the node. The 
total amount of time, T,, it remained as a clusterhead is also 
calculated. All these parameters are normalized, which means 
that their values are made to lie in a pre-defined region. The 
corresponding weights cl, c2, c3 or c4 are kept fixed for a given 
system. The weighing factors also give the flexibility of ad- 
justing the effective contribution of each of the parameters in 
calculating the combined weight I,. For example, in a system 
where battery power is more important, the weight c4 associ- 
ated with Tu can be made higher. It is to be noted that the sum 
of these weighing factors is 1. The node with the minimum total 
weight, I,, is elected as a clusterhead. The elected clusterhead 
and its neighbors are no longer eligible to participate further in 
the remaining part of the election process. The election process 
is continued until every node is found to be either a clusterhead 
or a neighbor of some clusterhead. 

IV. SIMULATION STUDY 

We simulate a system with N nodes on a lOOx 100 grid. The 
nodes could move in all possible directions with displacement 
varying uniformly between 0 to a maximum value (maxdisp), 
per unit time. To measure the performance of our system, we 
identify three metrics: (i) the number of clusterheads, (ii) the 
number of reaffiliations, and (iii) the number of dominant set 
updates. Every time a dominant set is identified, its cardinality 
gives the number of clusterheads. The reaffiliation count is in- 
cremented when a node gets dissociated from its clusterhead and 
becomes a member of another cluster within the current dom- 
inant set. The dominant set update takes place when a node 
can no longer be a neighbor of any of the existing clusterheads. 
These three parameters are studied for varying number of nodes 
in the system, transmission range and maximum displacement. 

A. Summary of Experimental Results 

In our simulation, N was varied between 20 and 60, and the 
transmission range was varied between 0 and 70. The nodes 
moved randomly in all possible directions with a maximum dis- 
placement of 10 along each of the coordinates. Thus, the maxi- 
mum Euclidean displacement possible is lo&. We assume that 
each clusterhead is ideally able to handle 10 nodes in its clus- 
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Fig. 1. Average number of clusters, mardisp-5 

Transmlsslon range 

Fig. 2. Reaffiliations per unit time, maxdisp=5 

Tranamlsslon range 

Fig. 3. Dominant set updates , mardisp=5 

ter in terms of resource allocation. Therefore, the ideal degree 
was fixed at M = 10 for the entire experiment. Due to this, 
the weight associated with D, was rather high. The next higher 
weight was given to P,, which is the sum of the distances. Mo- 
bility and battery power were given low weights. The values 
used for simulation were c1 = 0.7, cp = 0.2, q = 0.05 and 
c4 = 0.05. Note that these values are arbitrary at this time and 
should be adjusted according to the system requirements. 

Figures 1-3 show the variation of three parameters, namely 
average number of clusterheads, reaffiliation per unit time and 
the number of dominant set update with varying transmission 
range and (constant) maxdisp of 5 .  Figure 1 shows the vari- 
ation of the average number of clusterheads with respect to the 
transmission range. We observe that the average number of clus- 
terheads decreases with the increase in the transmission range. 
This is due to the fact that, a clusterhead with a large transmis- 
sion range will cover a larger area. Figure 2 shows the reaffili- 
ations per unit time with respect to the transmission range. For 
low transmission range, the nodes in a cluster are relatively close 
to the clusterhead, and a detachment is unlikely. The number of 
reaffiliations increases as the transmission range increases, and 
reaches a peak when transmission range is between 20 and 30. 
Further increase in the transmission range results in a decrease 
in the reaffiliations since the nodes, in spite of their random mo- 
tion, tend to stay inside the large area covered by the cluster- 
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head. Figure 3 shows the number of dominant set updates with 
respect to the transmission range. For small transmission range, 
the cluster area is small and the probability of a node moving 
out of its cluster is high. As the transmission range increases, 
the number of dominant set updates decreases because the nodes 
stay within their cluster in spite of their movements. 

Figures 4-6 show the variation of the same parameters but for 
varying m d i s p  and constant transmission range of 30. Fig- 
ure 4 shows that the average number of clusterheads is almost 
the same for different values of maxdisp, particularly for larger 
values of N .  This is because, no matter what the mobility is, 
it simply results in a different configuration, but the cluster size 
remains the same. Figure 5 shows the reaffiliations per unit time 
with respect to the maximum displacement. As the displace- 
ment becomes larger, the nodes tend to move further from their 
clusterhead, detaching themselves from the clusterhead, causing 
more reaffiliation per unit time and more dominant set updates. 
This is shown in Figure 5 and Figure 6 respectively. 

Figure 7 shows the relative performance of the Highest- 
Degree, Lowest-ID, Node-Weight heuristics and our algorithm 
(WCA) in terms of reaffiliations per unit time. The number of 
reaffiliations for our algorithm is at most half of the number 
obtained from the Lowest-ID. The main reason is that the fre- 
quency of invoking the clustering algorithm is lower in our case 
resulting in longer duration of stability of the network. Our algo- 

rithm performs marginally better than the Node-Weight heuris- 
tics which, however, does not give the basis of assigning the 
weights to the nodes. Our algorithm describes a linear model 
which takes into consideration the four important system param- 
eters in deciding the suitability of the nodes acting as cluster- 
heads. It also provides the flexibility of adjusting the weighing 
factors according to the system needs. 

Transmission range 

Fig. 7. Comparison of reafiliations, N=30 

V. CONCLUSIONS 

We propose an on-demand weighted clustering algorithm 
(WCA) which can dynamically adapt itself with the ever chang- 
ing topology of ad hoc networks. The WCA has the flexibil- 
ity of assigning different weights and takes into an account a 
combined effect of the ideal degree, transmission power, mo- 
bility and battery power of the nodes. The algorithm is exe- 
cuted only when there is a need, i.e., when a node is no longer 
able to attach itself to any of the existing clusterheads. Our al- 
gorithm performs significantly better than both of the Highest- 
Degree and the Lowest-ID heuristics. In particular, the num- 
ber of reaffiliations for our algorithm is about 50% of the num- 
ber obtained from Lowest-ID heuristic. Though our approach 
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yields marginally better results than the Node-Weight heuristic, 
it considers more realistic system parameters and provides the 
flexibility of adjusting the weighing factors. 
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