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Abstract—Recently, cooperative communications, in the form it to the destination node. Under DF, the cooperative relay
of having each node equipped with a single antenna and exploit node decodes the received signal, and re-encodes it before
spatial diversity via some relay node’s antenna, is shown 10 ¢o\yarding it to the destination node. Regardless of AF or
be a promising approach to increase data rates in wireless . e .
networks. Under this communication paradigm, the choice of DF, the choice of a rele}y node p'aYS "fl critical role in the
a relay node (among a set of available relay nodes) is critical Performance of cooperative communications [1], [2], [24]. As
in the overall network performance. In this paper, we study the we shall see in Section Ill, an improperly chosen relay node
relay node assignment problem in a cooperative ad hoc network may offer a smaller data rate for a source-destination pair than
environment, where multiple source-destination pairs compete that under direct transmission.
for the same pool of relay nodes in the network. Our objective is . .
to assign the available relay nodes to different source-destination  IN this paper, we study the relay node assignment problem
pairs so as to maximize the minimum data rate among all pairs. in a cooperative ad hoc network environment. Specifically,
The main contribution of this paper is the development of an we consider an ad hoc network where there are multiple
optimal polynomial time algorithm, called ORA, that achieves  active source-destination pairs and the remaining nodes can be
this objective. A novel idea in this algorithm is a “linear marking” exploited as relay nodes. We want to determine the optimal
mechanism, which maintains linear complexity of each iteration. . ) N .

We give a formal proof of optimality for ORA and use numerical assignment of relay nodes to the source-destination pairs so as
results to demonstrate its capability. to maximize the minimum data rate among all pairs. Although
solution to this problem can be found via exhaustive search
(among all possible relay node assignments), the complexity
is exponential. Our goal in this paper is to find an algorithm
with polynomial-time complexity to solve this problem.

Index Terms—Cooperative communications, relay node assign-
ment, achievable rate, ad hoc network, optimization.

I. INTRODUCTION

PATIAL diversity, in the form of employing multiple

_ranscgive_r ar_ltennas, is shown to be very e_ffective_ K\ Main Contributions
coping fading in wireless channel. However, equipping a wire-
less node with multiple antennas may not be practical, as thdn this paper, we study how to assign a set of relay nodes
footprint of multiple antennas may not fit on a wireless node@ a set of source-destination pairs so as to maximize the
(particularly on a handheld wireless device). To achieve spatialnimum achievable data rate among all the pairs. The main
diversity without requiring multiple transceiver antennas ogontributions of this paper are the following.
the same node, the so-calledoperative communications has
been introduced [10], [16], [17]. Under cooperative communi-
cations, each node is equipped with only a single transceiver
and spatial diversity is achieved by exploiting the antenna on
another (cooperative) node in the network.

We consider two categories of cooperative communications,

namely, amplify-and-forward (AF) and decode-and-forward
(DF) [10]. Under AF, the cooperative relay node amplifies the

« We develop an algorithm, called Optimal Relay Assign-
ment (ORA) algorithm, to solve the relay node assign-
ment problem. A novel idea in ORA is a “linear marking”
mechanism, which is able to offer a linear complexity at
each iteration. Due to this mechanism, ORA is able to
achieve polynomial time complexity.
« We offer a formal proof of optimality for the ORA
algorithm. The proof is based on contradiction and hinges

signal received from the information source before forwarding
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on a clever recursive trace-back of source nodes and relay
nodes in the solution by ORA and another hypothesized
better solution.

« We show a number of nice properties associated with

ORA. These include: (i) the algorithm works regardless
of whether the number of relay nodes in the network is
more than or less than the number of source-destination
pairs; (i) the final achievable rate for each source-
destination pair is guaranteed to be no less than that
under direct transmissions; (iii) the algorithm is able to
find the optimal objective regardless of initial relay node
assignment.
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« We provide a sketch of a possible implementation of th®) Network Layer Schemes for Multi-hop Networks.
ORA algorithm. Some practical issues and overhead Recent efforts on CC at the network layer include [9], [15],

the implementation are discussed. [22]. In [9], Khandaniet al. studied minimum energy routing
problem (for a single message) by exploiting both wireless
B. Paper Organization broadcast advantage and CC. However, their proposed solu-

In Section Il, we discuss related work and contrast thet'rrg)nS cannot provide any performance guarantee for gen_eral
ad hoc networks. In [22], Yeh and Berry aimed to generalize

with this paper. Section Il gives a brief overview of cooperq{—::e well known maximum differential backlog policy [18] in
't

tive communications, so as to set the context of our study. In : :
. . . e context of CC. They formulated a challenging nonlinear
Section 1V, we describe the relay node assignment problem

. i . ion Rogram with exponential number of variables that character-
in a cooperative ad hoc network environment. Section izes the network stability region, but only provided solutions
presents our ORA algorithm. In Section VI, we give a pro f y regon, yp

of optimality for ORA. Section VIl presents numerical results ' & few simple ngtwork topolog|es_. In [15], Scagl_loeteql.

. roposed two architectures for multi-hop cooperative wireless
and Section VIII presents a sketch of how ORA can be . .
. i . networks. Under these architectures, nodes in the network
implemented. Section IX concludes this paper. . .

can form multiple cooperative clusters. They showed that

the network connectivity can be improved by using such
cooperative clusters. However, problems related with optimal

The concept of cooperative communications can be trackfliting and relay node assignment were not discussed in their
back to the three-terminal communication channel (or a rel@srk.

channel) in [ZQ] by Van Der Meulen. Shortly after, Cov_er antic) Relay Node Assignment for Ad hoc Networks. The
El G_amal studied the general relay chan.nell and established gl relevant research to our work (i.e. relay node assignment)
achlgvable Iower_bound for data trans_m|SS|on [4]. These M lude [1], [21, [13], [21], [24]. In [24], Zhacet al. showed
seminal works laid down the foundation for the present-dgj~ for 4 single source-destination pair, in the presence of
research on cooperative communications that can be broggfyyiie relay nodes, it is sufficient to choose one “best’
classified into the following three categories. relay node, instead of multiple relay nodes. This result is
(a) Physical Layer Schemes. Current research on CC aimsinteresting, as it paves the way for research on assigning no
to exploit distributed antennas on other nodes in the netwog§ore than one relay node to a source-destination pair, which
This has resulted in several protocols at the physical layer [, the setting that we have adopted in this paper. In [21],
[7], [8], [10], [14], [16], [17]. These protocols describe variougvang et al. showed how game theory can be used by a
ways through which nodes can cooperate at the physical laysifigle session to select the best cooperative relay node. In [1],
In [10], Lanemanet al. studied the mutual information Bletsaset al. proposed a distributed scheme for relay node
between a pair of nodes using a third cooperating nogglection based on the instantaneous channel conditions at the
under the so-called fixed relaying schemes (AF or DF). Thelay node. In contrast to [1], [21], and [24], our paper is
underlying physical layer model for CC in this paper is basesbt limited to a single-session, and considers the relay node
on these two schemes. In addition to fixed relaying schemassignment for multiple competing sessions with the goal of
the authors also presented selection relaying, in which nodgaximizing the minimum data rate among all of them. In [13],
can switch between AF or DF (depending on instantaneoNg and Yu studied an important utility maximization problem
channel conditions), and incremental relaying, which utilizégr the joint optimization of relay node selection, cooperative
limited feedback from the receiving node to further improveommunications, and resource allocation in a cellular network.
the performance of CC. However, their solution procedure has non-polynomial running
In [7], Gunduz and Erkip studied an opportunistic cooperéime. In [2], Caiet al. studied relay node selection and power
tion scheme in which a feedback channel among cooperatifithcation for AF-based wireless relay networks, and proposed
nodes can be used to share channel state information aneuristic solution. Additionally, both [2] and [13] have
help perform power control. The authors showed that thgfferent objectives from our work.
performance of DF improves when power control is employed.
This kind of opportunistic DF is an alternative to the physical !ll. COOPERATIVECOMMUNICATIONS: A PRIMER
layer fixed DF considered in our work. The essence of cooperative communications is best ex-
Another alternative physical layer scheme could be thpained by a three-node example in Fig. 1. In this figure, node
delay-tolerant DF presented in [5]. In this delay-tolerant DFis the source node, nodkis the destination node, and node
scheme, distributed space-time codes are used to address-tisea relay node. Transmission fraano d is done on a frame-
issue of asynchrony (transmission delay) among cooperatiweframe basis. Within a frame, there are two time slots. In
transmitters. the first time slot, source nodemakes a transmission to the
Additionally, in [8] and [14], authors studied multi-hopdestination nodel. Due to the broadcast nature of wireless
cooperative protocols that involve cooperation among multipp@mmunications, this transmission is also overheard by the
transmitting nodes along the path. In [16] and [17], theelay noder. In the second time slot, node forwards the
authors performed an in-depth study on the practical issugeta received in the first time slot to nodeNote that such a
of implementing user cooperation in a conventional CDMAwo-slot structure is necessary for cooperative communications
system. due to the half-duplex nature of most wireless transceivers.

II. RELATED WORK



noise channel. The achievable data r@tg (s, r, d) from s to
d can be given by

Car(s,r,d) = % log, [det(I+ (P;HH')(BE[ZZT|B")™1)] ,
®)
whereW is the bandwidthdet(-) is the determinant function,
Fig. 1. A three-node schematic for cooperative communioatio I is the identity matrix, the superscript™ represents the
complex conjugate transposition, aifif-] is the expectation
In this section, we give expressions for achievable data rdgction.
under cooperative communications and direct transmissiondifter putting (4) into (5) and performing algebraic ma-
(i.e., no cooperation). For cooperative communications, Wgnylations, we haveCag(s,r,d) = Elog 51 + &|hsd|2
consider both amplify-and-forward (AF) and decoded-and- 2 o;
forward (DF) modes [10]. ol [ ol ) Denote SNR; =
Amplify-and-Forward (AF)  Under this mode, lekg, hgy, P\PSU%}L“P + PTUEEQMP Jg o}o} .
h.q capture the effects of path-loss, shadowing, and fadirﬁ'hsdl| + SNRy = g|hsr[*, and SNRy = o2
between nodes andd, s andr, andr and d, respectively. Nave
Denote z4[1] and z4[2] the zero-mean background noise at Cae(s,r,d) = W - Iae(SNRyg, SNR,,., SNR.4) , (6)
noded in the first time slot and second time slot, respectively, L
both with variancer2. Denotez, [1] the zero-mean backgroundWnere Zar(SNRsa, SNRy;, SNR.q) = 3 log, (1 + SNRyg
noise at node in the first time slot, with variance?. M) .
Denotez, the signal transmitted by source nodén the >\ ertSNRa+1

first time slot. Then the received signal at destination nﬁdegeco(;je-and(j-Foryvard (D';) Und.er(';h|§ molollce, relay node d
Yo, Can be expressed as ecodes and estimates the received signal from sourcesnode

in the first time slot, and then transmits the estimated data to

hrd|2- We

Ysd = hsa®s + za[l] (1) destination nodd in the second time slot. The achievable data
and the received signal at the relay noday,,, is ;ite for DF under the two time-slot structure is given by [10]
Yor = hars + 2[1] @ Cor(s,r,d) = W - Ior(SNR,, SNR,,,SNR.g) ,  (7)

In the second time slot, relay noddransmits to destination where

noded. The received signal at, y,.4, can be expressed as 1 .
Ipr(SNRyg, SNR,, SNR.;) = B min{log,(1 + SNRs,.),

Yra = hra - ar - yor + zal2] logy(1 + SNRyg + SNR.)}. (8)

W_here_ozr is the amplifying factor at relay node andys,. is Note thatZae(-) and Ipg(-) are increasing functions P,
given in (2). Thus, we have andP,, respectively. This suggests that, in order to achieve the
Yrd = hracr - (hspas + 20[1]) + 2a[2] - (3) Mmaximum data rate under either mode, both source node and

relay node should transmit at maximum power. In this paper,
The amplifying factorw,. at relay node should satisfy power we let P, = P, = P.
constrainta;(|hs, [*Ps + 07) = Py, whereP; and P, are the pjrect Transmission  When cooperative communications
transmission powers at nodesandr, respectively. Soq. IS (je., relay node) is not used, source nogeransmits to
given by destination nodd in both time slots. The achievable data rate
5 P, from nodes to noded is

" Jher PP 02 Co(s,d) = Wlog,(1 + SNRy) .

We can re-write (1), (2) and (3) into the following compact Based on the above results, we have two observations.
matrix form First, comparingCar (or Cpg) to Cp, it is hard to say that
_ cooperative communications is always better than the direct
Y =Hz;+BZ, o ,
transmission. In fact, a poor choice of relay node could make
where the achievable data rate under cooperative communications to
h be lower than that under direct transmission. This fact under-
Y = Ysd _ sd
o, ’
]
]

«

Byaher lines the significance of relay node selection in cooperative

Yrd communications. Second, although AF and DF are different

B_ 0 10 d7— Zr[i] 4 mechanisms, the capacities for both of them have the same
| awhyg 0 1|7 an - zd{z ) form, i.e., a function of SNR;, SNR,,., and SNR,. Therefore,
d

a relay node assignment algorithm designed for AF is also

It has been shown in [10] that the above channel, whi@pplicable for DF. In this paper, we develop a relay node
combines both direct patls o d) and relay pathqto r to d), assignment algorithm for both AF and DF. Table | lists the
can be modeled as a one-input, two-output complex Gaussianation used in this paper.



TABLE | ‘ Sender O Receiver @ Potential Relay Node
NOTATION e —

Symbol Definition
CRr(si,r5) | Achievable rate fors;-d; pair when relay node; is

i
used !
CRr(s:,0) Achievable rate fors;-d; pair under direct transmissio | @ @
Chin The minimum rate among all source-destination | @

: S
YIS
o ®
O
S /O
S

pairs [
huyw Effect of path-loss, shadowing, and fading from nodeg
u to nodev Fig. 2. A cooperative ad hoc network consisting of source spdestination
N Set of source nodes in the network nodes, and relay nodes.
Ny Set of relay nodes in the network
N = |Ns|, number of source nodes in the network o .
N = |N+|, number of relay nodes in the network destination pairs. .
N Number of all the nodes in the network More formally, denoteR (s;) the relay node assigned g,
P #”;"X'T“t‘;m tlfansm('fs'on PX/WEF andS(r;) as the source node that uses For both AF and
7 e j-th relay nodey; € Ny ; SQi i
Ry(s:) | The relay node assigned to under s DF, the a(_:hlevable data rate of the session can be written as
s The 4-th source nodes; € N (see Section 1)
Sy (rj) The source node that useg under
SNRyw The signal noise ratio between nodesnd v WIR(SNRs; 4, SNR;, =(s,)s SNRz(s,),4,) 5
w Channel bandwidth ] )
s Signal transmitted by node with Ir(-) = Iar(-) when AF is employed, angk(-) = Ipr(-)
Yuv Received signal at node (form nodew) when DF is employed. In case does not use a relay, we
zo(t] Background noise at node during time slott . .
o Amplifying factor at relayr denoteR(si) =0, and the data rate is the achievable rate
a2 Variance of background noise at node under direct transmission, i.e.,
P A solution for relay node assignment
Cr(si,0) = Cp(si, d;) -
IV. THE RELAY NODE ASSIGNMENTPROBLEM Combining both these cases, we have

Based on the background in the last section, we consider(si, R(si)) =
relay node assignment problem in a network setting. There WIR(SNR;; 4;, SNR;, =(s,)
are N nodes in an ad hoc network, with each node being SNRz(s),a,)  If R(si) #0 9)
either a source node, a destination node, or a potential relay | Wlog(l + SNR, 4,) if R(s;)=10

node (see Fig. 2). In order to avoid interference, we assuMie: that we do not list; in function Cr(ss, R(ss)) since for

that orthogonal channels are available in the network (e.q, . T .
using OFDMA), which is proposed for cooperative commun?—aCh source nodg; the corresponding destination nodeis

. ; . deterministic.
cations [10]. The channel gain from nodéo v is captured by DenoteCnin as our objective function, which is the mini-

variableh,,,,. DenoteN; = {s1, s2,-- -, sn, } the set of source .
nodes, Ny = {d1,ds,---,dn,} the set of destination nodes,mum rate among all source nodes. That is,
and N, = {ry,7a,---,7n, } the set of relays (see Fig. 2). We Chin = min{Cr(s;, R(s;)) : s; € Ns}.

consider unicast transmission where every source rpde

paired with a destination nodé¢, i.e., Ny = N,. We also L . ) 2

consider that each node is equipped with a single '[ranscei\"?‘glfthe source-destmaﬁuon pairs such thigf, is maxw_ngd.

and can transmit/receive within one channel at a time. We." subsequent sections, we present a polynomial t|m_e So-

assume that each node can only serve a unique role of soW%téon to the relay node assignment problem along with a

destination, or relay. That isV, = N — 2N;,. Further, we corfectness proof.

assume that a session utilizes one relay node for CC [24].
Note that a source node may not always get a relay node.

There are two possible scenarios in which this may happéh. Basic Idea

First, there may not be sufficient number of relay nodes in theThe optimal polynomial-time algorithm we will present is

network (e.g.N, < Ny). In this case, some source nodes wiltalled Optimal Relay Assignment (ORA) algorithm. Figure 3

not have relay nodes. Second, even if there are enough redapws the flow chart of the ORA algorithm.

nodes, a sender may choose not to use a relay node if it leadmitially, the ORA algorithm starts with a random but

to a lower data rate than direct transmission (see discussiofieaisible relay node assignment. By feasible, we mean that

the end of Section ). each source-destination pair can be assigned at most one relay
We now discuss the objective function of our problemmode and that a relay node can be assigned only once. Such

Although different objectives can be used, a widely-useditial feasible assignment is easy to construct, e.g., direct

objective for CC is to increase the achievable data rate todnsmission between each source-destination pair (without the

individual sessions. For the multi-session network environmeige of a relay) is a special case of feasible assignment.

considered in this paper (see Fig. 2), each source-destinatio®tarting with this initial assignment, ORA adjusts the as-

pair will have a different achievable data rate after we appsignment during each iteration, with the goal of increasing

a relay node assignment algorithm. So, a plausible objectibe objective functiorCyn. Specifically, during each iteration,

is to maximize the minimum data rate among all the sourc®RA identifies the source node that correspondSCtgy.

Our objective is to find an optimal relay node assignment for

V. AN OPTIMAL RELAY ASSIGNMENTALGORITHM



BEGIN
Preprocessing, and ( Start the search )
Initial relay assignment

A

Identify the source s,

Clear marks on ‘L with minimum data rate Cmin.

all relays.

Can we find
a better solution?

A

Use Find_Another_Relay(s ) to
improve the data rate of s,
and return the outcome.

Find_Another_Relay(s )

BEGIN

Can we find an
unmarked relay for sj
with data rate larger
than Cmin?

Is this relay
already assigned?

YES

Mark this relay, and denote
its corresponding source as s

A 4

Forsj, use
Find_Another_Relay(sj) to
determine if another
relay can be
assigned

Better solution found.

Fig. 3. A flow chart of the ORA algorithm.
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ORA addresses both problems successfully. Specifically, we
show the complexity of the ORA algorithm is polynomial
in Section V-D. We will also give a correctness proof of its
optimality in Section VI.

B. Algorithm Details

In the beginning, ORA algorithm performs a “preprocess-
ing” step. In this step, for each source-destination pair, the
source nodes; considers each relay node in the network
and computes the corresponding data 1@t€s;, ;) by (9).
Each source node; also computes the rat@r(s;, ) by (9)
under direct transmissions (i.e., without the use of a relay
node). After these computations, each source ngdean
identify those relay nodes that can offer an increase in its
data rate compared to direct transmissions, i.e., those relays
with Cr(s;, rj) > Cr(s;, D). Obviously, it only makes sense to
consider these relays for CC. In the case that no relay can offer
any increase of data rate compared to direct transmissions, we
will just employ direct transmissions for these source nodes.

After the preprocessing step, we enter the initial assignment
step. The objective of this step is to obtain an initial feasible
solution for ORA algorithm so that it can start its iteration.

In the pre-processing step, we have already identified the list
of relay nodes for each source node that can increase its data
rate compared to direct transmission. We can randomly assign

Then, ORA helps this source node to search a better relgyelay node from this list to a source node. Note that once a
such that this “bottleneck” data rate can be increased. In thﬂay node is assigned to a source node, it cannot be assigned
case that the selected relay is already assigned to ano#din to another source node. Thus, if there is no relay node
source node, further adjustment of relay node for that sourggailable to a source node, then this source node will simply
node is necessary (so that its current relay can be release#iploy direct transmission as its initial assignment. Upon the
Such adjustment may have a chain effect on a number @fmpletion of this assignment, each source node will have the
source nodes in the network. It is important that for anyata rate no less than that under direct transmission.
adjustment made on a relay node, the affected source nod&he next step in the ORA algorithm is to find a better
should still maintain a data rate larger thé,. There are assignment, which represents an iteration process. This is the
only two outcomes from such search in an iteration: (i) a bettggy step in the ORA algorithm. The detail of this step is shown
assignment is found, in which case, ORA moves on to the ne¥tthe bottom portion of Fig. 3. As a starting point of this step,
iteration; or (ii) a better assignment cannot be found, in whighRA algorithm identifies the smallest data raig;, among

case, ORA terminates.

all sources. ORA algorithm aims to increase this minimum

There are two key technical challenges we aim to addrgée for the corresponding source node, while having all other
in the design. First, for any non-optimal solution, the alggource nodes maintain their data rates abOy. Without
rithm should be able to find a better solution. As a resulgss of generality, we use Fig. 4 to illustrate a search process.
upon termination, the final assignment is optimal. Second,s Suppose ORA identifies that has the smallest rat@q,
its running time must be polynomial. We will show that under the current assignment (with relay nogdg Then



: . & . Main algorithm
s1 examines other relays with a rate Iargert n- Ifit Perform preprocessing and an initial relay node assighmen

; n 1.
cannot find such a relay, then no better solution is found 2,  set all the relay nodes in the network as “unmarked”.
and the ORA algorithm terminates. 3. Denotes, the”source nodg witl@mn,* the smzlﬂlestddata_\ ‘

H H rate among all source nodes. The corresponding estination

In case of a tie, i.e., when two or more source nodes have node ofs,, is dy and the corresponding relay nodef s, .
the same smallest data rate, the tie is broken by choos|ngs.  Find Another Relay 6, R(sp), Crmin)-
the source node with the highest node index. 5. If s, finds a better relay, then go to line 2.
Otherwise, i.e., if there are better relays, we consid=rsi'br03ti:22""se’ the algorithm terminates.
these relays_ln theon-lncreasng orde_r in terms of data Find_Another Relay S (r;), 75, Cron )
rate (should it be assigned #9). That is, we try the relay | 7.~ For every “unmarked” relay,, with Cr(S(r;),7%) > Cmin,
that can offer the maximum possible increase in data rate  do the following in the non-increasing order 6R(S(r;), 7x).*

first. In case of a tie, i.e., when two or more relay nodgs & Run CheckRelay Availability(r , Cin).

9 If r, is available, then do the following:

offer the same maximum data rate, the tie is broken by 10. Remove relay node;'s assignment t&(r;);
choosing the relay node with the highest node index. | 11. Assign relay nodey, to S(r;).
12. Otherwise, continue on to next and go to line8.

Sl_Jppose that SO_UI’CG node cor?3|ders relay nod,. If 13. If all relays are unavailable, the®(r;) cannot find another relay|
this relay node is not yet assigned to any other sourC&hneck Relay_Availability( 7, Crin):

node, then; can be immediately assigned 49. In this 14. If r; is not assigned to any source node, theris available.

simple case, we find a better solution and the current > 75 = R(sy) orr; =0, thenr; is available.
16. Otherwise,

iteration is completed. 17. Setr; as “marked”.

Otherwise, i.e.r» is already assigned to a source node, 18. Run FindAnother Relay S(r;), 75, Cmin)-

say s», we markr, to indicate that is “under consid- | 1% If S(r;) canfind another relay, then; is available.
20. Otherwiser; is unavailable.

eration” and check whethes, can be released bss.
To release,, source nodas needs to find another relay
(or use direct transmission) while making sure that sucgiwg. 5,
new assignment still has its data rate larger tidak,.
This process is identical to what we have done §or throughout the search process in the same iteration. We call
with the only (but important) difference that will not this the “linear marking” mechanism. These marks will only
consider a relay that has already been “marked”, as thm cleared when the current iteration terminates and before
relay node has already been considered by a source ndue start of the next iteration. A pseudocode for the ORA
encountered earlier in the search process of this iterati@hgorithm is shown in Fig. 5.
Suppose that source node now considers relays. If We now use an example to illustrate the operation of the
this relay node is not yet assigned to any source nod®RA algorithm, in particular, its “linear marking” mechanism.
thenrs can be assigned te,; o can be assigned tg;; Readers who already understood the ORA algorithm can skip
and the current iteration is completed. Moreover, if ththis example.
relay under consideration by is the one that is being Example 1: Suppose that there are seven source-destination
used by the source node that initiated the iteration, i.gairs and seven relay nodes in the network.
relayri, then it is easy to see that can be taken away Table ll(a) shows the data rate for each source nede
from s;. A better solution, where; is assigned tos2, when relay node; is assigned to it. The symb@lindicates
andr, is assigned tay, is found and the current iterationdirect transmission. Also shown in Table lIi(a) is an initial
is completed. Otherwise, we mark and check further relay node assignment, which is indicated by an underscore
to see whether; can be released by its correspondingn the intersecting rows{) and column £;). Note that the
source node, says;. We also note that, can consider preprocessing step before the initial assignment ensures that
direct transmission if it offers a data rate larger tliagp,. the data rate for each source-destination pair in the initial
Suppose thats cannot find any “unmarked” relay thatassignment is no less than that under direct transmission.
offers a data rate larger thafy,,, and its data rate under Under the initial relay node assignment in Table lI(a), source
direct transmission is no more thah,,. Thens, cannot ss is identified as the bottleneck source nogle with the
users as its relay. smallest rate o€ = 13. Since consideration of relay nodes
If any “unmarked” relay that offers a data rate largeis performed in the order of non-increasing (from largest to
than Cnin cannot be assigned t, thens; cannot use smallest) data rate for the source node under consideration,
ro and will move on to consider the next relay on itsy is therefore considered fag. Sincer, is already assigned
non-increasing rate list, say,. to source node,, we “mark” r, now. Now s, needs to find
The search continues, with relay nodes being markedother relay. But any other relay (or direct transmission) will
along the way, until a better solution is found or no bettgesult in a data rate no greater than the current objective value
solution can be found. For example, in Fig. &, finds Chn = 13. This means that, cannot be taken away froms.
a new relayr;. As a result, we have a new assignmengincer, does not work out fors, s3 will then consider the
wherer; is assigned tosg; ¢ IS assigned tey; andr, next relay node that offers the second largest data rate value,
is assigned te;. i.e., relay node;. Sincer; is already assigned to sendey,

we “mark” r7 now. Next, ORA algorithm will check to see if
Note that the “mark” on a relay node will not be cleared, can find another relay. It turns out that none of the relay

* A tie is broken by choosing the node with the largest node index.

Pseudocode for the ORA algorithm.



TABLE Il . . .
AN EXAMPLE. optimal (maximum) value o€, being17. ]

It should be clear that ORA works regardless of whether

(a) Initial relay node assignment. g
N, > N, or N,. < N,. For the latter case, i.e., the number of

O [ri|ra]rs|ralrs |76 ] 7 : .
P 4 7 [24] 5 [ 141517 ] 9 relay nodes in the network is less than the number of source
52 9 | 8 |10 | 11 ] 20 | 10 | 12 | 11 nodes, it is only necessary to consider relay node assignment
_;f?’ g 180 % g ﬁ 180 g }g for a reduced subset dY¥, source nodes, where the data rate
S5 0l 9118l 1924] 9 | 131 23 of each source in this subset under direct transmission is less
56 T8 |12 6 | 11 11 )17 ) 20 than the data rate of tho$&/; — IV,.) source nodes not in this
57 6] 1]9]4 |48 ]12 subset. As a result, in the case 8t > N,, ORA will run
(b) Assignment after the first iteration. even faster due to a smaller problem size.
O JTri [ro]rs[ra]ors |7 | rr
= 4| 7 |24 5 [ 14|15 |17 9 . .
o 28 "ol sl tollaliolial C. Caveat on the Proposed Marking Mechanism
5 E 180 193 % ﬁ 180 g }g We now re-visit the marking mechanism in the ORA
S‘; 10| 9118l 19]24| 9 |13 23 algorithm. Although different marking mechanisms may be
s6 7 1812 6 | 11 | 11 | 17 | 20 designed to achieve the optimal objective, the algorithm
st |16 ] 1 |9 |4 [14]19] 8 |12 complexity under different marking mechanisms may differ
(c) Assignment after the second iteration. significantly. In this section, we first present a marking mech-
0T T2 5 [ra s [ | s anism, which appears to be a natural approach but leads to an
51 4|7 (245 |14 |15 17| 9 exponential complexity for each iteration. Then we discuss our
52 9 | 8 | 101 11 20 | 10 | 12 ) 11 proposed marking mechanism and show its linear complexity
s3 1101317 21| 8| 9 |19 ¢ hi .
4 1289 |12]11]10] 9|18 or each iteration. _ _
s5 109 [18|19]24] 9 | 13|23 A natural approach is to perform both marking and un-
56 711812 6 | 11 11 ) 171 20 marking within an iteration. This approach is best explained
—s7 |16 1] 9| 4 |14]19] 8|12 . ) , ;
with an example. Again, let’'s look at Fig. 4. Source node
(d) Final assignment upon termination. sy first considersrs. Sincers is being considered by; in
0 [ri |ra |13 | 74|75 |76 ] 77 the new solution and is used by in the current solution,
51 471241 5 | 1415 | 17| 9 ro is marked. Source node considersrs, which is already
52 9 | 8 |10 11|20 |10 12]11 ianed t Si  rel thout reduci
sy |11 l10] 131721 ] 8 | 9|19 assigned tos3. Sincess cannot release; without reducing
sS4 12189 |12|11]|10]| 9 |18 its data rate below the curreftyn, this branch of search is
55 101 9 18119 124 9 |13 )23 futile and s; now considers a different relay noag. Since
s6 7 |18 12| 6 | 11|11 |17 |20 . : .
s 16| 19| 4l14a]10]s |12 r4 is currently assigned te,, we markr, and try to find a

new relay fors,. Now the question is: shall we remove those
nodes except; can offer a data rate larger than the currenharks onr, andr; that we put on earlier in the process within
Cmin 10 s4. As a result,r; cannot be taken away fromy. this iteration? Under this natural approaeh,andr3 should
Source nodes will now check for the relay node that offershbe unmarked so that they can be considered as candidate
next largest rate, i.ers. Sincer; is already assigned to senderelay nodes fors, in its search. Similarly, when we try to
s5, we “mark” r3 now. Next, ORA algorithm checks to see iffind a relay forsg, relay nodes-,rs, r, andrs should be
s5 can find another relay. Thens checks relay nodes in non-unmarked so that they can be considered as candidate relay
increasing order of data rate values. Singe(with largest nodes forsg, in addition tor;. It is not hard to show that
rate),r; (with the second largest rate), ang (with the third such marking/unmarking mechanism will consider all possible
largest rate) are all marked, they will not be considered. Thgsignments and can guarantee to find an optimal solution
relay with the fourth largest rate is, which offers a rate of upon termination. However, the complexity of such approach
18 > Cmin = 13. Moreover,r, is the relay node assigned tois exponential within each iteration.
sp = s3. Thus, s5 can choose;. The new assignment after |n contrast, under the ORA algorithm, there is no unmarking
the first iteration is shown in Table 1I(b). Now the objectivenechanism within an iteration. That is, relay nodes that are
value,Cnin, is updated td 5, which corresponds te;,. Before marked earlier in the search process by some source nodes will
the second iteration, all markings done in the first iteration aremain marked. As a result, any relay node will be considered
cleared. at most once in the search process, which leads to a linear
In the second iteration, ORA algorithm will identifyy as complexity for each iteration. Unmarking for all nodes is
the source node with a minimum data rate in the networgerformed only at the end of an iteration so that there is a
The algorithm will then perform a new search for a betterlean start for the next iteration.
relay node for source;. Similar to the first iteration, the An immediate question regarding our marking mechanism
assignments for other source nodes can change during ibishow could such a “linear marking” lead to an optimal
search process, but all assignments should result in data ratglstion, as it appears that many possible assignments that may
larger thanlb. increase&min are not considered. This is precisely the question
The iteration continues and the final assignment upon ténat we will address in Section VI, where we will prove that
mination of ORA algorithm is shown in Table 1I(d), with theORA can guarantee that its final solution is optimal.



D. Complexity Analysis R (sp Sb

N
RA(s
We now analyze the computational complexity of ORA @ ----- *‘—?@ A&

algorithm. During each iteration, due to the “linear marking” (;nmarked) e (marked)

mechanism in our algorithm, a relay node is checked for G (s) ‘ ;@RA(G ()

its availability at most once. Thus, the complexity of each .-

iteration isO(N,.). PPt (marked)
Now we examine the maximum number of iterations that .

ORA can execute. The number of improvements in data rate P

that an individual source node can have is limited By. -="A

Phd k
As a result, in worst case, the number of iterations that Gk(sb) ‘—)@R/\(G (sp))

the algorithm can go through at_@(NsN,‘). This makes the : (marked)
overall complexity of ORA algorithm to b&(N,N?2). :

-
-

-
-
-

V1. PROOF OFOPTIMALITY G (s) ¢"‘ " )QDR,\(Gn(Sb))

In this section, we give a correctness proof of the ORA (marked)
algorithm. That is, upon the termination of the ORA algorithm,
the solution (i.e., objective value and the corresponding relgy. 6. The sequence of nodes under analysis in the proof ahajy.
node assignment) is optimal.

Our proof is based on contradiction. Denatethe final
solution obtained by the ORA algorithm, with the objectiv
value beingCnin. For 1, denote the relay node assigned to Proof: Sincei) is a better solution than), we have
source nods; asR (s;). Conversely, forp, denote the source CR(SMR&(%)) > Clun > Croin. Thus, by construction, ORA
node that uses relay nodg aSSﬂ{ (75)- R will consider the relay nodé%(sb)’s availability for s; in

We now assume that there exists a solutiobetter than). jis |ast jteration. Since ORA algorithm cannot find a better
That is, the objective value by, denoted as’iin, is greater gqution in its last iteration, relaR ; (s;) should be marked
than that byy, i.e., Cmin > Ciin. For ¢, we denote the relay 54 then the outcome for checkifiy; (s;)'s availability must
node assigned to source nodeasR,;(s;). Conversely, for),  pe nayailable. By “linear marking”, the mark oR.(s;)
we denote the source node that uses relay mod®S,; (7). il not be cleared throughout the search process in the last

The key idea in the proof is to exploit the marking statusaration. Thus, the relay nodg ; (s;) is marked at the end
of relay nodes at the end of its last iteration, which is a NORs he |ast iteration of ORA algorithm.

improving iteration. Specifically, in the beginning of this last We now prove the second statement by contradiction. If

iteration, ORA will select a “bottleneck” source node, vyhmla%(sb) is 0, thens, will choose( in the last iteration since
we denote as;,. ORA will then try to improve the solution ; . offer Cr(sy, R;(s3)) > Chin But this contradicts to
by searching for a better relay node for this bottleneck SOUIGE. tact that we e;re¢now in the last iteration of ORA. which
node. Since the last iteration is a non-improving iteratioqg a non-improving iteration. SRJ,(Sb) cannot bed. Further
ORA will not find a better solution, and thus will terminate; X : i
We will show thatR.,(s,) is not marked at the end of the Iast%smce- we proved thaR¢(sb) is mgrked at the end of the last

. . ) teration of the ORA algorithm, it must be assigned to some
iteration of ORA. On the other hand, by assuming that theé%urce node already m

exists a better solutiog than, we will show thatR . (ss) By the definition ofS, (), we have thaRu;(sb) is assigned

will be marked at the end of the last iteration of ORA. Thi§ . . S
. - . . d ; lut LT I ta-
leads to a contradiction and thyscannot exist. We begin our t%r?osg(;ﬁ\:?ui?ig%;(sz);én solution). To simplify nota

proof with the following fact.

() and must be assigned to some source node under solution

Fact 1: For the bottleneck source node s; under 1, its relay Gy () = Sp(Ry (1) - (10)
node R (sp) is not marked at the end of the last iteration of
the ORA algorithm. Thus, relay nodé%(sb) is assigned to source nodg;(sy)

Proof: In the ORA algorithm, a relay node is marked in ¢ (see top portion of Fig. 6).
only if r; # Ry(sy) (see CheckRelay Availability() in Since RJ}(S()) # Ry(sp), they are assigned to different
Fig. 5). Thus,R,(s;) cannot be marked at the end of thesource nodes in), i.e., Gy (sy) # s,. Now, we recursively

last iteration of the ORA algorithm. m investigate the relay node assigned to soufigés,) under
Fact 1 will be the basis for contradiction in our proof fosolution ¢, i.e., R;(Gy(ss)). We have the following claim
Theorem 1, the main result of this section. (also see Fig. 6).
Now we present the following three claims, whicécur- Claim 2: Relay node R ;(Gy(sp)) must be marked at the

sively examine relay node assignment underFirst, for the end of the last iteration of the ORA algorithm. Further, it
relay node assigned te, in v, i.e., Riﬁ(sb)’ we have the cannot be () and must be assigned to some source node under
following claim. solution ).

Claim 1: Relay node R ;(ss) must be marked at the end of The proofs for both statements in this claim follow the same
the last iteration of the ORA algorithm. Further, it cannot be token as that for Claim 1.



Again, by the definition ofS, (-), we have that relay node are now ready to prove the following theorem, which is the
R;(Gy(sp)) is assigned to source nod&, (R ;(Gy(sp))) in main result of this section.

solution ¢. By (10), we have sourcey (R ;(Gy(sb))) = Theorem 1. Upon the termination of the ORA algorithm,

Gy(Gy(sp)). To simplify the notation, we define functionthe obtained solution 1) is optimal.

Qi,(-) as Proof: Under Claim 3, we proved that the relay node
Gi(-) = Gy(Gy (")) - R;(Gy(s)) is assigned to some source node in solution

obtalned by ORA. Since our recursive procedure terminates
at R;(Gy(sv)), its assigned source node in solutign is
a node in{sp, Gy(s6), -+, Gy (sp) }. But we also know that

2 .
is a node in{sy,Gy(sp)}, then we terminate our recursweundew source nodegy (sy), Gy (ss), gw(sb) » Gilse)

procedure. Otherwise, we can further consider its relay noﬁave relay nodesk ; (sv), Rg(Gy(sv)), R (g¢(8b))
in . R;(Gy~ Yisp)), respectlvely ThusRlﬁ(g”(sb)) is the only

relay node that can be assignedsipin solution. On the

. other hand, relay node assignedstoin solution is denoted

gw(sb) = Sb, by 'Rw(sb). Thus, we havel%(gg(sb)) = 'Rw(sb).

QZZ(Sb) = gw(gkfl(sb)) (k>1). (11) Now, Claim 3 states thak ; (g”(sb)) must be marked after

the last iteration, whereas Fact 1 states that the relay node

Since the numbers of source nodes are finite, our recursy&lgned to the bottleneck source node, iR(s;), cannot
procedure will terminate in finite steps. Suppose that WS marked. Since botR., (s5) and R (G (s,)) are the same
terminate afk = n. _ relay node, we have a contradiction, Thus our assumption that

FO.||0WII’_lg.the same token for Claims 1 and % We Cafhere exists a solution better than) does not hold. The proof
obtain a similar claim for each of the relay nodeg(gy, (_sb)), is complete. m
R (G, (s0)), ""Riﬁ(g_fz(sb))’ Ry (G (se)) (see Fig. 6).  Noe that the proof of Theorem 1 does not depend on the
Thus, we can generalize the statements in Clalm_s 1 and 2 fogia assignment in ORA. So we have the following important
relay nodeR ; (gw(sb)) and have the following claim. property.

Claim 3: Relay node R, (gw(sb)) must be marked at th_e Corollary 1.1: Under any feasible initial relay node assign-
end of the last iteration of.the ORA algorithm. Further, it ment, the ORA algorithm can find an optimal relay node
cannot be () and must be assigned to some source node under assignment.

solution ¢, k =0,1,2,--- n.
Proof: Sincey) is a better solution thag, we can say that
Cr(G}(56), R (G4 (55))) = Crmin > Crnin. Note thatgj (ss) is VII. NUMERICAL RESULTS
some source node in the solutigrobtained by ORA, whereas
Rlﬁ(gq’z(sb)) is the relay node assigned to this source node inlIn this section, we present some numerical results to demon-
the hypothesized better solutiah Our goal is to show that Strate the properties of the ORA algorithm.
ORA should have marked this relay node in its last iteration.
SlnceCR(gdj(sb) (g¢(3b))) > Crin andR (G (s0)) is
not assigned t(gw(sb) in the last iteration of ORA then by A- Smulation Setting

construction of ORA, ORA must have checkRd (G;i(s:))'S e consider a 100-node cooperative ad hoc network. The
availability for G;; (s,) during the last iteration, then marked it|ocation of each node is given in Table Ill. For this network, we
and then determined it to be unavallable%j( »)- Moreover, consider both the cases 8f. > N, and N, < N,. In the first
due to “linear marking”, this mark o ; (G (s»)) should be case, we hav80 source-destination pairs add relay nodes.
there after the last iteration of ORA. ThUS we can concludghile in the second case, we have 40 source-destination pairs
that R ;(Gy (ss)) is marked at the end of the last iteration ofind only 20 relay nodes. The role of each node (either as a
the ORA algorithm. source, destination, or relay) for each case is shown in Figs. 7
We now prove the second statement by contradiction. dhd 9, respectively, with details given in Table Il
R;(Gy(sp)) is 0, thenG}; (s,) will choosef in the lastiteration  For the simulations, we assuni& = 10 MHz bandwidth
since it can offelCr(Gy; (s6), R,;(G) (s3)) > Cmin, @nd finally for each channel. The maximum transmission power at each
sp will be able to get a better relay node. But this contradictfode is set ta W. Each relay node employs AF for cooper-
with the fact that this last iteration is a non-improving iteratiorative communications. We assume thay only includes the
So R, (gw(sb)) cannot bef). Further, since we proved thatpath loss component between nodeand d and is given by
(g¢(sb)) is marked at the end of the last iteration of theh,|? = ||s —d||~*, where||s —d|| is the distance (in meters)
ORA algorithm, it must be assigned to some source nobetween these two nodes ands the path loss index. Note

Thus, relay nodeR ;(Gy(sp)) is assigned to source node
gw(sb) in ¢. Now we have two cases: source ncﬂig{ p) may
or may not be a node ifis;, Gy (s5)}. If source nodegy (ss)

In general we can use the following notation.

already. B that the working of the ORA algorithm does not depend on the
Referring to Fig. 6, we have Claim 3 for a set of relay nodenode of CC and the channel gain model. As long as channel
Ry (s6)s Ry (Gy(sp)), -+ Rp;(Gyi(sp)). Our recursive proce- gains and achievable rates are known, ORA will give optimal

dure terminates aR ;(Gy(s,)) because its assigned sourcassignment. For the AWGN channel, we assume the variance
node in solutiory is a node in{sy, Gy (ss), -, Gy (sp)}. We  of noise is10~'? W at all nodes.
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TABLE Il
L OCATIONS AND ROLES OF ALL THE NODES IN THE NETWORK
Node Role Node Role Node Role
Location Casel | Case2 Location Casel | Case2 Location Casel | Case2
(75, 500) S1 S1 (220, 190) dg dg (380, 370) r7 $31
(170, 430) S92 S92 (660, 190) ds ds (300, 350) T8 8
(170, 500) S3 s3 (430, 630) de dg (410, 650) rg $33
(250, 650) S4 S4 (180, 620) dr dy (470, 500) 710 dao
(400, 550) S5 S5 (750, 625) dg dg (660, 525) 11 S39
(340, 230) S6 S6 (3107 480) dg dg (6007 425) 712 S40
(390, 150) ST ST (1100, 180) d10 d10 (5107 200) 713 538
(460, 280) S8 S8 (1110, 360) di1 d11 (575, 325) 14 14
(700, 500) S9 S9 (875, 600) di2 di2 (750, 560) 15 15
(750, 360) S10 S10 (700, 300) di3 dis (800, 360) 16 16
(800, 90) S11 S11 (650, 550) dig di4 (860, 260) r17 ri7
(900, 160) S12 S12 (740, 170) dis dis (980, 450) 18 18
(1125, 300) S13 S13 (410, 810) dig dig (950, 310) 19 19
(1000, 340) S14 S14 (550, 1100) di7 di7 (950, 200) 20 ds7
(1025, 540) S15 S15 (150, 790) dis dig (100, 1000) 21 S$32
(100, 1120) S16 S16 (210, 1110) dig dig (310, 980) 292 12
(150, 920) S17 S17 (530, 720) doo dag (250, 800) 23 dso
(330, 1110) S18 S18 (800, 1140) do1 d21 (460,1010) | roa 13
(450, 890) S19 S19 (1080, 1100) dao doo (610, 930) 25 dsq
(650, 1050) S$20 S$20 (940, 790) do3 das (680, 760) 26 $34
(700, 640) S21 S21 (1360, 640) dog doy (700, 900) ro7 720
(820, 830) S99 S99 (1280, 1120) dos dos (910, 1120) 28 dss
(1150, 1060) | s23 S23 (1260, 350) dog dog (970, 970) 29 S35
(1480, 1120) S24 S24 (1500, 50) dor do7 (1360, 910) 730 9
(1160, 720) S25 S25 (1450, 605) dog dog (1200, 920) 31 11
(1050, 50) S26 S26 (1030, 910) dog dag (1250, 690) | r32 dsg
(1350, 450) So7 So7 (1150, 230) dso dso (1290, 180) | r33 10
(1380, 110) S28 S28 (80, 370) 1 ds1 (150, 360) 34 5
(1500, 800) S29 S29 (110, 280) T2 2 (1380, 380) | r3s r7
(1500, 300) S30 S30 (160, 300) 3 3 (1220, 60) 36 S37
(200, 50) di di (280, 520) T4 T4 (1190, 510) | 737 $36
(520, 240) do do (375, 580) 5 dsg (500, 40) 38 dss
(40, 100) ds ds (385, 450) 6 6 (50, 805) 39 dss
(1510,920) | rao r1
(meters) @ senders QReceivers @ Potential Relays
1200 5
oo .516 Odw .513 Odu .szo Odn C)dzz.sti Odzs .sza o /Opt'imal Crmin
1000 4 @21 @'22 @r“ 125 127 @fZg @rao . /
S17 si9 - @ d29 r31 .
900 [ ] [ ] S22 O 30 IA/‘//:/\
139 d41g 23 C)dle 126 s29 35
good @ gb ) ég 40 @ \ @) P [ ) /
700 d ° 16 s21 O d12 332 3 e A
0 . ss‘Orw dlA%. 15 O o (1) 3% . g “/./'A Initial Relay Assignment 1
600 @ 5.3 Qs 4o o " P 18 (2) =3 =
500 ° (1,0 @2 o e @ s27 s, Initial Relay Assignment 2
4004 'b § Q1  r1a i e 0 ‘e oM e @’35 @raA © * o+ Tv o
@r3 8 [ ) @ Do s13 15 |
300+ Q Odz 7 d3o *° C der Direct T issi
2 .56 min UNaer birect Iransmission
“ a4 o, 13 95 Quts 20 Oyio @rs3 ’
S28
10;__% Cd)l das 31 s12 .526 @-36 ) Odz7 0.5
0 100 250 300 4bo 5h0 o0 750 b0 960 1000 100 130013001400 15001600 o ' '
(meters) 0 3 6 9 12 15
Iteration Number
Fig. 7. Topology for a 100-node network for Case N,(> Ns), with
Ns = 30 and N, = 40. Fig. 8. Case 1§, > Ng): The objective valueCyin, at each iteration of

ORA algorithm under two different initial relay node assignments.

B. Result
eSS I and Il (see Table V).

Case 1: N, > N,. In this case (see Fig. 7), we hagé In Table IV, the second column shows the data rate for
source-destination pairs add relay nodes. each source-destination pair under direct transmissions. Note
Under ORA, after preprocessing, we start with an initighat the minimum rate among all pairs 183 Mbps, which

relay node assignment in the first iteration. Such initial ag associated withs;. The third to fifth columns are results
signment is not unique. But regardless of the initial relaynder initial relay node assignment | and sixth to eighth
node assignment, we expect the objective value to converggumns are results under initial relay node assignment Il.
to the optimum (by Corollary 1.1). To validate this result, iThe symbol() denotes direct transmissions. Note that initial
Table IV, we show the results of running the ORA algorithmelay node assignments | and 1l are different. As a result, the
under two different initial relay node assignments, denoted fisal assignment is different under | and Il. However, the final



TABLE IV

OPTIMAL ASSIGNMENTS FORCASE 1 (N, > Ng) UNDER TWO DIFFERENT

INITIAL RELAY NODE ASSIGNMENTS.

TABLE V
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OPTIMAL ASSIGNMENTS FORCASE 2 (N, < Ns) UNDER TWO DIFFERENT

INITIAL RELAY NODE ASSIGNMENTS.

Relay Assignment | Relay Assignment Il
Ses-| Cp Final Final Relay Assignment | Relay Assignment Il
sion | (Mbpg Initial | Final Rate Initial | Final Rate Ses-| Cp Final Final
(Mbpg (Mbpg sion | (Mbpg || Initial | Final | Rate Initial | Final | Rate
51 2.62 0 T3 6.54 T3 3 6.54 (Mbpg (Mbpg
S92 4.60 T8 r7 9.46 s r7 9.46 s1 2.62 1] T2 6.62 T3 r3 6.54
s3 3.81 1] 9 8.73 r1 r1 7.21 S2 2.60 ] 1] 4.60 1] 1] 4.60
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Fig. 9. Topology for a 100-node network for Case &,( < Ns), with g; 1
N, = 40 and N,. = 20. i | o
© 3§ Cmin under Direct Transmission
objective value (i.e.Cmin) under | and Il is identical 4.43 05
Mbps).
Figure 8 shows the objective valugy, at each iteration ° 0 3 6 s u 5

under initial relay node assignments | and Il. Under either Iteration Number

Imtlal. relay nOde.aSSIQHmentS | or Wimin Is a .non-d.e(.:r.easmg Fig. 10. Case 2§, < Ns): The objective valueyj,, at each iteration of
function of iteration number. Note that a higher initial valugRra algorithm under two different initial node assignments.

of Chmin does not mean that ORA will converge faster. The

increase ofCnin by cooperative communications over direc&ource-destination pairs and relay nodes.

transmissions is significant (from83 Mbps to4.43 Mbps).

Case2: N, < Nq.

Table V shows the results of this case under two different

In this case (see Fig. 9), we haé initial relay node assignments | and Il. The second column
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TABLE VI L . . L
AN EXAMPLE ILLUSTRATING THE IMPORTANCE OF PRePRoCEssiNG  4-81 Mbps, which is less than its direct transmission rat&(

Mbps). Such event is undetectable without the preprocessing

Without Preprocessing step, ast.81 Mbps is still greater than the optimal objective
Sender| Cp Final | 43 Mb
(Mbps) | Initial | Final Rate value (. ps). ] )

(Mbps) On the other hand, when the preprocessing step is employed,
51 421'2(2) 7‘5 7"(55 2'23 ORA can ensure that the final rate for each source-destination
zi 381 0 ro 873 pair is no less than that under direct transmission, as shown
54 2.75 8 4 4.66 in Table IV.
S5 3.15 T14 14 6.47
s6 4.17 0 6 9.25
s7 1.83 6 8 4.76 VIIl. A SKETCH OF A POSSIBLEIMPLEMENTATION

2.99 7.22 : : S

zz 4.92 8 7},2 4.92 In this section, we present a sketch of a possible implemen-
510 4.80 0 0 4.80 tation of the ORA algorithm. This implementation follows the
11 4.13 0 r20 | 913 link-state approach. Note that although a link-state approach
S12 3.24 0 18 5.55 . . L. . .
15 3.68 0 e | 7.32 is not considered fully distributed, it is nevertheless a viable
s14 4.23 0 16 7.87 implementation, as evidenced by the widespread deployment
515 2.62 0 rio | 5.84 of OSPF [12] in the Internet and acceptance of OLSR [3] in
S16 3.30 1} 22 7.30 .
$17 417 0 roy | 5.62 wireless ad hoc networks.
S18 6.03 23 ro1 7.37
519 8.76 39 739 4.81 . . i .
520 6.95 26 rog 7.25 A. Ensuring Identical Optimal Solution at Source Nodes
- %Zgg ng ot g:g(l) In the presentation of the ORA algorithm in Section V, we
523 7.55 a9 rog | 11.26 have learned that the ORA algorithm can start with any random
24 2.12 0 740 initial relay node assignment and can still obtain an optimal
25 3.91 0 730 5.87 solution. However, in the link-state based implementation,
i g:g? e :ij g:ig each source node in the network will run ORA independently
S98 2.04 0 ras 5.29 on its own. As such, the randomness in initial relay assignment
s29 2.33 0 31 4.68 must be removed in implementation so as to ensure that
530 6.60 [ 0 6.60

each source node can obtain an identical optimal solution.
Otherwise, we may run into a situation that the same relay
in Table V lists the data rate under direct transmissions. A@de may be assigned to multiple source nodes.
discussed at the end of Section V-B, for the caseNpf < A simple way to ensure identical initial relay node assign-
N,, it is only necessary to consider relay node assignmenent is to have each source node choose direct transmission,
for N, = 20 source nodes corresponding to the 20 smallese. § as its initial relay assignment. Given such identical initial
achievable rates under direct transmission. assignment and that ORA is a deterministic algorithm, each
Again in Table V, the objective valuén, is identical .80 source node will obtain an identical final optimal solution.
Mbps) regardless of different initial relay node assignments
(I 'and 1l). Note that despite the difference in final relay gyme |mplementation Details
node assignments under | and Il, the objective valyg, is
identical. The increase @y, by cooperative communications
over direct transmissions is significant (fron83 Mbps to
3.80 Mbps).
Figure 10 shows the objective valdg,, at each iteration

Under such implementation, each relay node collects its
link state information with its neighboring source nodes; each
destination node also collects its link state information with
its source node and neighboring relay nodes. To do this,
L . : each source node sends a broadcast packet to its neighboring
under initial _relay node asggnments I anq . Ag?‘”* W(?elay nodes and its destination node; each relay node sends
.obse.rve thatgl F'g'dlwgi“ r|]s.a_ _n?n-dlecreazmg f“T‘C“O” Ofa broadcast packet to its neighboring destination nodes. As
';:]:jatl'lon humber under both initial refay node aSS|gnmentssljmwn in [6] by Gollakota and Katabi, this broadcast packet

' transmission can be used by the receiver of each wireless
Significance of Preprocessing: Now we use a set of link to accurately determine the link state. It was also shown
numerical results to show the significance of preprocessiimg[6] that such an approach is practically feasible, and was
in our ORA algorithm. We consider the same network idemonstrated in their implementation of 802.11 receivers.
Fig. 7 with 30 source-destination pairs and 40 relay nodddowever, we point out that in an uncontrolled environment,
Now we remove the preprocessing step in the ORA algorithmstimating channel state is not trivial.

As an example, the third column of Table VI shows an initial Upon obtaining the link-state information, each relay and
assignment without first going through the preprocessing stg@stination node will distribute such information to all the
Although the objective value’y,, also reaches the samesource nodes in the network. This will ensure that each source
optimal value ¢.43 Mbps) as that in Table IV, the final datanode will have global link-state information. Such link-state
rate for some non-bottleneck source nodes could be wodissemination can be achieved by using one of the many effi-
than direct transmissions. For example, g1, its final rate is cient flooding techniques (see e.g. [23]) for wireless networks.
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The overhead of this operation is small when compared fteain contribution of this paper is a polynomial time optimal
potential gain in achievable rate in optimal assignment (sakgorithm that achieves this objective. A novel idea in this
Section VIII-C). algorithm is a “linear marking” mechanism, which is able to
Once each source node has global link-state informationaithieve linear complexity at each iteration. We gave a formal
can now run ORA locally, with an identical initial assignmenproof of optimality for the algorithm and used numerical
as discussed in Section VIII-A. As discussed, the final optimedsults to demonstrate its efficacy.
solution obtained at each source node will be identical. Although we offered a sketch of a possible implementation
of ORA, a number of issues remain challenging in practice.
In particular, fast and efficient method for collecting and
) ) o ] o disseminating CSI in moderate and large sized networks
An important consideration in our implementation is thg,main an open problem. Nevertheless, the theoretical results
overhead incurred in distributing link-state information in thﬁresented here can be used as a performance benchmark for

C. Overhead

network. This can be measured by comparing such overhgafe, proposed solutions in practice.

with the potential gain in achievable rate in the optimal
solution. We now analyze such overhead and show that the
ratio between the two is small, thus affirming the efficacy of
our proposed implementation.
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obtain global link-state information. This can be done by

having all relay nodes and destination nodes flood their local
link-state information in the network. To estimate an upper

bound for such flooding overhead, we assume fitatits [1]
(commonly used for floating variables) are used to represent
each link-state value. Then the total link-state information

collected at each relay node h@s = N, x 32 bits. Similarly, [2]
the total link-state information collected at each destination

node hasO,; = (N, + 1) x 32 bits. As a result, the total
overhead (in b/s) due to flooding at every node is:

Nr 'Or+Nd' Od
0.3 ’

As an example, for Case 1 in the numerical results in Segg;

tion VII-B, it can be shown that the total overheadlig).83

Kb/s at each node. On the other hand, the gain in the bottleneﬁ;lf

data rate by ORA id.43—1.83 = 2.6 Mb/s. The ratio between

the two is only6.4%. That is, the overhead is much less than

the gain of CC. [7]
We acknowledge that in some environments, the overhead

could be large if CSl in the network varies on a smaller timgs]

scale. Under such environment, fast and efficient dissemination

of CSI remains an open problem.

(3]
(4]

0= (12)

[
IX. CONCLUSION

Cooperative communications is a powerful communicatid#’!
paradigm to achieve spatial diversity. However, the perfor-
mance of such communication paradigm hinges upon the
assignment of relay nodes in the network. In this papétll
we studied this problem in a cooperative ad hoc network
environment, where multiple source-destination pairs compete
for the same pool of relay nodes. Our objective is to assign the
available relay nodes to different source-destination pairs SOr85
to maximize the minimum data rate among all the pairs. The
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