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ABSTRACT The ‘‘factory-in-a-box’’ concept involves assembling production modules (i.e., factories) in
containers and transporting the containers to different customer locations. Such a concept could be highly
effective during emergencies, when there is an urgent demand for products (e.g., the COVID-19 pandemic).
The ‘‘factory-in-a-box’’ planning problem can be divided into two sub-problems. The first sub-problem deals
with the assignment of rawmaterials to suppliers, sub-assembly decomposition, assignment of sub-assembly
modules to manufacturers, and assignment of tasks to manufacturers. The second sub-problem focuses on the
transport of sub-assembly modules between suppliers and manufacturers by assigning vehicles to locations,
deciding the order of visits for suppliers, manufacturers, and customers, and selecting the appropriate routes
within the transportation network. This study addresses the second sub-problem, which resembles the vehicle
routing problem, by developing an optimization model and solution algorithms in order to optimize the
‘‘factory-in-a-box’’ supply chain. A mixed-integer linear programming model, which aims to minimize the
total cost of the ‘‘factory-in-a-box’’ supply chain, is presented in this study. CPLEX is used to solve themodel
to the global optimality, while four metaheuristic algorithms, including the Evolutionary Algorithm, Variable
Neighborhood Search, Tabu Search, and Simulated Annealing, are employed to solve the model for large-
scale problem instances. A set of numerical experiments, conducted for a case study of ‘‘factory-in-a-box’’,
demonstrate that the Evolutionary Algorithm outperforms the other metaheuristic algorithms developed for
the model. Some managerial insights are outlined in the numerical experiments as well.

INDEX TERMS Factory-in-a-box, metaheuristics, supply chains, urgent demand, vehicle routing problem.

I. INTRODUCTION

Different supply chains have witnessed significant changes
over the past decades, which can be attributed to several
factors, including a high degree of flexibility, low-volume,
low-cost production, and short delivery times [1]–[5]. More-
over, a diverse and dynamic nature of market demand has
driven some of the innovative methods used bymanufacturers
to satisfy customer demands on time. Some manufacturers
employ sub-contractors that offer specific services at various
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locations in order to improve the efficiency of the supply
chain network by reducing delivery times [6]. To ensure
timely delivery of products, some manufacturers adhere to
the distributed manufacturing process, which seeks to move
their production sites closer to the location of demand [7].
An emerging concept, which is adopted by certain production
companies to address the change and uncertainty associated
with customer demand and other challenges related to supply
chain management, is a ‘‘factory-in-a-box.’’

The ‘‘factory-in-a-box’’ concept involves installing pro-
duction modules or factories in containers and transporting
the containers using vehicles. The vehicles, carrying the
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FIGURE 1. An example of a ‘‘factory-in-a-box’’ route.

production modules, are then deployed to the area, where
there is a high demand for certain products for a period of
time, during which the desired products are manufactured.
Also, the vehicles may travel to a new location afterwards in
order to satisfy the demand for commodities. The ‘‘factory-
in-a-box’’ concept can be implemented under different set-
tings, including the following:

• When there is a high demand over a given time period
in an area, the factory will be temporarily stationed and
deployed in a production location near customers. When
the factory is transported to the next production location
after completion, the associated supply chain network
has to be updated for the new location; and

• When the demand is in a small batch but of a high
variety over a given time period in an area, vehicles can
travel between the supper and manufacturer locations to
pick-up necessary raw materials and production mod-
ules before traveling to the customer locations for final
production.

Fig. 1 illustrates an example of a ‘‘factory-in-a-box’’,
where a vehicle transports production modules in a container
from a depot to four different locations (‘‘A’’, ‘‘B’’, ‘‘C’’,
and ‘‘D’’), at which the demanded products will be man-
ufactured. As discussed earlier, in some cases, the vehicle
may have to stop at supplier and/or manufacturer locations
to pick-up necessary raw materials and production modules
before traveling to certain customer locations. Some com-
panies have been using the ‘‘factory-in-a-box’’ concept to
improve the efficiency of the supply chain management.
For instance, in the year of 2018, GE Healthcare inaugu-
rated a ‘‘factory-in-a-box’’ system, named ‘‘KUBio,’’ which
involves the assembly and transport of pre-fabricated factory
modules in containers to a production site that is close to the
customers [8], [9]. The factory is further set-up directly at the
customer location, and viral-vector-based therapeutics could
be mass-produced to satisfy customer demand. Nokia has

also adopted the ‘‘factory-in-a-box’’ concept. The production
modules, required to make an electronic device, are packaged
in a container and shipped to any location with a high demand
for the products [10].

Several ‘‘factories-in-a-box’’ could be integrated into a
supply chain to jointly deliver products to customers [8], [9].
The manufacturer may require raw materials from various
suppliers at specific locations. Moreover, other semi-finished
components that are needed to complete production can be
fabricated at a fixed location or factory and transported to
other sites for production (i.e., transportable manufacturer).
The main objective of the ‘‘factory-in-a-box’’ is to improve
the mobility of production while ensuring that companies
maintain their capacity to satisfy customer demand. The flex-
ibility, introduced by the ‘‘factory-in-a-box’’ concept, assists
companies with satisfying customer demands in a short time
period and has a tendency to reduce the manufacturing cost.
The ‘‘factory-in-a-box’’ manufacturing is of a great impor-
tance, especially where there is an urgent demand for certain
products, such as immunization vaccines, medical products,
medical devices, and medical support during outbreaks of
diseases or natural disasters, as well as consumable parts for
weapons during a war. For instance, a substantial number
of patients, especially the elderly, lost their lives during the
Coronavirus Disease 2019 (COVID-19) pandemic. In the
U.S. alone, the COVID-19 fatality rate was more than one
individual per minute during the month of April 2020 [11].
At such times, delays along the supply chain could literally
mean more deaths. If medical supplies are provided in a
timely manner during such an emergency, many lives could
be saved. Thus, the ‘‘factory-in-a-box’’ concept is beneficial
during global emergencies, such as the COVID-19 pandemic,
as it can reduce delays along the supply chain by addressing
logistic challenges.

The traditional supply chain is generally designed with the
idea that a factory is static at a particular location for an
extended time period. However, the ‘‘factory-in-a-box’’ con-
cept introduces new flexibility to the supply chain network
design, since a factory may be at a new production site for
a relatively short time period. The change in the production
site will lead to a change in the supply chain network and
routing of the vehicles with ‘‘factories-in-a-box’’. Some of
the supply chain players may provide rawmaterials and semi-
finished products to multiple production sites, while other
supply chain players may provide raw materials and semi-
finished products just to one production site. It may be more
advantageous to stop at the locations where suppliers and
manufacturers provide raw materials and semi-finished prod-
ucts for multiple production sites and pick up these rawmate-
rials and semi-finished products during the same visit before
traveling to the corresponding production sites. However, due
to the vehicle capacity limits, some return visits to certain
suppliers and manufacturers may be unavoidable. There-
fore, the decisions regarding the transport of sub-assembly
modules between suppliers and manufacturers, the order
of visits for suppliers, manufacturers, and customers, and
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selection of the appropriate routes within the transporta-
tion network become more challenging as compared to the
canonical vehicle routing problem that does not involve any
‘‘factories-in-a-box.’’
The design and optimization of the supply chain net-

work have been well-studied in the literature [12]–[14].
Researchers have developed different mathematical models
and solution algorithms to optimize various supply chain
operations. However, none of the previous studies attempted
to optimize operations for the supply chains with a ‘‘factory-
in-a-box’’. The ‘‘factory-in-a-box’’ planning problem can
be divided into two sub-problems. The first sub-problem
deals with the assignment of raw materials to suppliers,
sub-assembly decomposition, assignment of sub-assembly
modules to manufacturers, and assignment of tasks to manu-
facturers. On the other hand, the second sub-problem focuses
on the transport of sub-assembly modules between suppli-
ers and manufacturers by assigning vehicles to locations,
deciding the order of visits for suppliers, manufacturers, and
customers, and selecting the appropriate routes within the
transportation network. This paper will address the second
sub-problem, which has some similarities with the vehicle
routing problem.
The remainder of this manuscript is divided into the

following sections. The second section presents a review
of the scientific studies that focused on the ‘‘factory-in-
a-box’’ concept and the most recent efforts dealing with
the vehicle routing problem. The third section provides a
detailed description of the vehicle routing problem with a
‘‘factory-in-a-box’’, while the fourth section presents the
mathematical model that was formulated for the studied
problem. The fifth section discusses the primary solution
approach adopted in this study. The sixth section presents
the numerical experiments that were conducted to assess
the performance of the proposed solution methodology and
highlights the key managerial insights. The final section pro-
vides concluding remarks along with a set of future research
extensions.

II. LITERATURE REVIEW

This part of the manuscript presents a review of the scien-
tific studies that were collected from the operations research
literature with a focus on the following: (1) the ‘‘factory-in-
a-box’’ concept; and (2) the vehicle routing problem.

A. THE ‘‘FACTORY-IN-A-BOX’’ CONCEPT

The review of the literature revealed that only a few
studies have focused on the ‘‘factory-in-a-box’’ concept.
Bengtsson et al. [15] discussed how maintenance and mon-
itoring the condition of a ‘‘factory-in-a-box’’ might assist
companies with achieving the desired flexibility, mobility,
and speed. The study suggested that maintenance operations
could be used to improve availability in the ‘‘factory-in-
a-box’’ concept. Jackson and Zaman [16] suggested that
there is a need to provide a flexible, reconfigurable, and
responsive manufacturing system to address the problem of

uncertainty in market demand. The authors highlighted the
role of the ‘‘factory-in-a-box’’ concept in providing produc-
tion companies with the mobility and capacity required to
deal with uncertain customer demand. Moreover, the study
stated that the mobility, flexibility, and speed, introduced by
the ‘‘factory-in-a-box’’ concept, might allow companies to
reduce prohibitive production costs. Some of the modules
may be combined and reconfigured into a new factory that
could manufacture a new product or change the volume of
manufactured products.

Jackson et al. [17] investigated the potential of achiev-
ing a product service system, based on the results obtained
from several ‘‘factory-in-a-box’’ projects that were consid-
ered by the study. The authors stated that the ‘‘factory-
in-a-box’’ concept might assist companies with achieving
‘‘result services’’, ‘‘product-life extension services’’, ‘‘shared
utilization services’’, and ‘‘demand side management’’.
Moreover, the study underlined that the ‘‘factory-in-a-box’’
might be an efficient and feasible method for reducing
the amount of carbon dioxide emissions released around
the world. Jiang et al. [18] argued that the ‘‘factory-in-a-
box’’ induces additional challenging decisions in the sup-
ply chain network design, such as supply chain reconfigu-
ration and sub-assembly planning, when vehicles travel to
different sites. A binary nonlinear model was formulated to
minimize the sum of production costs and reconfiguration
costs, primarily focusing on supply chain reconfiguration
and sub-assembly planning. The numerical experiments were
also conducted, which provided a guideline for the sup-
ply chain network design as well as reconfiguration for the
‘‘factory-in-a-box.’’

B. THE VEHICLE ROUTING PROBLEM

The vehicle routing problem has been well-researched over
the past decades. A detailed review of the state-of-the-art
on vehicle routing can be found in Eksioglu et al. [19] and
Braekers et al. [20]. The literature review presented herein
primarily focuses on the recent vehicle routing studies. Sev-
eral studies have proposed a number of mathematical models
and solution algorithms for different variants of the vehi-
cle routing problem. Some studies addressed the open vehi-
cle routing problem, where vehicles do not return to the
depot after they provide service to customers [21]–[25].
Yu et al. [21] formulated a mixed-integer linear mathemati-
cal model for the open vehicle routing problem with cross-
docking. The study aimed to minimize the total cost of
providing service for a group of customers. A Simulated
Annealing (SA) algorithm was developed to solve the mathe-
matical model for large-scale problem instances, and CPLEX
was used to solve the problem to the global optimality. A set
of numerical experiments were conducted to evaluate the
proposed solution methodology. The results showed that both
CPLEX and SA were able to solve small- and medium-scale
problem instances to the global optimality. In the meantime,
SA provided good-quality solutions for large-scale problem
instances as well. Atefi et al. [22] studied the open
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vehicle routing problem with decoupling points, where sev-
eral carriers transported some products in a large network.
The problem was formulated as a mixed-integer program-
ming model. The objective of the study was to minimize the
total cost, which included the following components: (i) the
load-based transportation cost; (ii) the detour cost; and (iii)
the drop cost. An Iterated Local Search Algorithm was devel-
oped to solve the model. The results from the computational
experiments highlighted the benefits of using decoupling
points.
Brandão [23] focused on the open vehicle routing problem,

where service time windows were enforced on customers.
The study assumed that a customer could be visited only once,
and a vehicle was not allowed to return to the depot after
serving the last customer. The problem was formulated as a
mixed-integer programming model, and the objective was to
minimize the total travel distance. An Iterated Local Search
Algorithm was proposed to solve the model. The numerical
experiments showed that when 100 to 2,000 customers were
served, the Iterated Local Search Algorithm provided good-
quality solutions within a reasonable computational time.
Ruiz et al. [25] formulated the open vehicle routing problem,
which aimed to minimize the total distance traveled by the
vehicles. Homogenous and capacitated vehicles were used to
serve the customers. A Biased Random-Key Genetic Algo-
rithm was designed to solve the model. A set of numerical
experiments were conducted to assess the performance of
the solution algorithm for three sets of benchmark problem
instances. The results demonstrated the promising perfor-
mance of the designed algorithm. Specifically, the algorithm
was able to improve the results for 16 out of 30 problem
instances.
The vehicle routing problem with stochastic demand is

another variant of the generic vehicle routing problem,
where the customer demand at nodes in not fixed.
Helal et al. [26] addressed the capacitated vehicle routing
problem with stochastic customer demand. The theory of
evidence was used to represent the stochasticity in customer
demand. A total of two models were developed for the prob-
lem. The first model was formulated as a variant of the
chance-constrained programming and ensured that the sum
of the customer demands did not exceed the vehicle capacity.
The second model was formulated as an extension of the
first model, which took into account the stochastic demand
recourse strategy, where some corrective actions could be
taken if the upper limit on vehicle capacity was violated.
The objectives of the two models were to minimize the
cost of serving a given number of customers. An SA was
used to solve both models. The computational experiments
demonstrated that SA was able to solve realistic-scale prob-
lem instances and obtained the results that were close to the
theoretical results.
Gutierrez et al. [27] studied the vehicle routing prob-

lem with stochastic demand, and the classical recourse
approach was used to model the problem. The objective of
the developedmodel was to minimize the expected route cost.

A hybrid algorithm, which was a combination of theMemetic
Algorithm and the Greedy Randomized Adaptive Search Pro-
cedure, was used to solve the model. The results revealed
that the mathematical model was solved within an accept-
able computational time for large-scale problem instances
with up to 385 customers. It was found that the proposed
solution algorithm outperformed other state-of-the-art hybrid
algorithms. Salavati-Khoshghalb et al. [28] examined the
vehicle routing problem with stochastic demand, where the
demand of the customers could only be known, when a vehi-
cle arrived at the customer location. The vehicles that could
not satisfy the customer demand at a node were required to
either split the service or return to the depot and provide
enough capacity for the service. An integer programming
model was formulated for the problem, and the objective
was to minimize the total cost of transportation. An Integer
L-Shaped Algorithm in a Branch-and-Cut framework was
developed to solve the model. The results showed that the
proposed algorithm was able to solve the problem instances
with 60 customers and 4 vehicles.

The vehicle routing problem with soft time windows
(where a penalty is imposed on vehicles for early or late
arrivals at customer nodes) [29]–[34] and strict time win-
dows (when vehicles cannot satisfy customer demand out-
side a defined arrival time window) [35]–[38] have also
been addressed in the state-of-the-art. Bae and Moon [36]
focused on the vehicle routing problem with strict time win-
dows, where several depots were considered. Amixed-integer
programming model was formulated for the problem. The
model aimed to minimize the total cost, which included
the following components: (1) travel cost; (2) fixed cost;
and (3) labor cost. A Genetic Algorithm and a heuristic were
developed to solve the model. The results showed that the
Genetic Algorithm outperformed the heuristic for small-scale
and medium-scale problem instances. However, the heuris-
tic provided good-quality solutions for large-scale problem
instances.

Keskin and Çatay [37] tackled the electric vehicle routing
problem. The study allowed partial recharge of vehicles.
Moreover, strict time window restrictions were enforced. A
mixed-integer programming model was developed to mini-
mize the total travel distance, and an Adaptive Large Neigh-
borhood Search was used to solve the model. The results
demonstrated that partial recharge could lead to improved
vehicle routes. Huber and Geiger [29] examined the neigh-
borhood operators of a Variable Neighborhood Search (VNS)
for the swap-body vehicle routing problem with soft time
windows. The study revealed that the sole neighborhood
operators could provide better solutions. Hojabri et al. [30]
proposed a vehicle routing problem with soft time windows.
The model was formulated in such a way that the arrival of
two different vehicles at separate customer locations must be
connected. The model aimed to minimize the total distance
traveled. A constraint programming-based Adaptive Large
Neighborhood Search algorithm was developed to solve the
model. A set of numerical experiments were conducted
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to evaluate the proposed methodology for realistic-scale
problem instances. The results showed that the algorithm was
able to obtain good-quality solutions.
Qiu et al. [32] formulated the vehicle routing problem

with soft time windows, which facilitated discrete split deliv-
eries and pickups, as a mixed-integer linear mathematical
model. The study aimed to minimize the total distance trav-
eled by the vehicles. A Tabu Search (TS) algorithm with
a unique batch combination and item creation operation
was developed to solve the model. The results showed that
the item creation operation improved the algorithmic
performance and enhanced the algorithmic exploration
ability. Furthermore, when compared with some other
solution algorithms in the state-of-the-art, the TS algo-
rithm performed better in terms of the solution quality.
Subramanyam et al. [38] considered operational uncertain-
ties in the vehicle routing problem with strict time windows.
A two-stage stochastic optimization model was formulated.
Time window assignments were included in the first-stage
decisions, while vehicle routes maintaining the assigned time
windows were included in the second-stage decisions. The
computational experiments demonstrated that the developed
Scenario Decomposition Algorithm outperformed the exist-
ing solution methods.
The vehicle routing problem and its variants are generally

classified as NP-hard problems, based on their combina-
torial characteristics. Hence, the majority of studies apply
heuristic optimization algorithms [39]–[42], metaheuristic
optimization algorithms [43], [44], and hybrid optimiza-
tion algorithms [45]–[49] to solve the problem. The results
from the numerical experiments, conducted in the reviewed
studies, suggest that metaheuristic optimization algorithms
can obtain near-optimal solutions for large-scale problem
instances when compared with the results from exact opti-
mization algorithms.

C. LITERATURE SUMMARY AND CONTRIBUTIONS

Adetailed review of the collected literature indicates that only
a few studies have discussed the ‘‘factory-in-a-box’’ concept
without providing any supporting models for vehicle routing
with a ‘‘factory-in-a-box’’ that can be used by the relevant
supply chain stakeholders. On the other hand, the literature
dealing with the vehicle routing problem is fairly broad.
Several variants of the vehicle routing problem have been
studied, including the vehicle routing problem with soft time
windows, the vehicle routing problem with strict time win-
dows, the vehicle routing problem with stochastic demand,
the open vehicle routing problem, and others. Considering
the existing trends in supply chains and potential benefits that
can be offered by the ‘‘factory-in-a-box’’ concept to different
supply chain stakeholders, this study aims to provide the
following contributions to the state-of-the-art:

• A novel mathematical formulation is proposed for the
vehicle routing problemwith a ‘‘factory-in-a-box’’, aim-
ing to minimize the total supply chain cost.

• Based on the ‘‘factory-in-a-box’’ operational features,
the problem is formulated as an open capacitated vehicle
routing problem with soft time windows and heteroge-
neous vehicle fleet.

• The model allows capturing complex supplier-to-
customer and manufacturer-to-customer relationships.

• Due to the problem complexity, a customized nature-
inspired Evolutionary Algorithm is developed to solve
the problem.

• A set of numerical experiments are performed to assess
the computational performance of the developed solu-
tion algorithm against the exact optimization method
and alternative metaheuristics.

• Some managerial insights are drawn using the proposed
mathematical model and the developed solution algo-
rithm, which would be of interest to different supply
chain stakeholders.

III. PROBLEM DESCRIPTION

This section of the manuscript provides a comprehensive
description of the problem investigated herein. Overall, there
are five different types of nodes, which are the depot node,
the supplier nodes, the manufacturer nodes, the customer
nodes, and the dummy depot node. The vehicles will start
their trips from the depot node, which is denoted by ‘‘0’’.
Then, the vehicles will travel from the depot node to the
supplier nodes, where they will pick up necessary raw mate-
rials, and the manufacturer nodes, where semi-finished prod-
ucts will be picked up. After visiting the required supplier
and manufacturer nodes, the vehicles will travel to the cus-
tomer nodes, where factories for manufacturing the final
products will be assembled. In this study, it is assumed that
the factory will be assembled at each customer location in
order to meet the existing demand. Upon completing the
service of the last customer, each vehicle returns to the
dummy depot. The travel time and all the costs that are
associated with travel from each customer location to the
dummy depot are assumed to be zero, which allows mod-
eling the open vehicle routing problem. Fig. 2 illustrates a
schematic overview of typical routes, where three vehicles
depart from a depot for ‘‘factory-in-a-box’’ manufacturing,
pick up raw materials from suppliers and semi-finished prod-
ucts from manufacturers, and set up factories at the customer
locations to produce finished products in order to satisfy
the customer demands. Based on the provided examples of
vehicle routing, two vehicles are expected to serve one cus-
tomer each, while one vehicle is expected to serve two cus-
tomers after visiting the required supplier and manufacturer
nodes (see Fig. 2).

A set of supplier nodes will be denoted as N s =

{1, 2, 3, . . . ,m1}, a set of manufacturer nodes will be denoted
as Nm = {1, 2, 3, . . . ,m2}, while a set of customer nodes
will be denoted as N c = {1, 2, 3, . . . ,m3}. The set of sup-
plier, manufacturer, and customer nodes is represented by
N ′ = N s ∪ Nm ∪ N c. A heterogeneous fleet of vehicles
K = {1, 2, 3, . . . ,m4} that carry ‘‘factories-in-a-box’’ on
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FIGURE 2. Examples of vehicle routing with a ‘‘factory-in-a-box’’.

board will be used to serve the nodes, each starting from the
depot node ‘‘0’’. Every vehicle has its associated travel cost
that is imposed per unit of time – cvk , k ∈ K (USD/hour). The
load carrying capacity of any vehicle (Qk , k ∈ K – lbs) must
not be exceeded. Furthermore, each supplier, manufacturer,
or customer node must be visited by only one vehicle exactly
once. The problem investigated herein can be represented
using a directed graph G = (N ,E) ,N = N ′ ∪ {0} ∪ {m},
where N denotes the set of all the nodes (including the depot
node 0 and the dummy depot node {m}, m = m1 + m2 +

m3 + 1), and E = {(i, j) , i ∈ N , j ∈ N } stands for the
edge set. Every edge (i, j) ∈ E has an associated travel time
tij, i ∈ N , j ∈ N (hours), while each node has a specific
demand qi, i ∈ N (lbs). Positive values of qi denote the pick-
up demand, whereas negative values indicate the delivery
demand (i.e., either linehaul or backhaul can be performed
for a given node).
In this study, a soft time window [ai, bi] , i ∈ N (hours) is

imposed at each node, where ai, i ∈ N (hours) denotes the
start of the time window at node i, while bi, i ∈ N (hours)
denotes the end of the time window at node i. Therefore,
a vehicle arrival before the time window start and after the
time window end is permitted at each node. However, due to
practical reasons, the vehicles will incur extra costs in case of
early or late arrivals. More specifically, if a vehicle arrives
at a node before the start of the associated time window,
an early arrival cost (cei , i ∈ N – USD/hour) must be paid.
In a similar fashion, a late arrival cost (cli, i ∈ N – USD/hour)
will be incurred if a vehicle arrives at a node after the end of
its time window. Moreover, a processing time (tpi, i ∈ N –

hours) is associated with each node. For the supplier nodes,
loading times will be interpreted as processing times, while
manufacturing times will be considered as processing times
in case of the manufacturer nodes. In addition, processing
times at the customer nodes will constitute offloading and
manufacturing times.

A precedence level pl i, i ∈ N is used in this study in
order to enforce a particular order of visiting the nodes.
The vehicles will not follow decreasing precedence levels.
For instance, if there are four nodes with precedence levels
‘‘1’’, ‘‘2’’, ‘‘3’’, and ‘‘3’’; then, a vehicle cannot visit the
node with precedence level ‘‘1’’ after visiting the node with
precedence level ‘‘2’’. Similarly, a vehicle cannot visit the
node with precedence level ‘‘1’’ or the node with precedence
level ‘‘2’’ after visiting any of the nodes with precedence
level ‘‘3’’. In order to imitate real-world scenarios, this study
assumes that a customer’s demand can only be met after
collecting the raw materials and semi-finished products from
the pre-specified suppliers and manufacturers. Therefore,
before visiting a given customer, its suppliers and manu-
facturers must be visited by the same vehicle that serves
the customer. Such supplier-to-customer and manufacturer-
to-customer relationships are critical for the vehicle routing
problemwith a ‘‘factory-in-a-box’’ andwill bemodeled using
a set of binary parameters. In particular, binary parameter
bscij , i ∈ N s, j ∈ N c is used to denote if supplier i must be
visited before visiting customer j (i.e., = 1 if supplier i must
be visited before visiting customer j; else =0), while binary
parameter bmcij , i ∈ Nm, j ∈ N c is used to denote if manufac-
turer i must be visited before visiting customer j (i.e., =1 if
manufacturer i must be visited before visiting customer j;
else = 0).

IV. MATHEMATICAL MODEL

This section of the manuscript presents the mathematical
model, which addresses the vehicle routing problem with a
‘‘factory-in-a-box’’ (VRPFIB).

A. NOMENCLATURE

1) SETS
N s = {1, 2, 3, . . . ,m1} set of supplier nodes (nodes)
Nm = {1, 2, 3, . . . ,m2} set of manufacturer nodes

(nodes)
N c = {1, 2, 3, . . . ,m3} set of customer nodes (nodes)
N ′ = N s ∪ Nm ∪ N c set of supplier, manufacturer,

and customer nodes (nodes)
N = N ′ ∪ {0} ∪ {m} set of all the nodes (nodes)
E = {(i, j) , i ∈ N ,

j ∈ N } set of edges (edges)
K = {1, 2, 3, . . . ,m4} set of vehicles (vehicles)

2) DECISION VARIABLES
xijk ∈ B ∀i ∈ N , =1 if vehicle k traverses edge (i, j)

j ∈ N , k ∈ K (=0 otherwise)
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3) AUXILIARY VARIABLES
zik ∈ B ∀i ∈ N ′,

k ∈ K =1 if vehicle k visits node i

(=0 otherwise)
yik ∈ R

+ ∀i ∈ N , k ∈ K used capacity of vehicle k upon
arrival at node i (lbs)

sik ∈ R
+ ∀i ∈ N ,

k ∈ K service start time at node i by
vehicle k (hours)

eik ∈ R
+ ∀i ∈ N ,

k ∈ K early arrival time at node i by
vehicle k (hours)

l ik ∈ R
+ ∀i ∈ N ,

k ∈ K late arrival time at node i by
vehicle k (hours)

TTC ∈ R
+ total travel cost (USD)

TEAC ∈ R
+ total early arrival cost (USD)

TLAC ∈ R
+ total late arrival cost (USD)

4) PARAMETERS
m ∈ N total number of nodes (nodes)
m1 ∈ N number of supplier nodes

(nodes)
m2 ∈ N number of manufacturer nodes

(nodes)
m3 ∈ N number of customer nodes

(nodes)
m4 ∈ N available number of vehicles

(vehicles)
Qk ∈ R

+ ∀k ∈ K load carrying capacity of vehi-
cle k (lbs)

qi ∈ R ∀i ∈ N demand at node i (lbs)
ai ∈ R

+ ∀i ∈ N start of the time window at
node i (hours)

bi ∈ R
+ ∀i ∈ N end of the time window at node

i (hours)
tij ∈ R

+ ∀i ∈ N , j ∈ N time to travel from node i to
node j (hours)

tpi ∈ R
+ ∀i ∈ N processing time at node i

(hours)
pl i ∈ N ∀i ∈ N precedence level of node i

(precedence level)
bscij ∈ B ∀i ∈ N s, j ∈ N c binary parameter denoting

if supplier i must be visited
before visiting customer j

bmcij ∈ B ∀i ∈ Nm, j ∈ N c binary parameter denoting if
manufacturer i must be visited
before visiting customer j

cvk ∈ R
+ ∀k ∈ K unit travel cost of vehicle k

(USD/hour)
cei ∈ R

+ ∀i ∈ N unit early arrival cost at node i
(USD/hour)

cli ∈ R
+ ∀i ∈ N unit late arrival cost at node i

(USD/hour)
M ∈ R

+ large positive number

B. MODEL FORMULATION

The VRPFIB mathematical model is formulated as follows:

min (TTC + TEAC + TLAC) (1)

Subject to:

xiik = 0 ∀i ∈ N , k ∈ K (2)
∑

i∈N

∑

k∈K

xijk = 1 ∀j ∈ N ′ (3)

∑

i∈N

xijk =
∑

i∈N

xjik ∀j ∈ N ′, k ∈ K (4)

∑

j∈N

xijk = 1 ∀i = 0, k ∈ K (5)

∑

i∈N s

xijk = 0 ∀j = m, k ∈ K (6)

∑

i∈Nm

xijk = 0∀j = m, k ∈ K (7)

yik ≤ Qk ∀i ∈ N , k ∈ K (8)

yik + qi −M
(

1 − xijk
)

≤ yjk ∀i ∈ N , j ∈ N , k ∈ K (9)

sik + tpi + tij −M
(

1 − xijk
)

≤ sjk ∀i ∈ N , j ∈ N , k ∈ K

(10)

eik ≥ ai − sik −M (1 − zik) ∀i ∈ N , k ∈ K (11)

l ik ≥ sik − bi −M (1 − zik) ∀i ∈ N , k ∈ K (12)

zik =
∑

j∈N

xijk ∀i ∈ N ′, k ∈ K (13)

∑

i∈N

xijk =

∑

i∈N s

bscij zik

∑

i∈N s

bscij
∀j ∈ N c, k ∈ K (14)

∑

i∈N

xijk =

∑

i∈Nm

bmcij zik

∑

i∈Nm

bmcij
∀j ∈ N c, k ∈ K (15)

pl i −M
(

1 − xijk
)

≤ pl j ∀i ∈ N , j ∈ N , k ∈ K (16)

TTC =
∑

i∈N

∑

j∈N

∑

k∈K

cvk tijxijk (17)

TEAC =
∑

i∈N

∑

k∈K

cei eik (18)

TLAC =
∑

i∈N

∑

k∈K

cli l ik (19)

xijk , zik , b
cs
ij , b

cm
ij ∈ B ∀i ∈ N , j ∈ N , k ∈ K (20)

m,m1,m2,m3,m4, pl i ∈ N ∀i ∈ N (21)

yik , sik , eik , l ik ,TTC,TEAC,TLAC,Qk , ai, bi,

tij, tpi, c
v
k , c

e
i , c

l
i,M ∈ R

+∀i ∈ N , j ∈ N , k ∈ K (22)

qi ∈ R∀i ∈ N (23)

The objective function (1) of the VRPFIB mathematical
model minimizes the total supply chain cost, which includes
the total travel cost, the total early arrival cost, and the total
late arrival cost. Constraint set (2) indicates that a vehicle
cannot travel from a node to the same node. Constraint set (3)
ensures that each supplier, manufacturer, and customer node
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is visited once and by only one vehicle. Constraint set (4)
guarantees that each supplier, manufacturer, and customer
node is arrived at and departed from by the same vehicle.
Constraint set (5) implies that each trip starts from the depot.
Constraint sets (6) and (7) indicate that a vehicle cannot travel
to the dummy depot from a supplier node or a manufacturer
node, respectively. Constraint set (8) implies that the capacity
of a given vehicle is not exceeded at any time during a trip.
Constraint set (9) maintains the consistency of used capacity
(i.e., if a vehicle travels from node i to node j, then the used
capacity of the vehicle upon arrival at node j should not be
less than the sum of the used capacity of the vehicle upon
arrival at node i and the demand at node i).
Constraint set (10) ensures the consistency of time (i.e.,

if a vehicle travels from node i to node j, then the service
start time at node j should not be less than the sum of the
service start time at node i, the processing time at node i, and
the travel time from node i to node j). Constraint sets (11)
and (12) estimate the early arrival time and the late arrival
time at each node, respectively. Constraint set (13) determines
if a vehicle departs from a supplier, manufacturer, or customer
node. Constraint sets (14) and (15) imply that before visiting
a given customer, a vehicle visits the customer’s suppliers
and manufacturers, respectively. Constraint set (16) indicates
that each vehicle visits the nodes following the precedence
levels. Constraint sets (17) to (19) estimate the total travel
cost, the total early arrival cost, and the total late arrival cost,
respectively. Constraint sets (20) to (23) define the nature
of the decision variables, auxiliary variables, and parameters
used in the VRPFIB mathematical model.

V. SOLUTION METHODOLOGY

In this study, an Evolutionary Algorithm (EA) was developed
to solve the VRPFIB mathematical model. Considering the
findings from the conducted literature review, EA is one of the
most popular solution methodologies, showing a promising
performance in solving different types of vehicle routing
problems [19], [20], [25], [35], [36]. Fig. 3 depicts the general
layout of the EA developed in this study. Based on Fig. 3,
the input data required for different parameters of the math-
ematical model as well as the algorithmic parameters are
inserted in the algorithm. Then, the initial population is gen-
erated. All the solutions in the initial population are evaluated
in the following step of the algorithm using equation (1),
which was developed for the objective function. Afterwards,
the stopping criterion is checked, and the algorithm returns
the best solution in case of satisfaction. Note that the stopping
criterion was defined as reaching out to a specific number
of generations. The number of generations will be further
determined throughout the parameter tuning analysis (see
section VI.B) [50].

In the next step, the parent chromosomes (in this study,
the terms such as ‘‘chromosome’’, ‘‘individual’’, and ‘‘solu-
tion’’ have the same meaning and, therefore, are used inter-
changeably) are selected to generate children for the next
generation. The children are produced utilizing specific

FIGURE 3. The main steps of EA.

crossover and mutation operators, developed exclusively for
this study. The children that were generated in the previous
step are evaluated in the next step for their fitness. A selection
strategy is applied to the generated children chromosomes
to select a specific number of them for the next generation.
An elitism strategy is applied to the newly generated popu-
lation to guarantee the survival of the fittest solution existing
in the current generation. Based on the stochastic nature of
the entire EA, including the stochastic way that the children
chromosomes are generated, there is no guarantee to have
better solutions for the next generation. Hence, the elitism
strategy is applied in the algorithm to prevent any solution
quality retrogression throughout the algorithmic run [50].
Afterwards, the algorithm checks the stopping criterion and in
case of satisfaction, the discovered best solution is returned;
otherwise, the main loop of EA is iterated again. In the
following sections, all the main algorithmic steps are further
described in detail.

A. CHROMOSOME REPRESENTATION

In the considered vehicle routing problem with a ‘‘factory-
in-a-box’’, it is assumed that the desired product for each
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FIGURE 4. The chromosome representation.

customer requires a set of different raw materials (can be
picked up from suppliers) and a set of different semi-finished
products (can be picked up from manufacturers). Moreover,
it is assumed that each vehicle should visit the required
suppliers andmanufacturers first, and after that move towards
the customer location. In order to configure the chromosomes
and represent the solutions for the aforementioned problem,
4-dimensional integer chromosomeswill be used (an example
of a chromosome is shown in Fig. 4). Each chromosome com-
ponent (i.e., vehicle identifiers, supplier identifiers, manufac-
turer identifiers, and customer identifiers) is called ‘‘gene’’.
The location of a gene along the chromosome is determined
by ‘‘locus’’ (note that ‘‘loci’’ is the plural form of ‘‘locus’’),
and the value of each gene is called ‘‘allele’’ [50]–[52]. In the
considered chromosome example (see Fig. 4), locus ‘‘2’’
contains the genes with allele ‘‘1’’ (corresponds to vehicle
‘‘1’’), allele ‘‘10’’ (corresponds to supplier ‘‘10’’), allele ‘‘2’’
(corresponds to manufacturer ‘‘2’’), and allele ‘‘8’’ (corre-
sponds to customer ‘‘8’’). A total of 10 unique customers
should be served. There are three vehicles ‘‘1’’, ‘‘2’’, and
‘‘3’’, which travel along the transportation network to meet
the demand at the customer locations.
In the considered chromosome example, it is assumed that

there are multiple suppliers and multiple manufacturers, and
each product, ordered by a given customer, would require
for a given vehicle to stop at several suppliers to pick up the
raw materials and several manufactures to pick up the semi-
finished products. Two 2-dimensional binary data structures
were used in this study to determine a set of suppliers and a set
of manufacturers that have to be visited before arriving at the
location of a given customer (i.e., the supplier-to-customer
and manufacturer-to-customer assignments that are defined
using parameters bscij , i ∈ N s, j ∈ N c and bmcij , i ∈ Nm, j ∈

N c in the VRPFIB mathematical model). Fig. 5 shows an
example of the binary data structures for the supplier-to-
customer and manufacturer-to-customer assignments, where
the products that were ordered by customer ‘‘1’’ require the
raw materials from suppliers ‘‘2’’ and ‘‘10’’ as well as the
semi-finished products from manufacturers ‘‘1’’ and ‘‘7’’.
Note that initials ‘‘V’’, ‘‘S’’, ‘‘M’’, and ‘‘C’’ will be used
throughout the manuscript for the vehicles, suppliers, man-
ufacturers, and customers, respectively.

Based on Fig. 4, vehicle ‘‘1’’ should serve customers ‘‘3’’,
‘‘8’’, and ‘‘10’’. Moreover, before visiting customer ‘‘3’’,
vehicle ‘‘1’’ should make stops at the locations of suppliers
‘‘2’’, ‘‘8’’, and ‘‘10’’ as well as at the locations of manu-
facturers ‘‘1’’ and ‘‘8’’ (see Fig. 5). Note that the order of
visiting different nodes for each vehicle (i.e., a route of each

FIGURE 5. A sample of binary data structures developed for the required
suppliers and manufacturers for each customer.

FIGURE 6. The route of vehicle ‘‘1’’.

vehicle) can be determined using the chromosome represen-
tation (Fig. 4). Some of the suppliers or manufacturers can
be repeated more than once in a given chromosome, when
the unique number of suppliers and/or the unique number of
manufacturers is less than the unique number of customers
(see Fig. 4, where suppliers ‘‘1’’ and ‘‘2’’ are represented
with four separate genes). In the latter case, the first repetition
(from left) determines the order of visiting a given supplier or
manufacturer. For example, supplier ‘‘2’’ is placed in loci ‘‘3’’
and ‘‘6’’; hence, locus ‘‘3’’ (i.e., the outmost left locus) will
be used to determine the order of visiting supplier ‘‘2’’.

The route of vehicle ‘‘1’’ is presented in Fig. 6, where it
can be observed that the trip starts from the depot. Then,
vehicle ‘‘1’’ visits suppliers ‘‘10’’, ‘‘2’’, and ‘‘8’’ (in that
specific order since the genes with suppliers ‘‘10’’, ‘‘2’’, and
‘‘8’’ are placed in loci ‘‘2’’, ‘‘3’’, and ‘‘9’’, respectively –
see Fig. 4) as well as manufacturers ‘‘8’’ and ‘‘1’’ (in that
specific order since the genes with manufacturers ‘‘8’’ and
‘‘1’’ are placed in loci ‘‘3’’ and ‘‘5’’, respectively – see Fig. 4)
before stopping at the location of customer ‘‘3’’. After serving
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customer ‘‘3’’, vehicle ‘‘1’’ travels to suppliers ‘‘4’’, ‘‘1’’, and
‘‘7’’ as well as manufacturers ‘‘10’’ and ‘‘5’’ before stopping
at the location of customer ‘‘8’’. Upon service completion of
customer ‘‘8’’, vehicle ‘‘1’’ travels to suppliers ‘‘5’’ and ‘‘6’’
as well as manufacturers ‘‘2’’, ‘‘9’’, and ‘‘6’’ before stopping
at the location of customer ‘‘10’’. Note that if two or more
customers, served by the same vehicle, require raw materials
or semi-finished products from the same supplier or manu-
facturer, the corresponding vehicle can visit that supplier or
manufacturer just one time and pick up a sufficient amount
of raw materials or semi-finished products. Such a strategy is
expected to facilitate timely service of customers as long as
the vehicle capacity is not violated.

B. INITIAL POPULATION GENERATION

In order to start the process of algorithmic search, an initial
population should be generated. The initial population deter-
mines the areas of the search space where the algorithmic
search should be started from. In this study, a specific strategy
was devised to generate the initial population. In order to
increase the population diversity, the rows of customers and
vehicles are generated randomly, while the rows of suppliers
andmanufacturers are generated based on the requirements of
customers. In particular, all the required suppliers and manu-
facturers for the corresponding customers are extracted from
the binary data structures, shown in Fig. 5. Afterwards, the list
of suppliers and the list of manufacturers are perturbed to
consider a random nature of the initial population generation
and are inserted in the chromosome. Note that the population
size (i.e., the total number of chromosomes available in the
population) will be determined based on the parameter tuning
analysis (see section VI.B) [50].

C. PARENT SELECTION

In EAs, more promising chromosomes are selected based
on a specific strategy to play the role of parents and pro-
duce children for the next generation [50]. Different selec-
tion strategies have been introduced in the EA literature.
A roulette wheel selection strategy was deployed to select
the parents in the developed EA. As illustrated in Fig. 7,
the roulette wheel selection strategy has a rolling wheel and a
fixed pointer. Each solution is allocated a portion of the wheel
proportional to its objective value. Thus, the solution with the
best objective function is allocated the largest portion of the
rolling wheel. In order to select a chromosome, the rolling
wheel is turned and once it stops, the chromosome pointed
by the fixed pointer is selected as a parent. The rolling wheel
is turned several times until the required number of parents
(equal to the population size) is selected [50].

D. CROSSOVER OPERATOR

After selecting the parent chromosomes, a crossover operator
should be applied to them to produce the children chromo-
somes. The crossover operator provides the algorithm with
an opportunity to explore new areas in the search space [50].
Based on the problem description, each customer should be

FIGURE 7. Roulette wheel selection.

FIGURE 8. Implementation of the order crossover.

served only once, whichmeans that no repetitive allele should
be present in the row of customers. Hence, the order crossover
was considered for this study, as the order crossover prevents
generation of repetitive alleles and has been widely used
for the chromosomes that have integer-coded representations
[50]. The process of the order crossover is depicted in Fig. 8.
As it can be observed in Fig. 8, a portion of the parents is
selected randomly. The portion, selected from parent ‘‘1’’
(including customers ‘‘10’’, ‘‘1’’, and ‘‘4’’), is copied into
the same loci of child ‘‘1’’. Then, those genes, which are not
present in the copied portion (i.e., customers ‘‘2’’, ‘‘3’’, ‘‘6’’,
‘‘5’’, ‘‘9’’, ‘‘7’’, and ‘‘8’’), are selected from parent ‘‘2’’ in
the order, which starts after the selected portion towards the
end followed from the beginning of the chromosome in the
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FIGURE 9. Implementation of the swap mutation.

direction of left to right. The latter process should be repeated
to produce child ‘‘2’’ [50].

E. MUTATION OPERATOR

The children, produced using the crossover operator, undergo
the mutation operation. Particularly, the mutation operator
helps the algorithm to exploit the areas of the search space,
discovered by the crossover operator [50]. In this study,
the swap mutation operator was deployed, considering the
fact that it does not make significant genetic changes in the
chromosomes, which could be helpful with the exploitation of
the search space. As illustrated in Fig. 9, the swap mutation is
applied to each one of the chromosome rows independently,
considering the probability of 25% (i.e., only one of the chro-
mosome rows will be mutated at a time to prevent significant
genetic changes). In particular, the swap mutation selects
two genes and exchanges their alleles. The genes, which are
colored in yellow, are selected randomly and their alleles are
exchanged [50]. For example, the genes with customers ‘‘10’’
and ‘‘3’’ exchange their alleles (see Fig. 9).

F. FITNESS FUNCTION ESTIMATION

Random generation of the initial population and also imple-
mentation of the algorithmic operators (i.e., the crossover and
mutation operators) might result in generation of some infea-
sible solutions. In the chromosomes devised for this study,
violation of the vehicle capacity requirementsmakes the solu-
tions infeasible. In order to manage the infeasible solutions,
the penalization method was adopted in this study. Particu-
larly, the fitness function value of chromosome c, belong-
ing to the set of chromosomes Chrm = {1, . . . ,PopSize},
in generation g, belonging to the set of generations
Gen = {1, . . . , gens}, is estimated using the following
equation:

FitValcg = Zcg + α̟cg ∀c ∈ Chrm, g ∈ Gen (24)

Here, FitValcg and Zcg are the fitness value and the objec-
tive function value of chromosome c in generation g, respec-
tively; α is the penalty coefficient; and ̟cg is the cumula-
tive violation of the vehicle capacities in chromosome c in

generation g. Note that ̟cg can be estimated as follows:

̟cg =
∑

i∈N

∑

j∈N

∑

k∈K
max

{

0; (Lk − Qk) xijk
}

∀c ∈ Chrm, g ∈ Gen (25)

Here, Qk and Lk are the capacity and the load of vehicle
k , respectively. Considering the fact that the developed math-
ematical model aims to minimize the total cost, increasing
the cumulative violation of vehicle capacity would decrease
the chance of a given chromosome to participate in the
algorithmic operations. The latter would also consequently
allow avoiding propagation of the genes of the low-quality
chromosomes throughout the algorithmic run.

G. CHILDREN SELECTION

In this study, a binary tournament selection strategy was
adopted to implement the children selection. Considering the
complicated structure of the chromosomes and the high com-
putational efforts required to complete the process of imple-
mentation of the algorithmic operators and chromosome
evaluations, the binary tournament selection strategy was
adopted. The binary tournament selection does not require a
high computational effort. In the binary tournament selection
strategy, two children are selected randomly, and the one
with higher fitness will be further selected to be one of the
chromosomes for the next generation. The binary tournament
is repeated several times until the required number of chro-
mosomes, which is equal to the population size, is selected
for the next generation [50].

VI. NUMERICAL EXPERIMENTS

This section of the manuscript demonstrates some numerical
experiments to showcase the performance of the proposed
solution methodology and draw some managerial insights
using the developed mathematical model for vehicle routing
with a ‘‘factory-in-a-box’’. Three other widely used solution
algorithms, namely VNS, TS, and SA, were used in this
study to assess the computational performance of the devel-
oped EA algorithm. Note that a comprehensive description
of VNS, TS, and SA can be found in Hansen et al. [53],
Cordeau et al. [54], and Emde and Boysen [55], respectively.
Small-scale problem instances were generated in order to
conduct the optimality gap analysis for the considered solu-
tion algorithms, while large-scale problem instances were
developed to conduct a comprehensive assessment of the
algorithms in terms of different metrics (i.e., objective func-
tion, CPU time, convergence patterns, and stochastic vari-
ations). During the optimality gap analysis, CPLEX was
used as the exact solution approach, and it was executed
with General AlgebraicModeling System (GAMS) for small-
scale problem instances. The metaheuristic algorithms (i.e.,
EA, VNS, TS, and SA), on the other hand, were encoded
with MATLAB (2016a). All the numerical experiments were
performed on an Intel(R) CoreTMi7-7700K processor with
a RAM of 32 GB and an operating system of Windows
10. The following sections of the manuscript provide more
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FIGURE 10. A vaccination project with a ‘‘factory-in-a-box’’.

details regarding the case study that was used throughout
the experiments, parameter tuning for the considered solution
algorithms, detailed comparative analysis of the algorithms,
and managerial insights.

A. CASE STUDY

In order to evaluate the performance of the proposed solution
methodology and draw some managerial insights using the
developed mathematical model, a vaccination project involv-
ing ‘‘factories-in-a-box’’ was considered as a case study.
Based on the vaccination project, raw products (i.e., medical
liquids) were picked up from suppliers, while semi-finished
products (i.e., syringes) were picked up from manufacturers.
The final products (i.e., vaccines) were assembled at the
customer locations, as inspired by the ‘‘factory-in-a-box’’
concept (see Fig. 10). Table 1 showcases different parameter
values adopted for the case study. During the optimality gap
analysis, where small-scale problem instances were used, a
maximum of 22 suppliers, 22 manufacturers, and 22 cus-
tomers were considered for vehicle routing (i.e., m1 = m2 =

m3 = 22). However, for large-scale problem instances,
which were generated to compare the performance of the
metaheuristic algorithms and to obtain managerial insights
from the developed methodology, 55 to 75 customers as well
as 10 suppliers and 10 manufacturers were considered. The
fleet size was set to 20 vehicles (i.e., m4 = 20) and 15-30
vehicles (i.e., m4 = [15; 30]) for small-scale and large-scale
problem instances, respectively. Note that the mathematical
model allows to have unused vehicles. Therefore, not all the
vehicles might be used, especially when the total number of
nodes is fairly low.
For the case study, 3 cc syringes, weighing 15 gm, were

used [56]. The weight of medical liquid per vaccine was
assumed to be 0.007 lbs, and the weight of empty syringes
was assumed to be 0.033 lbs. Roughly 50,000 vaccines were
finally produced at each customer node. So, the demand
at supplier nodes (qi, i ∈ N s) was estimated as 0.007 ·

U [0.8 · 50, 000; 1.2 · 50, 000] lbs or U [280; 420] lbs. Here,
U represents uniformly distributed pseudo-random numbers.
Similarly, the demand at manufacturer nodes (qi, i ∈ Nm)

TABLE 1. The parameter values adopted for the case study.

was estimated as 0.033 · U [0.8 · 50, 000; 1.2 · 50, 000] lbs
or U [1, 320; 1, 980] lbs. The demand at customer nodes
is the sum of the supplier demand and the manufacturer
demand. However, the customer demand is negative, as this
study considers pickup demands to be positive and delivery
demands to be negative. Therefore, the demand at customer
nodes (qi, i ∈ N c) was estimated as −U [1, 600; 2, 400]
lbs. Note that the depot (and the dummy depot) had zero
demand. In order to transport the goods, semi-trailer trucks
with a capacity of U [12, 000; 12, 600] lbs were used [57].
Note that the materials, which are required to assemble
factories, are expected to occupy a significant portion of
the trucks’ capacity. If half of the load carrying capacity
of the trucks is assumed to be covered by the materials
that are required to assemble factories; then, the trucks
would be able to carry about U [6, 000; 6, 300] lbs of goods
(i.e., Qk = U [6, 000; 6, 300]∀k ∈ K lbs).
The start of time windows at each node (ai, i ∈ N ) was

estimated as U [0; 660] hours, and duration of a time window
at each node was assumed to be 10 hours. The travel time
from node i to node j (tij, i ∈ N , j ∈ N ′) was calculated
as U [5; 10] hours. However, the travel time from any node
to the dummy depot was considered to be zero in order to
reduce the considered decision problem to the open vehicle
routing problem. The processing time at the supplier and
manufacturer nodes (tpi, i ∈ N s ∪ Nm) was considered to
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be U [1; 3] hours, while the processing time at each customer
node (tpi, i ∈ N c) was assumed to be U [2; 8] hours. Note
that the processing time at the depot and the dummy depot
was zero. The precedence level of each node (pli, i ∈ N )
was between 0 and 4. As mentioned before, binary parameter
bscij , i ∈ N s, j ∈ N c was applied to denote if supplier i had
to be visited before visiting customer j. If the value of bscij
is 1, then customer j is not allowed to be visited before the
respective vehicle serves supplier i. The same principle was
applied for binary parameter bmcij , i ∈ Nm, j ∈ N c. If the value
of bmcij is 1, then customer j is not allowed to be visited before
the respective vehicle serves manufacturer i.
In the vehicle routing literature, the unit travel cost of a

vehicle is assumed to be about 60 USD/hour [36]. However,
in this study, the factory is installed on the vehicles, and
special precautions are required to haul vehicles with facto-
ries. Furthermore, vehicles with ‘‘factories-in-a-box’’ often
transport quite expensive production modules (e.g., medical
products, medical devices, consumable parts of weapons,
electronic devices). So, the unit travel cost of a vehicle
(cvk , k ∈ K ) in this case was assumed to be U [900; 950]
USD/hour. However, a sensitivity analysis will be conducted
for the unit travel cost to determine how the unit travel cost
may impact the routing of vehicles with ‘‘factories-in-a-box’’
(see section VI.D of the manuscript). The unit early arrival
cost (cei , i ∈ N ′) and the unit late arrival cost (cli, i ∈ N ′)
were assumed to beU [0.1; 100] USD/hour. For the depot and
the dummy depot, the unit early arrival cost and the unit late
arrival cost were considered to be zero.

B. PARAMETER TUNING ANALYSIS

Before executing the considered metaheuristic algorithms for
small-scale and large-scale problem instances, a parameter
tuning analysis was conducted in order to estimate the appro-
priate parameter values of the algorithms from a pool of can-
didate values. A total of three candidate values were tested for
each parameter, which corresponds to the 3k factorial design,
where k is the number of parameters for a given metaheuristic
algorithm [58], [59]. The results from the parameter tuning
analysis are underlined in Table 2. The four parameters of
EA are the population size (PopSize), crossover probability
(σ c), mutation probability (σm), and the maximum number of
generations (gens). The best values of PopSize, σ c, σm, and
gens were found to be 30, 0.50, 0.04, and 500, respectively,
considering both solution quality and computational time
perspectives. For the rest of the metaheuristic algorithms,
a maximum of 2,000 iterations returned the best results (i.e.,
iters = 2, 000). The number of neighborhood structures
(9VNS ) for VNS was tuned as 10. Apart from the maximum
number of iterations (iters), TS has two other parameters,
which are the number of solutions evaluated during the
local search (9TS ) and Tabu list size (Ŵ), whose best values
were 7 and 15, respectively. Furthermore, three additional
parameters are associated with SA, namely the initial tem-
perature (T0), temperature interval (1T ), and normalizing

TABLE 2. The parameter tuning results for the considered metaheuristic
algorithms.

coefficient (ω), whose best values were found to be 2,500,
0.50, and 0.10, respectively.

C. COMPARISON WITH OTHER SOLUTION APPROACHES

1) SMALL-SCALE PROBLEM INSTANCES

A total of 20 small-scale problem instances were generated
to compare the computational performance of the exact solu-
tion approach employed in this study (i.e., CPLEX) and the
considered metaheuristic algorithms (i.e., EA, VNS, TS, and
SA). The number of customer nodes was increased from
3 nodes in small-scale problem instance #1 to 22 nodes
in small-scale problem instance #20, with an increment
of 1 node. The number of supplier nodes and the number of
manufacturer nodes were the same as the number of customer
nodes in each small-scale problem instance. Furthermore,
the available number of vehicles was set to 20 vehicles for
all the small-scale problem instances. The maximum CPU
time of CPLEX was limited to 1 hour (3,600 seconds), and
its target optimality gap was set to 1.00%. The average over
5 replications objective function values and CPU times of the
tested solution approaches for small-scale problem instances
are highlighted in Table 3. CPLEX generally returned better
objective function values (average = 183,967 USD) among
the considered solution approaches. However, its CPU times
(average = 1,362.18 seconds) were substantially higher than
the other solution approaches. The average objective function
values of EA, VNS, TS, and SA comprised 191,069 USD,
192,514 USD, 193,085 USD, and 193,818 USD, respec-
tively. Furthermore, among the metaheuristic algorithms,
EA returned the best objective function values in all the
small-scale problem instances. Note that the CPU times of
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TABLE 3. The objective function values and CPU times of different solution approaches for small-scale problem instances.

FIGURE 11. The average optimality gaps of different algorithms for
small-scale problem instances.

all the metaheuristic algorithms were less than 4 minutes
(240 seconds). In particular, the average CPU times of EA,
VNS, TS, and SA comprised 137.56 seconds, 91.21 seconds,
66.37 seconds, and 9.50 seconds, respectively.
The average optimality gaps for the metaheuristic algo-

rithms are illustrated in Fig. 11, which demonstrates that the
solutions provided by themetaheuristic algorithmswere near-
optimal (as suggested by CPLEX). Here, the optimality gap
for an algorithm (e.g., algorithm x) was estimated as follows:
OptGapx =

Zx−ZCPLEX
ZCPLEX

, where Zx is the objective function
value for algorithm x, and ZCPLEX is the optimal objective
function value, which was obtained by CPLEX. For the con-
sidered small-scale problem instances, the average optimality
gaps for EA, VNS, TS, and SA comprised 3.86%, 4.65%,
4.96%, and 5.35%, respectively. The optimality gaps of the
metaheuristic algorithms could be reduced by increasing the

maximum number of generations for EA and the maximum
number of iterations for VNS, TS, and SA. In the meantime,
the computational performance of CPLEX is expected to
decline even further with increasing problem size due to
the computational complexity of the VRPFIB mathematical
model.

2) LARGE-SCALE PROBLEM INSTANCES

In order to compare the performance of the considered
metaheuristic algorithms for large-scale problems, a total
of 20 problem instances were generated, where the number
of customer nodes was increased from 55 nodes to 75 nodes.
The available number of vehicles was also varied between
15 vehicles and 30 vehicles. However, the number of supplier
nodes and the number ofmanufacturer nodes were unchanged
(10 supplier nodes and 10 manufacturer nodes in each prob-
lem instance). Note that CPLEX could not solve the problem
instances with 50 nodes or more to the global optimality
within the specified time limit. Therefore, for the large-scale
problem instances, the computational performance of the
metaheuristic algorithms only (i.e., EA, VNS, TS, and SA)
was analyzed. The average over 5 replications objective func-
tion values and CPU times of the considered metaheuristic
algorithms for large-scale problem instances are highlighted
in Table 4, which reveals that EA returned the best objective
function values in 15 out of 20 large-scale problem instances.
The average objective function values of EA, VNS, TS, and
SA were 1,654,988 USD, 1,688,129 USD, 1,689,691 USD,
and 1,716,816 USD, respectively. Throughout the analysis of
large-scale problem instances, EA outperformed VNS, TS,
and SA by up to 8.86%, 8.99%, and 9.82%, respectively,
in terms of the objective function values.
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TABLE 4. The objective function values and CPU times of different solution approaches for large-scale problem instances.

The superior performance of EA, when comparing to the
other metaheuristic algorithms, can be justified by the fact
that EA is a population-based algorithm, while VNS, TS, and
SA are the single-solution-based algorithms. As a population-
based algorithm, EA has the opportunity to start the search
process considering different areas in the search space (as
each solution represents a specific area of the search space);
hence, EA has a higher chance to find the areas with higher
quality solutions in the search space, as compared to the
single-solution-based algorithms. Moreover, EA deploys a
variety of algorithmic operators to better explore and exploit
the search space. For instance, crossover helps EA to discover
more areas in the search space, while parent selection and
offspring selection facilitate EA to maintain the areas with
high quality solutions throughout the search process. On the
other hand, mutation helps EA to exploit the promising search
space areas for superior solutions. The other metaheuristic
algorithms (VNS, TS, and SA) start the search process con-
sidering just one solution, which significantly lowers their
explorative capabilities. Among the single-solution-based
algorithms, SA demonstrated the weakest performance, as it
considers just one neighbor of the current solution in each
iteration, while VNS and TS discover and evaluate several
neighbors of the current solution throughout local search in
each iteration. Hence, VNS and TS have higher chances to
discover better solutions for the problem, when comparing
to SA.
The average CPU times of EA, VNS, TS, and SA com-

prised 849.09 seconds, 574.93 seconds, 406.33 seconds, and
57.75 seconds, respectively. The higher CPU times recorded
for EA, when comparing to VNS, TS, and SA, can be
justified based on the following reasons: (1) EA is the

population-based metaheuristic, while VNS, TS, and SA are
the single-solution-based metaheuristics; (2) EA has more
algorithmic operators as compared to VNS, TS, and SA
(e.g., crossover, mutation, parent selection, offspring selec-
tion), and each one of them imposes certain computational
efforts. The number of generations and iterations (the term
‘‘generation’’ is used for EA, while the term ‘‘iteration’’
is used for VNS, TS, and SA) can remarkably affect the
computational time for each one of the algorithms. It was
demonstrated by the parameter tuning analysis that EA could
converge within 500 generations, while VNS, TS, and SA
needed up to 2,000 iterations to converge successfully (see
section VI.B). Hence, the population-based nature of EA
reduced the number of generations to convergence as com-
pared to the other algorithms. Among the single-solution-
based algorithms, the lower CPU times of SA against VNS
and TS can be explained by the fact that SA considers just
one neighbor of the current solution in each iteration.

Fig. 12 demonstrates the convergence patterns of the con-
sidered metaheuristic algorithms for the 8 largest problem
instances (i.e., large-scale problem instances #13 to #20),
where the objective function values are plotted against the
mapped number of generations (for EA) or iterations (for
VNS, TS, and SA). Instead of showing the actual number of
generations and iterations directly on the horizontal axis, they
are mapped to the range [0; 1], as the number of generations
and iterations differed for the considered algorithms. In par-
ticular, 500 generations were adopted for EA, while 2,000
iterations were adopted for VNS, TS, and SA. The following
relationship was used to map each generation and iteration to
the range [0; 1]:MV x

g = g/T x , g ∈ [1;T x], whereMV x
g is the

mapped value of generation or iteration g for algorithm x, and
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FIGURE 12. The convergence patterns of the considered metaheuristic algorithms for the largest problem instances.

T x is the total number of generations or iterations, considered
as the stopping criterion for algorithm x [60]. Fig. 12 reveals
that, in most of the problem instances, EA was moving along
the search space in a more effective manner, when comparing
to VNS, TS, and SA. Such a finding can be supported by
nature of the EA algorithm. As discussed earlier, EA is the
population-based algorithm and has the opportunity to start
the search process from different areas in the search space and
explore the search space more effectively using a variety of
algorithmic operators. On the other hand, VNS, TS, and SA
are the single-solution-based algorithms and work with the
current solution as well as its neighbor(s), which significantly
lowers their explorative and exploitative capabilities.
All the considered metaheuristic algorithms are stochas-

tic. It means that the metaheuristic algorithms may return

different objective function values after each replication.
However, the metaheuristic algorithms with low stochastic
variations in the objective function values from one repli-
cation to another can be still viewed as reliable decision
support tools [60], [61]. The scope of this study included
the analysis of stochastic variations in the objective function
values returned by the considered metaheuristic algorithms.
In order to conduct the analysis, the coefficient of variation
was estimated for each metaheuristic algorithm and each
large-scale problem instance as follows: CV x

n = SDxn/M
x
n ,

where CV x
n, SD

x
n, and M x

n are the coefficient of variation,
the standard deviation, and the mean of the objective function
values returned by algorithm x over 5 replications for problem
instance n. Fig. 13 illustrates the boxplots of the coefficient of
variation values for all the large-scale problem instances and
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FIGURE 13. The coefficient of variation for the objective function values
returned by the considered metaheuristics for large-scale problem
instances.

all the performed replications for each one of the metaheuris-
tic algorithms considered in this study. The results from the
conducted analysis of the stochastic variations show that all
the algorithms generally have a coefficient of variation lower
than ≈3% over all the large-scale problem instances, which
means that all the algorithms are reliable decision support
tools. The average coefficient of variation values comprised
2.05%, 2.09%, 1.96%, and 1.94% for EA, VNS, TS, and SA,
respectively.
Based on a set of analyses that were conducted for large-

scale problem instances (including evaluation of the algorith-
mic objective function values, CPU time values, convergence
patterns, and stochastic variations), this study recommends
EA as the solution approach for the VRPFIB mathematical
model.

D. MANAGERIAL INSIGHTS

Some significant managerial insights are outlined in this sec-
tion of the manuscript. In particular, this section demonstrates
how changes in the cost components and other parameters can
affect the vehicle routing decisions provided by the devel-
oped EA algorithm for the VRPFIB mathematical model.
Throughout the experiments, the largest problem instance
(i.e., problem instance #20 with 75 customers, 10 suppliers,
10 manufacturers, and 30 vehicles available) was selected for
the analysis of changes in the following parameters: (1) unit
travel cost; (2) unit late arrival cost; and (3) fleet size (i.e.,
available number of vehicles).
In the sensitivity analysis for the unit travel cost, we gen-

erated 15 scenarios by increasing the unit travel cost from
U [50; 100] USD/hour in scenario #1 to U [1, 450; 1, 500]
USD/hour in scenario #15, with increments of 100USD/hour.
The other parameters, specified in Table 1, were not changed.
Changes in the total travel time, the total late arrival time,
and the total vehicle utilization (i.e., percentage of vehicles
utilized from the vehicle fleet), due to increments in the unit
travel cost, are illustrated in Fig. 14. When the unit travel cost
was increased, the total travel time was decreased by utilizing
fewer vehicles from the vehicle fleet, in order to reduce the
total travel cost. The sensitivity analysis for the unit travel
cost also revealed that a reduction in the total travel time

FIGURE 14. Sensitivity of the total travel time, total late arrival time, and
total vehicle utilization to the unit travel cost.

further led to an increase in the total late arrival time at
supplier, manufacturer, and customer nodes.Moreover, incre-
ments in the unit travel cost resulted in an increase in the
total cost (i.e., the objective of the VRPFIB mathematical
model) from 617,207 USD in scenario #1 to 3,036,622 USD
in scenario #15. Note that some fluctuations in the patterns
of different variables from one scenario to another can be
explicated by the complexity of the VRPFIB mathematical
model and a significant number of variables for the consid-
ered problem instance (i.e., changes in the unit travel cost
triggered changes in the values of other variables as well).

In the sensitivity analysis for the unit late arrival cost,
we generated 15 scenarios by increasing the unit late arrival
cost from U [5; 10] USD/hour in scenario #1 to U [705; 710]
USD/hour in scenario #15, with increments of 50 USD/hour.
The other parameters, specified in Table 1, were not changed.
Changes in the total travel time, the total late arrival time,
and the total vehicle utilization, due to increments in the unit
late arrival cost, are illustrated in Fig. 15. When the unit
late arrival cost was increased, the total late arrival time at
supplier, manufacturer, and customer nodes was decreased
by utilizing more vehicles from the vehicle fleet, in order to
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FIGURE 15. Sensitivity of the total travel time, total late arrival time, and
total vehicle utilization to the unit late arrival cost.

reduce the total late arrival cost. The sensitivity analysis for
the unit late arrival cost also revealed that a reduction in the
total late arrival time further led to an increase in the total
travel time. Moreover, increments in the unit late arrival cost
resulted in an increase in the total cost (i.e., the objective
of the VRPFIB mathematical model) from 2,032,115 USD
in scenario #1 to 2,090,754 USD in scenario #15. Note that
some fluctuations in the patterns of different variables from
one scenario to another can be explicated by the complexity
of theVRPFIBmathematical model and a significant number
of variables for the considered problem instance (i.e., changes
in the unit late arrival cost triggered changes in the values of
other variables as well).

In the sensitivity analysis for the fleet size, we generated
15 scenarios by increasing the fleet size from 10 vehicles in
scenario #1 to 52 vehicles in scenario #15, with increments
of 3 vehicles. The other parameters, specified in Table 1, were
not changed. Changes in the total travel time, the total late
arrival time, the total vehicle utilization, and the average num-
ber of nodes visited by the utilized vehicles, due to increments
in the available number of vehicles (i.e., fleet size), are illus-
trated in Fig. 16. When the fleet size was increased, the per-
centage of vehicles utilized from the vehicle fleet (i.e., total

FIGURE 16. Sensitivity of the total travel time, total late arrival time, total
vehicle utilization, and average number of nodes visited by the utilized
vehicles to the fleet size.

vehicle utilization) decreased. However, the total number of
utilized vehicles generally increased from one scenario to
another. After increasing the fleet size, the average number
of nodes visited by the utilized vehicles decreased, while
the total travel time increased. Most importantly, increasing
the fleet size led to a reduction in the total late arrival time.
Moreover, increments in the fleet size resulted in an increase
in the total cost (i.e., the objective of the VRPFIB math-
ematical model) from 1,499,350 USD in scenario #1 to
2,318,095 USD in scenario #15, since the total number of
utilized vehicles generally increased from one scenario to
another. Note that some fluctuations in the patterns of
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different variables from one scenario to another can be expli-
cated by the complexity of theVRPFIBmathematical model
and a significant number of variables for the considered prob-
lem instance (i.e., changes in the fleet size triggered changes
in the values of other variables as well).

VII. CONCLUSIONS

The ‘‘factory-in-a-box’’ concept could be very useful to meet
the urgent demand, as it involves assembling factories in
containers and then transporting the containers by the desig-
nated vehicles to the locations, where the products are needed
the most. This study addressed the ‘‘factory-in-a-box’’ plan-
ning problem and focused on the transport of sub-assembly
modules between suppliers and manufacturers by assigning
vehicles to locations, deciding the order of visits for suppliers,
manufacturers, and customers, and selecting the appropriate
routes within the transportation network.

The problem was formulated as the open capacitated vehi-
cle routing problem with soft time windows and hetero-
geneous vehicle fleet, aiming to minimize the total supply
chain cost. The proposed mathematical formulation allowed
capturing complex supplier-to-customer and manufacturer-
to-customer relationships that are common for the vehi-
cle routing with a ‘‘factory-in-a-box’’. Due to the problem
complexity, a customized nature-inspired Evolutionary Algo-
rithm (EA) was developed to solve the problem. A set of
numerical experiments were performed to assess the com-
putational performance of the developed solution algorithm
against the exact optimization method (CPLEX) and alterna-
tive metaheuristics (Variable Neighborhood Search – VNS,
Tabu Search – TS, and Simulated Annealing – SA).

A case study of a vaccination project involving ‘‘factories-
in-a-box’’ was considered throughout the numerical exper-
iments. The analysis of small-scale problem instances
revealed that EA had the lowest optimality gaps, when com-
paring to VNS, TS, and SA. Moreover, the CPU time of
CPLEX was exponentially increasing with the problem size.
The analysis of large-scale problem instances revealed that
EA outperformed VNS, TS, and SA by up to 8.86%, 8.99%,
and 9.82%, respectively, in terms of the objective function
values. A detailed analysis of the algorithmic convergence
patterns and objective function stochastic variations con-
firmed superiority of EA against the alternative metaheuris-
tic algorithms. A set of important managerial insights were
drawn using the developed EA algorithm and the proposed
mathematical model. It was found that an increase in the unit
travel cost reduced the total travel time and the total vehicle
utilization but increased the total late arrival time. On the
other hand, an increase in the unit late arrival cost reduced
the total late arrival time but increased the total travel time
and the total vehicle utilization. Furthermore, the numerical
experiments showed that the total late arrival time could be
effectively reduced by increasing the vehicle fleet size.

Therefore, the proposed mathematical model and solu-
tion algorithm could be instrumental to the supply chain
stakeholders who rely on the ‘‘factory-in-a-box’’ concept.

In particular, the proposed methodology could assist meeting
the urgent demand due to natural disasters (e.g., hurricanes,
floods, earthquakes) or epidemics (e.g., COVID-19) as well
as serve as an effective planning tool for military applica-
tions (e.g., transport of consumable parts for weapons dur-
ing a war). The avenues of future research may include the
following:

• Consideration of the alternative metaheuristic algo-
rithms for the proposed mathematical model (e.g.,
Whale Optimization Algorithm, Particle Swarm
Optimization, Ant Colony Optimization);

• Modeling the assignment of raw materials to suppli-
ers, sub-assembly decomposition, assignment of sub-
assembly modules to manufacturers, and assignment of
tasks to manufacturers;

• Multiple depots for deployment of vehicles could be
incorporated;

• Consideration of conflicting objectives throughout vehi-
cle routing with a ‘‘factory-in-a-box’’ in multi-objective
settings (e.g., minimize the total travel time vs. maxi-
mize the total customer satisfaction);

• Stochastic stocks and processing times could be consid-
ered for suppliers and manufacturers;

• Game theory could be applied to determine the set of
suppliers and manufacturers for a given customer;

• Electric vehicles and the associated features (e.g.,
recharge strategy) could be studied for vehicle routing
with a ‘‘factory-in-a-box’’;

• Modeling alternative ‘‘factory-in-a-box’’ operations,
where the vehicles with ‘‘factories-in-a-box’’ travel
directly to customer sites, while other vehicles (e.g.,
3rd party contractors) are responsible for delivery of
supplies to customer sites.
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