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So fast, so cheap, so efficient, Internet is nowadays incontestably communication mean of choice for 
personal, business and academic purposes. Unfortunately, Internet has not only this beautiful face. 
Malicious activities enjoy as well this so fast, cheap and efficient mean. The last decade, Internet worms 
took the lights. In the recent years, spams are invading one of the most used services of Internet: email. 
This paper summarizes most of techniques used to filter spams by analyzing the email content. 
Povzetek: Članek pregledno opisuje metode za filtriranje elektronske pošte. 

1 Introduction 
With our agreement or without, Internet is 

increasingly becoming a favorite support of malicious 
activities. After worms which are always on the 
foreground of information technology problems, spams 
appeared and are really taking day after day more 
intensity. 

Read an E-mail is nowadays a daily habit of many 
people. Indeed, emails are efficient, rapid and cheap 
mean of communication. This makes it favorite both in 
professional and personal correspondences. Additionally, 
Reading occasionally an E-mail from unknown source 
and content of which is not of the user interest is not 
really a misfortune. However, when more than 60% or 
even 90% of E-mails are of such kind, and often illicit; 
this is what one might call a nightmare. This kind of 
messages is said spams. 

SpamCon Inc, estimated the cost induced by 
productivity and resources loss, filtering software, and 
support caused by only one unsolicited E-mail to from 1$ 
up to 2$[3]; multiplied by the number of spams sent and 
received everyday, the one dollar becomes then millions. 
International Data Corp. estimates the number of spams 
sent everyday through the net to 7.3 billions, where only 
AOL users recorded 5.5 millions by March, 5, 2003 [55]. 
These statistics were sufficient to persuade big users of 
the E-mail service to forecast a supplementary budget to 
fight spams. UUNet, one of the most important ISPs has 
a group of six persons with a budget of 1 million dollars, 
just to fight spams [56]. Netcom estimated that 10% of 
the end-user invoice is dedicated to filter spams [54]. A 
study of International Data Corporation (IDC) ranked 
spams in the second position of the ISPs’ problems. One 
question arises then; Why does someone enjoy sending so 
many E-mails, and how does he get so many addresses? 
Although motivations are sometimes different, spams are 
generally of publicity-like contents. To broadcast a 
commercial through a TV channel costs hundreds times 

more than sending millions of spams. To get so many E-
mail addresses is not at all difficult since many are 
available in the Internet itself. Some spammers, uses 
addresses found in newsgroups publicly accessible. Some 
others use webbots commonly called spambots, software 
which browses automatically the web seeking E-mail 
addresses. Generally, Spambots use keywords matching 
techniques to extract the email addresses. One evident 
way is to check for the character ’’. Some others use 
software to generate random addresses then record all 
addresses from which they do not receive a reply of a 
delivery failure. More advanced techniques are 
summarized in [57]. 

Actually, fighting spams takes various forms. 
Juridical one came early in US by adopting an anti-spam 
law [30]. International cooperation is growing as well 
[47].  Simpler method might consist in some good practi- 
 

 Computer viruses Spams 
1. their authors are human  

programmer who tempt 
to workaround anti-
viruses. 

Senders are humans 
who tempt to avoid 
characteristics which 
denounce their spams. 

2. tempt to infect as many 
as possible systems. 

spammer tempt to 
send their messages to 
as many as possible 
Internet users. 

3. may cause lot of damage 
in the infected system. 
 

Consumes a large part 
of the Internet 
bandwidth, and causes 
a considerable 
productivity loss. 

4. it introduce itself 
discreetly in systems. 

they are generally 
unsolicited 

Table 1: Similarities between viruses and spasm. 
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ces. For instance, do not publish textual E-mail 
addresses, and use images instead, do not reply to 
suspicious E-mails. Some other techniques use features 
of headers such as E-mail origin [58][18][61]. These 
methods are widely supported by the most used Email 
servers without need of filtering software. However, all 
these methods are not the purpose of our discussion. 

 An antispam filter is similar to an anti-virus which 
scans files to check for virus signatures. Indeed, there are 
many similarities between computer viruses and spams. 
Table 1 enumerates some of them. In the following 

sections we will briefly present some content-based 
filtering techniques. The main idea behind such 
techniques is to classify an email into unsolicited or 
legitimate by checking some features in its content. It is 
not our aim to make an extensive comparison of these 
different methods when many papers propose 
comparisons between two or more of these 
techniques[34][20][2][60] 

2 Bayesian classifier 
Actually, many of the filtering techniques are based 

on text categorization methods [28] [8]. Thus filtering 
spams turns on a classification problem. Roughly, we can 
distinguish between two methods of machine 
classification. The first one is done on some rules defined 
manually. The typical example is the rule based expert 
systems. This kind of classification can be used when all 
classes are static, and their components are easily 
separated according to some features. The second one is 
done using machine learning techniques [23]. It is more 
convenient when the characteristics of discrimination are 
not well defined. These techniques attempt to generate on 
a set of samples, quasi or semi automatically a classifier 
with an acceptable error rate. 

2.1 Generalities 
Getting an E-mail m, we have to define a decision 

function f which assigns to m its class, S for Spams or L 
for legitimate. Let GM be the set of messages. f is then : 

f : GM → {S,L} 
In such techniques, we first check some 

characteristics on which we may classify the message 
into the class S or L. We will refer to such characteristics 
by a vector x. 

Let P(x/c) be the probability that the class c 
generates a message which its characteristic vector is x. 
If we suppose that a legitimate message never contains 
the text t =”Buy now” and that x = (m = utv) with u, v are 
two strings, the probability P(x/L) = 0. Then, the 
problem is to compute the probability that a message 
which has a characteristic vector x belongs to the class c 
say P(c/x). We obtain then by observing the rule of 
Bayes: 

 

 
Where P(x) indicates the a-priori probability of 
occurrence of a message which characteristic vector is x, 
and P(c) indicates the probability that a random Email 
belongs to the class c. Knowing the probability P(c) and 
the probability P(x/c) suffices to deduce P(c/x). We have 
then the following rule of classification: 

If P(S/x) > P(L/x) (the a-posteriori probability that 
the E-mail which has the characteristic vector x belongs 
to the class S is greater than that the same E-mail belongs 
to the class L) then classify m as being unsolicited. 

This rule is called the rule of the maximum 
aposteriori probability(MAP). It can be written as follow: 
If 

 
classify the message as being unsolicited and legitimate 
otherwise. 
We often note the resemblance fraction: 

 
)(xΛ  

The MAP rule is written then: 

 
Let us note L(c1, c2) the function which determines the 
cost of a bad classification of an occurrence of the class 
c1 as being of the class c2. It is logic to say whereas 
L(L,L) = L(S, S) = 0. We can then define a function of 
risk: 

R(c/x) = L(S, c)P(S/x) + L(L, c)P(L/x) 
Obviousness would be to classify the message by 

minimizing the function of risk. From which the rule: 
 
If R(S/x) < R(L/x) classify m unsolicited and 

legitimate otherwise. 
 
This last rule is called bayesian rule of classification 

or Bayes classifier[44].  
We write the classification rule in term of 

resemblance fraction as follow: 
 

 
 

Where  

 
 

Intuitively, this parameter indicates the risk taken when 
we classify a legitimate E-mail as being unsolicited. 
Clearly, more  is great; more the false positive error is 
small. 
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2.2 Application 
In this subsection, we highlight the practical 

application of the theoretical principle of the bayesian 
classifier. 

As already mentioned, to be able to determine the 
classification parameter, one must determine the 
probabilities P(x/c) and P(c) for any message m. 
Obviously, that cannot be made in exact manner. 
However, we can approximate these probabilities on the 
basis of a training sample. For example, the probability 
P(S) would be roughly given by calculating the ratio of 
the spams on the number of all messages in the training 
sample. 

For simplicity, we consider that the characteristic 
vector is a binary one, where the presence of a catchword 
w in the message m is represented by one 1. That is to 
say then: 

 

 
 

Algorithm 1 summarizes the training where Algorithm 2 
the classification steps. 

 

 

 
In general, we represent the presence of a word wi in the 
message m by the value 1 in the characteristic vector x = 
(x1, x2, . . . , xn). However, the algorithm 1 will have to 
compute 2n values of x which is unpractical. To avoid 
this, the assumption is introduced that the presence of 
two words is independent one of the other, which allows 
us to write: 

 

In [32] T.A Meyer and B Whateley report that using 
foure corpora gathered from SpamBayes users and 
SpamAssassin public corpus they obtained the following 
results. The bayesian classifier constitutes one of the 
most used techniques in antispam filters such as ’ 
spamassassin’ [53] and SpamBayes [32] or [49]. 
Although the assumption of mutual independence 
between word’s occurrences is false, the recorded results 
remain very good for the traditional text messages. It 
often serves as a baseline to compare performances of 
other methods [60]. 

 

3 k nearest neighbors 
The principle of this technique is rather simple. Let 

us suppose that similarities among messages are 
measurable using a measure of distance among the 
characteristic vectors. To decide whether a message is 
legitimate or not, we look at the class of the messages 
that are closest to it. Generally, this technique does not 
use a separate phase of training and the comparison 
between the vectors is a real time process. This has a 
time complexity of O(nl) where n is the size of the 
characteristic vector and l the sample size. This can be 
circumvented by using a traditional indexing methods 
[13][19][35]. To adjust the risk of false classification, t/k 
rule is introduced. What can be read: 

If at least t messages in k neighbors of the 
message m are unsolicited, then m is 
unsolicited email, otherwise, it is legitimate. 

We should note that the use of an indexing method in 
order to reduce the time of comparisons induces an 
update of the sample with a complexity O(m), where m is 
the sample size. An alternative of this technique is 
known as memorybased approach [2][46].  

TiMBL [11] is a software package developed by ILK 
Research Group that implements a collection of machine 
learning algorithms. Results of the implementation of 
this technique in spam filtering reported in [2] seems to 
be comparable to those of bayesian classifiers. 

 

4 Technique of Support Vector 
Machine (SVM) 

Support vector machine [9][10][7] is one of the most 
recent techniques used in text classification. In machine 
learning the training sample is a set of vectors of n 
attributes. We can then assume that we are in a hyper-
space of n dimensions, and that the training sample is a 
set of points in the hyper-space. Let us consider the 
simple case of just two classes (as it is the case of spam 
problem). The classification using Support vector 
machine look for the hyper plane able to separate the 
points of the first class from those of the second one such 
that the distance between the hyper plane and points of 
each class is maximum see Figure 1. 
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Figure 1:  hyper-plane that separate two classes. 

 

 
Figure 2: hyper-plane that separate two classes and is far 
from each class. 

 
One question may be how we can find the hyper 

plane when the classes are not linearly separable (eg. 
XOR function). In this case the hyper space is extended 
to more dimensions. This insures the existence of hyper 
plane that separates the two classes. One interesting 
feature is that to find the appropriate plane, SVM method 
explore just the nearest points. One of the most efficient 
SVM algorithms was proposed in [39]. An 
implementation of the SVMmethod in spam filtering is 
proposed in [12] where Dricker et all also provide also a 
comparison with other methods. 

5 Technique of maximum entropy 
Maximum entropy is a classical model often used in 

natural language processing [41]. The principle is to find 
the appropriate probability distribution p(a, b) that 
maximizes the entropy: 

 
where A denotes the set of possible classes, and B 

the set of possible values of vectors of features. This 
maximization should keep p consistent with evidence 
(i.e., should meet all known values in the training set). p 
becomes is then: 

 
 

where k is the size of the vector of features and 

 
is a normalization factor that ensures  

 
αj can be computed using the Generalized Iterative 
Scaling [15]. f is defined as follows: 

 
where cp maps a pair (a, b) to {true, false} Results 
reported in [59] show an error rate better than that of 
bayesian classifier when the training sample grows. 

6 Technique of neural networks 
 
Neural network is a well known model 

[51][31][42][14][17][17][50] which has been designed 
by McCuloch on the basis of work carried out on the 
human neurons. The neural networks are quite famous to 
be well adapted for problems of classification. Without 
being spread out over the model, we will retain in what 
follows the characteristics which contribute to the design 
of an antispam filter. 

 
Figure 3: The perceptron. 

6.1 Perceptron 
The idea is to define a linear function f(x) = wx + b 

where: 

 
where w is a vector of weights and b a bias vector. 

We can simplify the function to obtain a decision 
function from it d(x) = sign(wx + b)[43]. Figure 3 shows 
a graphical representation of the perceptron. The training 
of the perceptron is performed using an iterative method, 
where the weight and bias vectors are initialized then 
adjusted each iteration in such manner to ensure the 
classification of a new occurrence of the training sample. 
For instance let x be a vector that the perceptron fails to 
classify, and wi, bi the vector of weight and bias which 
corresponds to the ith iteration. We have sign(wix+bn) ≠ c 
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where c is the sign corresponding to the real class of the 
message that has the characteristic vector x. The new 
vectors wi+1 and bi+1 are calculated as follow: 

wi+1 = wi + cx  bi+1 = bi + c 
 
The training continues until the perceptron manages 

to classify correctly all the messages of the training 
sample. In this case, we say that the perceptron 
converges. It is well-known that the perceptron does not 
converge in the case of non-linear classification  problem 
[21][16]. 

In the case of spams filtering and if one makes a 
point of applying the technique of the perceptron, it is 
enough to choose a characteristic vector larger than that 
of the training sample to ensure the convergence. 
However such practice will heavily weigh down the 
computation.  

The algorithm 3 summarizes the training of the 
perceptron. 

 

 

6.2 The multi-layer networks 
As its name indicates, the multi-layer neural net is a 

network of connected perceptrons which form a network 
with successive layers. The outputs of each perceptron 
are inputs of perceptrons of the   following layer. The 
inputs of the neurons of the first layer are the 
components of the characteristic vector, while the 
outputs of the last layer are the results of the 
classification. The layers between the first and the last 
are called hidden layers. The function of each neuron is 
somewhat different from the simple perceptron, although 
the training is also made in an iterative way as the simple 
perceptron. The output function is: 

 
 
where φ is a nonlinear function such as 
 

 
Or tanh(x). Figure 4 shows a graphical 

representation of a multi-layer neural network. The 
training of the neural network means the readjustment of 
the weights and bias in such manner to minimize the sum 
of the errors of the output, that is to say: 

 

 
 

The tuning of these parameters is described in  
details in [21][16]. In [38] Levent ¨Osg¨ur and all 
reported a 90% accuracy in a filter based on coupling 
neural network technique and bayesian classifier. [33] is 
a Semantec white paper on how and why neural network 
should be implemented in an antispam system. 

 

 
Figure 4: Multi-layer neural network. 

7 Technique of search engines 
When it acts on text e-mails, classification 

techniques of text seem to be efficient. However, 
spammers do not cease to invent tricks to circumvent 
filters. One of these tricks is to include in the body of the 
message only the hyperlink to a Web page which 
contains the advertising text. The problem become then a 
web content classification. A proposed technique to 
overcome this kind of spams is to use the public search 
engines which offer a mean to classify the websites [22]. 
The principle of this technique is to analyze 
automatically the contents of the pages referred by the 
links sent in the messages likely to be spams. The 
analysis starts by using the public search engines such as 
Yahoo and Google. A comparison then with the user 
interest can judge the convenience of the message with 
the requests of the user. If the search engines do not label 
the referred pages, a later step consists to analyze 
contents of the pages by traditional Bayes’s classifier. 
Initial classification by the search engines is also used to 
enrich the sample of the bayesian classifier. This makes 
the model more dynamic. The main drawback of this 
approach is that to judge whether a mail is legitimate or 
not its important use of the band-width. 

In [22], the author reports a false positive rate of 
0.0032% on a sample of 1191 legitimate emails and 493 
spams. 
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Table 2: Operation represented in the tree. 

8 Technique of genetic programming 
In the design of a bayesian filter, the characteristic 

vector may include the frequencies of some words [45] 
generally selected by human experts. In fact, this 
construction is sometimes decisive in the   performances 
of the filter. In [20], Hooman proposes a method to build 
automatically the bayesian filter. This method is based on 
the genetic programming. Thus, the frequency of a word 
’ buy ’ for example ’ 60’ % in an E-mail can argument 
the classification of the message as unsolicited. As 
genetic programming suggested by Koza 
[25][26][24][27][1], the filter is represented by a 
syntactic tree where nodes are :  

• numbers that represent the frequencies 
• operations on numbers 
• words 
• operations on words 
 
see Table 2. 

A syntactic tree of a filter should be built according to a 
precise syntax. Syntactic rules then can be used to check 
the correctness of the tree by checking whether we are 
able to reduce the tree to some number. Figure 5 gives an 
example of a tree of a filter. Artificial genetic approaches 
use functions that evaluate the fitness of a population to 
some criteria. This is also the case of the approach being 
explained. 

 
Figure 5: An example of a tree of a bayesian classifier. 
 
The fitness function is then defined as follows: 

 
 

 
Where 
ai � {0, 100} Is the correct classification of the message 
mi 
0  ≤ vi ≤ 100 the classification of mi returned by the 
filter. 
mS The number of spams. 
mL The number of legitimate E-mails. 
S(mi) returns 1 if mi is a unsolicited and 0 otherwise L(mi) 
returns 1 if mi is legitimate and 0 otherwise 
Figure 6 gives an example of cross-over. According to 
the author of this approach, the experimental results 
reported in [20] shows an effectiveness close to those of 
a bayesian classifier manually built 

 

9 Technique of Artificial Immune 
System 

The almost obvious similarities between spams and 
computer viruses let think that the traditional and new 
techniques of anti-viruses can be applied to fight spams. 
One of these techniques is computer immune systems 
[36][52][48]. In [37] Terri Oda and Tony White suggest 
to design an anti-spams filter based on the generation of 
artificial lymphocytes using gene database. Genes are 
regular expressions which represent mini-languages 
likely to contain keywords that are usually checked in 
spams. The use of the regular expressions aims according 
to the author at increasing the accuracy as well as the 
general information hold in the detecting lymphocytes. 
The generation of lymphocytes is based on a training 
sample. The lifespan of these lymphocytes can be tuned 
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in order to ensure the system dynamicity. This technique 
represents only an attempt to assist the classical 
techniques already proved. Membranar proteins of 
biological cells allow a deterministic way to check 
whether a cell is self or not. It remains too difficult to 
find efficient discrimination between viruses and 
legitimate objects of computer systems as well as 
between spams and legitimate Emails 

10 Conclusion 
It is now well known that no technique can be 

claimed alone to be the ideal solution with 0% false 
positive and 0% false negative. Currently used antispam 
systems couples several machine learning techniques for 
content classification. Spamassassin uses the genetic 
programming to generate its bayesian classifier for each 
release. Text classification techniques, such as bayesian 
classifiers and neural networks offer a good theoretical 
and practical background to fight the problem of spams. 
However, two disadvantages are opposed to such 
relatively simple approaches. First, the definition of 
unsolicited E-mails varies from one to another. A 

generalized classification can penalize some users 
interested by some products advertised electronically. 
The second disadvantage is that a mail can be other thing 
than simple text. Take the example of the multimedia 
messages (images, voice-email, and movies). If methods 
of text classification are allowed to wander the text of 
each message, wandering tens of thousands of images or 
movies to classify them is surely not a practical solution. 
A solution of the first problem is to base classification on 
user profiles rather than impose characteristic vectors 
issued from perceptions other than those of the users. 
More general solution would be an hierarchical filter. In 
each node of the hierarchical tree the filter should block 
all E-mails which seem to be unsolicited from the users 
of all its sub-trees. Regarding the second disadvantage, 
the methods of classifications of multimedia documents 
exist [40][6][29] but their time and space complexities 
remain far from the requirements of a real time 
computation. Recently, new approches which count links 
of spam have been also investigating [4][5] Fighting 
spams is series of chess parts between industrial

 
Figure 6: Example of a cross between two trees 

 
and researchers in one side and spammers in the other 
side. Until the day the latter will decide to do not play 
any more, researchers will abstain from shouting victory, 
just like industrials and researchers of the anti-viruses. 
Spams may be a misfortune for simple users, but it seems 
to be a new big market for information technology 
industrials. 
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