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Abstract e a

. We describé the motivation and overall organization of the OWL language for
- knowledge representation. OWL consists. of a memory of. concepts in terms of which all
. English phrases and ait knowledge of an application domain are represented, a theory of
English grammar which tells how _to map- English phrases into concepts, a parser to
perform that mapping for individual sentences, and an interpreter to carry out procedures
ich are written in the same representationial formalism, The system has been applied to

the study of interactive dialogs, explanations of its own reasoning, and question answering.

-
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An Overview of OWL C ] o

1. Overview and Moti;fation

.
~ -

. ) ! -

We have undertaken the design and implementation of a new camputer language

)

for knowledge representation, called OWL.. We have become congince& that recent progress

in Linguistics and in Artificial Intelligence (Al) now suggests a set of principles which are
. B .. Q. '

worth implementing as part of a programming language to make them uniformly accessible

for our furthér work.

L ' \.

) For a computer program-as for 3 person-it is more ej]‘ccttve to.know héw todo  ®

sometAing than to be able to figure it out. The Al field has made important progress under

.. P .
‘ -an opposite set of assumptions: thatall knowledge of thiﬂyn should be expressed in
proposltlooal form and that'a program’s actions should be directed by a ger;eral-purpose
problem 'solyer 'operaiing orl proposittons represent;ng the app‘licailon wor{ql. Such a

’
g problem solver would always figure out what to do next based on the state of the world
“ ¢ . . ! ) K h! .
and- its set of general principles. At the same time, most programs which have been used

for their ability to perform in an ap};llcarlon domain rather than for their pédagoglc clarity.

have used a very different form of organizatlon the knowfedgexof how to perform the
_ task was implicitly built into the steps-of the program Of course, such an organization is~ R B

1,
generally accompanied by inflexibmty, difficulty of exténsion, incomprehensibility-and

unpro\?’afwillt'y of the orograrr;, and many other ills. If, howéver, we vould express the )
description of the procedural knowledge™of ;the program in the same formahs’m‘ as i\ts
T declarative knowledge. of the domain of application, then both would be equally accessible. )

. » . ' . ~
v -t
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.2 e "t An Overview of OWL : ‘ =y,
) N
A his is’ precisely what is done in OWL--the program is just- another aspect of the

a

descrlptlon of the application world, and knowledge of how to solve specific problems of

that world can be explicitly .embed;lé : in the clesz:rlptlon. _ -

-

We hdpe toren English as the basis for our knowledge representation formalish.

" The greatest attractlon of this“approach is that it almost trlv’ially satisfigs our need for

-

'expresslve power. After all, native speakers of Engllsh can usudlly communicate . tltelr,\ '

. Ca ., ' ’

knowledge of any oomaln of interest in En llshI erha s au mented by s eclahzed
g '3 pernaps aug Y P

5 ¥

notatigns and vocabulanes particular to the domain. Because we éhoose a oomputer

representatxon which 1, deslgned to be similar to the"natural Tanguage employed by a

-

oomputer-naive use;'of one of our programs, we expect that the: translation process from

Vi .

- English sentencgs to our internal struttures will be stralghtforward On\ngsuccee& in

translating the Engiish phrase into our internal representatlon, that will allow of OWL's

v -

activities, including unfferstznding the sentence in semantic ‘detail, redolving references,

mapping the sentence onto some tapability of the system fo‘r.acquirjn'g new knowledge or

answering on the basis of old, etc.! to make use of the same representational formalism.
. ) ‘ l.

. Thls, in turn, wiil “help us to make the complete operatlon of the program accesslble for

4

explanatlon to, and modification by, someorie who may well understand the domain of 1

\ ' -
appllcatlon but not our oomputer tecnnology : : d
i S

l'We limit ourselves to lelt hem\sphere knowledge, wlnch -does not include vuual skills or
> manipulative, skille where local’ muscle/nerve training is an essential component, Thus, our domains
aré restricted to reasoning tasks where. the neécssary data” about a problem can be acquired
verbally; e.g.,smedxcal diagnosis and- ireatment of the pe"/hxch could be done by consultatxdn bver

critical ekill), automatic program writing, question nswering. e
. . . . L) . . o ’
. » %S ’ °
'd M ' ‘\"
i R
= . >
. B . ,
« ¢ Y . ? M
1
L4 rl
. A ¢ ‘
* R - * - v
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. R ’ e ‘ "
Arguments for” English as a programming language have been. made since the

. N . iy b

¥ ’ . Y L
early 1960’s, yet it has not been universally acclaimed as-desitable. . The principal ob jections

to basing a programming language on English (or any n‘atural'l_anguage) center on the
innate ambiguity of natural Ianguage ‘and its lack of conciseness when contrasted with
special mathematlcal notations. The second problem is rapldli resolved if we extend our

[l
def inition of natural language o allow the incorporation of new notﬁtions After all, the

natural language of a physics }ext is hardly the Iiterary English of the day. The f irst

problem has both a tr«ivial and a difficult component pure syntactic ambiguity, as created

by the existence of homonyms for instancs, is simpl" controllable whereas gmbiguity arising

. ) ‘ o S
It. Our response is simply that we wish to begin by representing precisely what one

. fl‘mx‘:he fact that what one (Iiterally) says is not what one actually meens is, of cours<\e,
ff

di

nys, and ve will allow the determinatjon of the meaning of each u‘tterance to be part of the:,

< . L

* - problem that the System Is to so]ve. ' -t

- During the past few years, we ha've implemented the following components of a

4

complete system based generally on the above ideas:

A Ltng'uisttc Memory System (LMS) [Hawkinson 1975], which is a memory data .

"+ .-base) of concepts in which all knowledge in OWL resides. LMS. can be -
viewed as a semantic network, with a somewhat unusual intel'pretation of . its

, nodes and arcs. ,

A theory of English grammar which specif ies how any utteraﬁc@of English can ,
be represented, in_terms of LMS concepts. " s X

A skeletal world ‘model, organized as'a taxdnomy of concepjs, :md intin'lately
related to the theory of English grammar. - "

An-augjented transition network parser to translate English ‘utterances into their

. OWL representations. - ' .

A generator to perform the inverse transformation tothe parser. . .

An interpreter which carries out procédures represented in the OWL f ormalism

Ar& explainer which provides English explanatlons (via the generator) of

Y

. -
e . C . AU o

g
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%y

»’ o -

procedures andjata dependencies known. to the interpreter as well as results .
of prévious executions of those procedures.

' !

These components are at dif.f _ering stagti of development. We are pursuing"a t')readth{f irst
ot v ¢

approach to implementation, where we  tryto have some version of each of these-

co'mponen.ts before trying to have the "ultimately” correct version of any of them. |
2 oo T

~ * »

In terms. of the‘ above components, we *have- been 'building the foiiowing

programs .

J . < . .

Programwriter, which takes a declarative specification of simple programs which
need to be written and désigns, optimizes, and codes them. The scope of its
capabilities includes programs to maintain bhnk balances and ‘sell tickets f or
scheduled events (Long 19771 |

Susie Software, which is another automatic programmer, for writing manipulation
- programs for. the blocks world. It is a research en/lronment,for developing
a discourse model which lets Susie engage the user in a dialog concemiﬁg
the program it is trying to write [Brown 1977]. .

_Proctor, a program which helps a business manager to design a procurement
system. It is an "unstructured” questionnaire which provides a framewgrk

for 3 manager to think about his system requirements [Bosy j 19761

A Digita?is Therapy. Advisor, which makes clinical judgmeris about the condi;ion

¥ 1 of a patient who is recetving the drug digitalis, makes further therapeutic
. recommendations, and can intgractively explain its reasoning steps to the user

. [Swartout 19771 . .
A question answering system for a relatively simple data base. . /

/ -

e * H .' =~

We will give an overview /o"f LMS, the theory of grammar, and fthe interpreter,

¢+

/ » f - -
and discuss other modules as they relate to those central components. ] s J .

=~ . . . . .
. . . .
R . A * v
. - =

i
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" ‘ Il._The Linguistic Memory System o . '
LG .2 B oo ~L ) A

.
. v - 2 . .

The OWL ’LMS is a. samantic network wlth a slngle primary data type the

conccpt and a seoondary data type, the *'ymbol Symbois are merely strings of characters

€ a

Which deno‘te senses of Engﬂsh words and afflxes and have no innate signif icance.

4

Concepts cepresent the mea{tings of all words phrases, clauses, senteqces, etc. of Engllsh ‘as .

o

well ‘as any needed non-lingulstic entitle\. It is very important to note that. whereas In a\

-
- v, R

traditional semantic network each node of the network represents a single word or item, in

\
-

LMS each node represents any of the htgher-level ‘constructions mentioned above. Thus, .

where a typical semantlc net would identify the meanlng of a sentence as some subnet of
\ - :
the ‘whoie-networlt.‘_ LMS idenﬂ{ ies it.as a single node of the network. - o
P . ’ . s ! ¢ ’ . ) .
. — .. \ N , .
. fo e s . . : . . _: ‘. s,
ILA_The Egsentisl Structure of Concepts

. .
. .
. .
..
. .
’
. : \J
— . e
s - 0 . ~ ~ N l, -

- ~>
- . -

' Goncepts the nodes of LMS have struofure In far.t, we will concentrate on the ’

essential structure’of a concept as the prtmaﬁorg_antzatlonal f acillty of LMS ) : B

. : e N - v
® . . v, . . d
Everf concept is def ined by & pair, (genus specializer), the éssence of that concept. -
. v” - - ) .
The genus is another concept,-and the Specializer is either a concept or.a.symbol. The - ’
i .
L3

g_enus specifies the general type of the concept; if the ‘g‘enuﬁs of concept Cis B (ie, if

')

R X =
C.= (B specializer)), then we imply that C is-a B, or Lls a kind of B.2 Cis called a.

- [ T e
¢ ’

.. ~ e

-, e ee e ... e ...

. 2 The general implication of is-a orisa kind of (AKO) links is that somethmg (propertrec,
features, place of clmthcatrorr, ways to treat, etc.) is inherited by C from B. We will define this
more precisely later, , ) - . . : '
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expression of concep,ts in terms o themselyes or each other (with the above exception for

kY
I}

6 . - . ¢ - AnOvtrvtew of OWL .. - ‘

Jpcctaltiatton of B a,nci B1s cailed'- ¥ generalization .of C. The speciaiizer serves to

distingui$h this concept fr rom all other concepts with the same genus it does not by itself
def ine the concept3 The genus ; and ihe spfcializer togetheru identify a ooncept. '

~

We\qt tQ interpret all the concepts in LMS as forr:niné a single .taxonomy‘ or »

' tree-like classification system in whi.ch"t'he genus points "up" in the taxonomy To do so, we,

~
must desknate a,single concept, SUMMUM-GENUS, whose genus is itself, That condition makes

SUPHUM GENUS the root of the tree. Further, we insist’ that no foops may oscur in the

» Y, “

SUMMUM-GENUS). Then, all concepts will form a'tree structured classification: starting from

.any concept in the conceptual mernory and sUccessivelj'moving to its genus will always lead

N ’ o

to the root concept SUMMUM-GENUS in a finite numibet of steps. 'That number will be called

the genust depth of the concept. We also introduce a”notational convenience. So far, we

_have only allowed a concept to be written is-(genw spectalizer). But clearly, the depth of

) parenthesization for writing an}concépt will be at ie'g?t its ge’nus c\iepth and this is terribly

. 4

inconvenientr-’i’h‘ﬂf we allow equtvalence dec?arauans, such as K= (8 f)ﬂvhlctu\llgvs any '

appearance oi‘ Ato stand for an appearance of (B C). Ads: called the label of (8 C).

4 - ~ , .

, - -

The notion of derlvattve subclassification [Hawkinson 1975} complicates this- "’

i)

‘

the specializérs themselves are ciassif ied in the conceptual memory. Fou,-xample, if in thg'
. ” N }‘ * . o -

s s -7
- N e we . w. ... ew e t ~

3 For example, we may represent "dog house” as (HOUSE DOG) and "dog utl" as ‘(TAIL UOG), and _

.although botk _\c:ncepu are speclahzed by DOG, they aro clearly dxfferent.

. .
~ N . d
.
1 D y ‘
- . ' g
. ‘ . . .
s . .

&
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taxonomy both DOG and PIG have genus ANIMAL, then we classify (TAIL DOG) and (TAIL PIG)

under (TAIL ANIMAL). The generalizer of a concept (A 8) is the most specific specialization

of A whose specializer is a genenllutlon of 8, or, if there are none of xhese, just A ltself A

N o, The genus of a concept is thus always'either its generalizer or the generalizer of its>
e Ve

s generalizer, etc. Hy movlng along the sucoesslve generalizers from any concept, we must

vt

< ,ﬁlnally reach SMH-GENUS apd the number of steps ‘required is called the generalizer depth |

-
~

af the coricept. ‘ X ' T
> ‘ . ’ ) ‘ : '
" We have now described some of the essential structure of each concept, thus each

. nhode, of a ooc;wpmal memory. Before we turn to a;gulng for the utility of this stnicture to * -
"rep’resent knowiedge, let‘us see what the essential structuk of the nodes already implies for

- _the sfmanuc network as a whole. In our current implemmtatlan, every ooncepc is directly

. Ilnked to its generalizer and speclalizer. Every concept iy not, however, linked directly to its
N : genus, since the genus can mlly be oomputed fron\generallzer and speclallzer links. A

- . typlczl. but very'small, conceptual memory taxonomy is shown in Flgure 1

- >
-

\ﬂ.ﬂ Attachment ° ) e

- ‘
RN .
- 8
.
.

. . . 5

In the pLevlous sectlon, we presented the essentlal structure of a concept in LMS
.- !

-~ L3 b

N The act of cratlng a new nbde-{ LMS is called specialization, and we say that we . .7/
' , . : . . " - %

. .
L] . " . . ’

4 An mtermedmo concept in" the uxonomy, such as ( TAIL ANIMAL) in our example, is '

sutomatically cmted by LMS whenever more than one concept may o classified under it. Thus,
. . the generalizer of & concept, and hence the number of times that we need to move from a concept
Lo its genenlu.et in order to reach its genus, will.depend dynamxally on what other concepts are in
tlne tazonomy. . . ) * . .

‘
. .
. '
LA B . .
[ - * ’ ‘ - .
- . . .
.
.

1

. * . . N .
. . . - . v
K Q ' L 11) . . . a N
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_ Figure 1: ~A Sample Conceptual Memory Taxonomy S
4 7 . . " .

This figure shows the classification of some of the concepts used in. this paper into a small’
conceptual memory J;onomy. The taxonomy is a tree whiclf is shown in the figure by successively . -
indenting branches, as-in an- odtline. Note that derivative subclassification causes the subtree.. .
undbr TAIL to be organized-in-a-similar way to the subtree under COUNT-NOUN This sample is of
course very small and sparse; the taxonomy we cummly use has nurly three thousand coneeyu

and & correspondingly more eo(nplox ornmuuon. , ‘. T R,
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' oonvenlent to lntroduee an eplstenwloglqlly dlstlnct mta-level representation. For example;

i the conoept ¢ enicodes the sentence "John Smlth isa good man® and we wish to representn

" man is true” beause now the question of D’s truth is open l‘or discussion.5 ~ We retreat to a

N
.

[ . ( M : . -
' “C U AnOveriew of OWL” L 9

. -
.
4 ,-

" specialize a'genus, 6, by'a specializer, s, to form.the concept {6 S). As we shall argue, any

phrue of English cerlibe eumbly encoded s a’single concept (though of ~t':ourse ‘it may bea

very complex one)( When we wlsh to rmon wlth a concept, however, we wlll\flnd it

b

G"\—
- g7 =

“our belief\th’at Cis true, we cannot merely encode with- D that "I'hat john S,mlth is a good "

|3~

’ /
formel meta-level to make statemenls about elements of our universe of discourse whith are

to be taken at face value rather than be sub ject to interpretation. With such an ability for

meta- level description, we see thab if c le marked as TRUE at the mece-level. then that is a

;trpnger etatement than O, From the former, the Interpreter may conclude (f’ truth '

/

'\%
aheolutely while from the latter, only oondltlonally on D’s truth. . \

A . .
‘1‘.The act of _attaclaw creates i‘i directed lnk in LMS between two nodes. We
&ﬁtﬂA 8] and sa; that B is attached to A -‘Unlike speclallutlon\, attachment creates no new

-

‘oont:epts. It merely establlshes an (unlabelled) link from Ato B The meaning of that .

‘ connectlon will depend completely on what Aand B are and on whatever'is lnterpreting the

- connection. We give a few illustratlve,examplesofattachment here. - R

wie

Al concepts B whose generalizers are the concept A are automatically attached to A
- and-are called its indexed branches because they are classified directly under
j Ain the fpeciallzatlon taxonomy. T i

--------------------

s It is- ‘not merely the re«preeenmlon of truth- thet is at issue here. X eumler tmtmem. is -

necessary for supposition, hypothesis, "possible futures,” and in fact all the fundamental knowledze

- on the basis of which OWL operates. Of course the effect of the meta-level statements that we

allow could elternetively be introduwgl by suitable convenuone Jor the Interpreter For example,
we could adapt the convention that any statement about which n6 quelif’ynnz information is Known

is true. We prefer, hq,wever. to make nch a convention part of the lnterpreter and not part of the - .

semantics of LMS. - “ e
¥ \ M " ( ” . .

. . . ':"‘< 13
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AR Some cuncepts (C A) are, attached to the concept A ancf are called its indexed

é L aspects. For example (AGE=80HN) may be attached to JOHN and encodes JOiN's , .

AGE z3pect. . . \
. . : (2 . . ! 4 ¢
'NotNhat both of the above forms of attachment are easily recognizable because the

. of the attached ooncept. They derivt from the essential structure of concepts and serve

" much the same pufpose for the oonceptual* memory as do index entries in a book’s index.
These attachménts do not really bear lnformation; they are established when the taxonomy

is buiit and are .not sub ject to Interpretation or change Thus, the use of attachment, a

~

L , meta- Ievel operauon, is appropriate

Values may be speclfied by attachment eg. G{AGE JOHN) 43]. . AR
Attributes or descriptors may aiso be attached:‘eg., [JOHN HIDDLE-ASED].

- . [(ASE JOHi) (EQUAL (TO (AGE MARY)))]
.Characterizations may also be specified by attachment: e,g.. [IOHN PROFESSOR]

'f‘hls seoond set exemplifles storage of information (f"acts in rhe object domain), yet we are
. 1 7 \ K . .
representing such information at the meta level. This is because we intend that reasoning

be based on thess facts without further verification. We are willing to guarantee their

truth in this domalin or application. - C < cL.

» ili. ng Engilgh Phrases ars Iiéhreianted as Concgpts

! >

-

- r N

- . \ 3
.through specialization provices a2 mechanism capable of representing English phrases. ‘We

concept to which attachment is made appears as the generalizer or spedallzer respectively.‘

It this seccicﬁ, we shaii first argue lnformall} that the combination of concepts

will then extend our notion of speciallsa'tlon to deal more rigorously with some problems we .

?

encounter. 1 " .
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English and see how they are achieved by combining words and phrases.
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We view English phrases as expressions built up by combination. To explore

.

what forms of combination are necessary, we examine some modes of communicatitn in
. N . ) Y

~

[ .
. 1) Designating. We us2 a conventional“pame for a concept which the listener
1] . v .

nuy be assumed to know. In its slmpie.st form, the conventional name is a word of English\
eg. apple, which we represent in OWL by APPLE = (FRUlT "APPLE") S But we fieed many

more conventional names than we have words in our langu‘age So, we- permit the

¢ - . LR {

-

= formtion of conventional names as combinations (pairs). One member of the pair

-

h)

indicates the class of the concept, the  other provides a distln;guuhl'ng, or specializing,

' : . . .\’"-'.\“ . . ] ’ -.’,.‘ . o
ehmen! to make the pair unique. For exarple, "apple tree”.is a conventional name formed >

‘-

'by specializatior. In LMS, we represent it as (TREE APPLE). Note that no strong distinetion

’

 yard”, (((TREE APPLE) THE) (tn (R0 W))).7  The difference between identifying and

>

[

is made between conventionat names that ‘are compound ‘Wwords afd those that are phrases .

in English. Compare "fire hydrant,” (oRa mé). and 'flrannn'. (MAN FIRE).
. ' o t

. P &

2) ldenmying. We ldentify an. unnamed concept, l;jqunblnlng its class and

me(mtrlcting) modifiers. ‘For example tall tree,” (TREE TALL) and “the apple tree in my-

8 "ARPLE" is the LMS notation for the symbol apple The concept (FRU!T‘ "APPLE") is LMS's

* notation for the English conoept apple. SRR

o
\ hp

7 Some linguists might foel that this phrqso should havo a dlfferent stmcture, such eas.

(((TREE APPLE) (IN (YARD HY))) THE). We do not claim to have the final answer tg all such
structural questions, but our lonnllilm allows us to capitalize on whatever insights linguists. may

have. Where structnm are in dispute, we have chocen what esoms b«tfto us. ~ T
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'deslgnating is often sllght In deslg’&"atlng, We assume that the hearer almdy knows he

I o A

concept. whems in identif ylng‘ we ask hlm to come to know it from what he knows of &
' components and whatever else we may later tell fuim, Thus, a shoe tree,” whlch we migh

) (gnitially accept-as an ldentif ying compound without a conventional dglgnation, maz 0
- M - . ' \ ) R ¥
, to designate a concept if shoe trees become a popuilar consumer item. Just as compound

WO develop from conventional names that are.phrases,” the latter develop frocfp
L " ' ' :
identifying phrases.

3) §pecifying a grammatical or interpretive aspect. Chiefix by word: -

‘o :’iﬁ}. *
afftxes, English marks phrases and giv\[ua to thelr use in forming sentenoes and to °
tbeis proper interpremtion. For exagwple, for 'books, (BOOK‘!-S). the -S is a grammatlul

" marking for plural on the base concept 800K. In “hitting,” (HIT -1M6), and “to jump, (Jlll’ ‘

T0), the lﬂG and To play a similar role. This form of mark;;\ called ’tryuctton. ln LMSs,

inflection is exprused by specializing the ooncept to be inflected by tbe affix (mother

i
® s

marker)

-~
[

- 4) Specifyinﬁ ) semantic aspect. We also represen? semantic aspects by
spedallzati_on. For example, “size of apple, (SIZE APPLE). \ . i %n; % a

:;%3,,

-

- 5) Predication. When we want to say something about an object or action in a
factual or hypothetical contekt, we use predication. - jeipersen (1933] calls this mexus: /\

If we compare the red door and-the barking dog, on the one hand (junction) and on
the other the door is red and the dog barks or the dog is barking (nexus), we find that .
the former ‘kind is more rigid or stiff, and the latter more pliable; There is, as it were,
mora life in it. A junction is hke & picture, a nexus is like a drama or process; Ina
nexus something new is §dded to the conception contained ip the primary: the difference
between that and a junction is seen clearly by comparing, ¢..

.

-

16
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The blue dress 'is the old&g. \ C
The oldest dress iz blue. ) -

-+ . . Adancing woman charms. ~ ) ‘
*A charming woman dances: &
] S S
' .

In our terms, a junctl;)n identifies or deslgnites. A nexus, or predication, makes a’statement

3

_and depends on'lr;terpretatlon for its meaning. - ’

“

N i
In LMS we Introduge a new notation to expresg predication: subject / prcdtam

Y

For example. ]upersens ‘sentence  “the oMest dress i3 blue” becomes

.
&

((pRESS«OLDSST) THE) '/\ BLUE. !-'or unlformlty of representation and implementational -

L)

convenience, hoWever. we wm lmplement predlatlon in LMS uslng specialization by

g, will be implemented as’

.

T~

" 6) ltomiz.tlon. To specify a_ group of thlnga related in some ;imph way.
itemize them. Particular types of itemization aré:-sequences, conjunctlom, dlsjunct‘ms. :

sums, pmducts, contras¥ng pairs, etc. . Fot example “red, white and blue, "3:549," and_

-

lngutloutput are all itemizations LMS lntroc_iuoes an external notation for such
itemizations but implements them by a cdnvéntlonal use of specla'llzatloti and attachment.

The details are unimportant and wm not be purwed here. We should add, however; that.
; S

we feel the notion of sequcnce to be fundamentzl st -

J N
2 . '

.0 Namin; This lqportgnt mechanism of English will play'a ma jor role in our

representation formalisni. Laﬁguage.often uses context to say concisely what ‘might

~ N
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W

- name t \Qole: GENERAL for (OFF ICER GENERALY, CAPITAL for (LETTER CAPITALY; and EMPTY
A\ ¢ . .

R}

; o - .
for, CONTA!NE?t EHPTY) In each of thes¢ cases, the specializer in context names the whole

cept. We shall encounter more general uses of naming below.. SN

" II.B_Kinds of Specialization,
. T 4

»

&

f " Owr treatment of speclalizatldn‘ai-outllned abovg is lnadequatt>for some subtler ,
issua of representation A%though w&we identified several uses of compound formation
ln Engltsh oommurﬂmtion we have represented them ali by the same specialiution
operation We form, in a completely similar manner, oompound phtases llkeﬁe dog,” ( 006
c - THE THE), - sheep dog,” (oos SHEEP), sinall dog,” (Ooe ‘SHALL), and dog in the yard,”

. (poG (IN (YARD THE))). For these examples, no problems arise because we can’ reapture

from the specializer itself what kind of .compound we have formed. But that will not
~ generally. be the ase, as we shall see below. In this section, we introduce ;even distlnct

kinds of spedzuzatiqn to enrich our representation scheme.

e

: The Englm] phrase "fat man” is ambiguous. In its common meaning, it s't:tndsv '

" _fora ﬁan'nho is overweight to some tlegree. The same phrase. however. also describes a
’ .“ ) . [ prof‘ésslonal circus performer of great glrth ‘with whom we assoclate charar:terlstic forms of
L “. . dress, behavior, etc. In ‘terms of the modes of communication fisted above, we are either

I3

: L
' L) designating the clrcus performer br"hk oonventhnal name or (2) identifying the man
\ ‘\
, ;«\ x '
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A -~

who Is overweight by his genus and a distinguishing characteristic® OWL is unique in
1

.that we make a procedﬁral distinction between these two senses of "fat man." In .the. first

, N s .
case, "fat” is combined with "man” to identify a pattern in memory, and then that pattern is

used to find the ireferent. In the second case, "man” alone i; used to find a pattern in
memo:y; and then iteum.which match this pattern are further checked to see .if the)’! pass
t!j;vqpattem designated by "fat” We ;ould im”agihb“a skinny fat man only in the first s'ense. (
a.,s‘référring to the circus performer. But our representational schere, as presented so far,
offers only (MAN FAT) for “fat 4n:an," and fails ‘%o distinéuish the two senses we have

discussed.

4

°

To preserve the desired distinction between these’ readings of "fat man,” we will '
3 . . . / ‘ ‘
(_-mark every specialization with its meta-type, which indicates the relation between the

e, N

concept and its genhu&?_, We will represent qﬁr overweight man by a restrictive®

’

- specialization, (Hﬂgxg FAT). _A restriction {A*R B) may always be paraphrased as "an A

-

which is 8," eg., "a man who is fat,” and a restriction always represents a concept which is a
kind of its genu; with the additional attribute which is its specializer. Note that a tall fat
» A .

man, ((MANR FAT)xR TALL) is not the same as a fat tall man, ((MANsR TALL)aR FAT), elther
- . - t ‘

LIS
A .

.“] ' L ' o -

-~ ey

in real life o;‘in conceptual memory. ‘In a stereotype, (AxT 8), the specializer has somte i:!ose\

8 In lpoken lanznuo, the compound representing tlfh convéntaoml name is spoken almost as‘if it -

., were the eompound word “fatman.”" This ndduloml clue u not anllable %o us via.written
language. ' .

¥ We are introducing & minér inconsistency here, hecause we change the m&uﬁg of ge-u
somewhat. By the rules of LMS, the genus of the concept (AxR B) is AxR, yot we mll nfer here te -
A, the concept’s linguistic genus, as its genus. .

!
.
.

<

©

LS
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’! relation to tho genus but is not necessarily a property of it. Consider not Just our circus’

performer, (MAN*T FAT), but also (HYURANT:T FlRE), where the relation between “fire” and

"hydr;\nt isa compiax one: "a hydrant which.is a source of water with’ which one can put

_out a fire” . '

The se\fen OWL meta-types and their notational suffixes are:

xR restriction - "~ A aspect
xT  stereotype . *X  inflection
xS  species | aP  partitive

*1 instance
o

. (AxS B) represents a subspccies of A,\‘where B is often just a symbol This‘
QA\ \' ‘,‘

represents a Linnaean classification system in« which we assume that: different subspecies of
m@} A form mutuail)s exclusive categories This is a powerful tool for qa(base surchv

repments an instance of A Instances, as species, are mutually exclusive] We “thus .
provide a distinction between classes and individuais by distinguishing insunces from .,

W
P
3 K . ~

'spe“cie& : ‘ . ‘ i

AN aspect speciaiization (CnA B) is:a. kind of its genus ¢, which is closely

associated with its specializer 8. For example, height of john, (HEIGHT=A Jomt) and ¢ .

" John's Ieg} (LEG*A JOHN). Aspecu aso play(the trzditional -role of programming language.

variables. For example, if we have a recipe for pancakes which caks for one egg, that egg

. v
. >

will be reprgsefited by (EGGxA (RECIPEXT PANCAKE)). -~ = =

7
2
/

10 Some systems further divide instances intohanifoitati;m: egy "t'he‘.youn'g Churchill.”™ wo
would handle this as (CHURC?HLUR YOUNG), where CHURCHILL = {MANx] "CHURCHILI!.;' ). ot

r

2




*

* complete treatment will be found in [Martin 1977].

. LN
’ . « 4
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An inﬂoctton, (Akx B), is used to specify a grammatical or interpretive aspect. I

has the unusual behavlor that it inherits properties not ‘only from its genus. as all othe?’

specialization types cgg but also from its specializer.” In fact, properties inherited from the

“ speciaiizer override any inherited from the genus: Fhr ex?r‘npie "books,” (aoomx -S). is

plural even though eoox is singular, because -$ carries the plural property.
N \

° . N P

. The fartitivc, f(AtW‘B). is like a semantic ‘ersion of inflection. The partitive

. " inherits propert‘ies from both its genus and speciaiize\ where context determines the

appropriate interprétation Thus, one may first open and tlzen ut a can of beans. f irst

openiﬁg the can and then eating thebeans. -~ * N - L
N A\
\

The above is a short sketch of ‘our approach “to.representation. )\ much more

Rt .
. ) i > - et £ .
c~ ‘ ‘ VA ¢
I.C Parsing - .o .

To translate from Strings of English | words to their representation. we use an

augmented transition network parser based on [Woods 19701’“The OWL parger uses* no

!

- /"\
n every arc is an OWL concegt which must

registers but maintains a constituent stacklof concepts with each phrase r which .a |

transition network ('I'N) is being followed

be matched for that transition to apply and a set of combining functions wh?ch manipulate

3 -

-~
1

the matching concept and constituentjtack

it is the task of the combining functions to oomeose OWL con‘cepts-representing

A

R4
\¥
.

*e

)
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R Y
3 v

e o parts of a phrase lnto the conccpt representlng the whole phrasc The role of the TN is to -
— ', g 8 L b [ 2
s < lnvoke the mmblnlng functlons ln the approprlate sequéhce The parscr opmtu

Q
- nondetemlnls.tlcally (via backtracklng) Failure leadlng o backup may occur either because

ey - the input string fails to-meet WOrd-order constralnt& (i€, no match can be found for an‘y arc
. . . , . e .

; kil ‘. 'frnm a non-te;rnlr'nal node of a TN) or‘ bgcaixtea g:ombinjné g‘unctl@ rejecis a proM ’
‘ Bhra‘se.. The conceptual memory coritains (expr:eﬁss;dﬁ w;_a"atta‘ch_n;ent) strictly enforced

\ constraints on case slots of all gfaminaticalftoncests. Using these constra';_nts. tne ec::mbinjng
CL "_ functions control all composltlonsa such as‘ad jectlv(aliand ;dvergl modification ‘;’and case

- N assignment for verb phrases The word-order constraints of t

< fogmation constraints im the conceptual memqry (as they are used by the combining’ -

functions) thus express our grammar.  -* - . 'c?’ ’ -~

. - .
( _ P -,
s

JTN's )plus the concept-

. -
°

Y : Two mechanisms, of special interest should be mentioned: the use of namlng to

- 4 e, R

.. postpone the introductlon of ambiguity, and blddlhg Because many En;glish words and <

phrases have alternate interpretations in LMS (eg. our “fat man ;xample) if we were to -

split our computation nondeterministically every time alternative lnterpretations of a phrase e

» '

|

|

.. - N ' . : ' . L . . ‘
were available, we would spend a ‘ot of processing ef}on_’t carrying all those dnterpretations 1

’ |

1

t \along untit all but one could be eliminated. Further, if Amore':thanl olne' interpretation
. “ [y . 1

N

: ) ! K . . .
e (‘ - Succeeded and the sentence pafsed ambiguously, we would have a difficult task localizing
. - . , ..

. the cause of thé ambigujty. To avoid these problems, we take a "wait and see” approachl!

a:}& try not'to choose th_e-approprlate interpretation iuntll some £urthér’ conttraint forces trat

¢ .
!
Pl

I - . L

. N . o ST . . . \

.
\ N .
A EUNEN LY
SR R
- . B TP -

s . . . » -~ P \
N B . . . PR
. N - - -
@ .
e M N EE , R -
R B . . L Y g
X . . .
= S . ‘e . . : ..
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N . . —_ N - ’

choice. Postponing the choice is accomplished by use of" the naming mechanism introduced
apove. In ‘our “fat man” exampie. we say that conventionally we will form the restriction

(MANAR FAT) as the interpretati&rof the phrase“and we will have in the knovzledge base an
. . ‘
’ indication that (MANR FAT) names (MANT FAT). In this case, the distinction may never have -
é .

to be drawn during parsing. since no grammatiai decisions will depend on it, and it will be

some later step of reasoning in the system tharmaz have to choose the circus performer”

-

+ Interpretation.

. -

In a“typical situation where grammatical distinctions arise early in parsing, -we ‘

L] ° o

take a slightiy different approach i‘rom the previous example. The word "drinks” is either :

the plural of the noun "drink,” as in "We had a few drinks,” or the third person singular of

~*

" the verb “drink,” as in "joe drinks'beer at dtnnertime.. Here, rati{e;;than choosmg one.of

- these as a primary interpretation, we cmte the neutral (DRINK=X -S) and say that it na;nes

)
botl'\ ( DRINK=X PLURALMN) and (DR!NK#X THJRD- PERSON SlNGULAR -VERB). To make this

A -
acheme work every combining function must succeed not only when the concepts given to it

may be directly combined\but also when any concepts named by the given ones may be

combined Matching of concepts on TN arcs is similarly augmented Further rules like the

a

above for drink" generalize, and OWL encodes those generaliutions rather than specific .

\ .maming.mks for u_ch concept}?  __
- . ° . ) ' ‘ . N \
Bidding is another mechanism for deferring a choice among alternatives and
- 7

At
-

-

- ' o~

12 These naming generalizations are called producuvc naming rules. Tliey are applied by the
normal inheritance mecharism of LMS so of course they nuy be ovemdden by more epocrfic

infprmation in any particular case. —_ i )
. . - } ' e e /.
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E _in parslng at a polnt where lt it about to take an arc—mnsltlon for a prepositional phrise N

o

u

avoiding undue nondéterminism. Its application 15 best sen when considering the -
o _ . .

' agtachment of preposltlonal phrases. For exarnple: in "I rode along the highway fn my

llmouslne, We may eliminate “the hlghway in my llmouslne as lmplauslble E nd ‘attach the

prépositional phrase to the predlcate (or predlatlon) By oontrast, in 'I ik e phone’ ln

my llmouslne, the preposltional phrase clearly belongs with "phone.” We cannot always ‘
make such a deflnltlve judgment °I saw the man beslde our house" plam eithef me or the
man beslde the hou;e From further context, the amblgulty may be resolved: ' *As I

approached I saw the man beside qur house.” We tmt this problem by suspending a path

L

untit all ,Nssibte pa{ns leaolng to taklng suqh a transltlon for that §aine phrase are -
identif led Then, a conf llot—resolvlng routine is ¢alled to permit any number of the posslble
interpretatlons to proceed< That routine will, in general, invoke the lnterpreter to try to.
decide which lnterpretatlon(s) ary be&t—'!ts success will depend on the sophistication of *
world knowledge in the oonoeptual memory and onJ.h( existence of appropriate stratcgles
available to the Interpreter to apply that knowledge. A more specific mechanism whlch
similarly addresses the problem of selective modlfler placement is presented in [(Woods
1978} We have not yet made an-y significant use of this bidding strategy. - '

»

V. Reasoning

BN

-

-
-

- We have implemented an initial version of an Intcr[mm for OWL, whlch Is the~

basis of the system's ability to reason. lt is 2 large program with many interesting

-

[y - . : ¥4

.
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-

<capabilities, of which we will ?m describe only the central ones. Sunguroff [1976] describes

LS

]

. the implementation details of the current version, Brown (1977] is concerned with use of the

o

’ Intefpretgr for dialog and the hanéllng of fatlure, Long (1977] gives another view of the .
. i - 1

- ¢

Interpreter's use for automatic p}ognmmlng, and Swartout [1977) discusses the‘Interpretei"s
. . N ° : kg 5

P

hperforms the folbwlng steps: - . o

reoprd,-koq'rlng and .updatiqg' apaﬁlllda and their relation to explaining program

' - . . “}
behavior. o/ . y .

- " . . " :
. )] M ! v ~ s

So far, we have interpreted OWL concepts'as static entities, mere translations of* ‘

3 b - -

En-glish phrases. The systém'; action when given“the sentence "Prescribe an app@rgate

dosage of Digitalis for ‘Mr. Jones" cannot be merely to translate that sentence into its

int¢rnal representation and then stop. “But how s it to know what the procedural meaning

of some sentenoe is? n

N &

Al

If an OWL concept has a METHOD aspect, then it is called a PLAN and 1s sorfething

which the Interp;eter can carry oul. When the Interpreter is called (its argument is the call), .

~
[

N trles to match the call to 2 known plan in the knowledge base. The search
for a matching plan proceeds “upward” from the’ call, so that the _most
specific plan which matches will be selected.!?

2) It checks that any required properties on the cases (varlables) of the plan occur
also on the concepts which will be matched to them. ‘

-.--:.-.'.-.‘.‘ ......... © ¢

13 This is a very important ides. With it, we can embed completely specific plans to solve
any problems which we know_ will arise often and will be crifical to the system’s fmfomance.
We also use it to express plans when their choice is dictated not by a reasoned choice but by
conivention in the wpliutxon area. If a specific plan is unlvmhbla, slightly more genoral
plans will be attempted, and only if all such plans are found mapphcable will the system
resort to some general deductive scherno. We have noted that only when a great majority of
specific plans for a Homain is available. will the system's performanoe be at an expert level.

““Fhis-agrees with our observations that human experts seem to have lar;e yortions of thfeir

-~

ordinary profmlomeehav:or "precompiled” into fxxed routines.

R5
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.
*

- ).‘

9.kt crea“tes a new ibmf to record the initiation of execution of the selected phn. ‘
and binds all the matched variables. : C.
4) If the plan contains a PREREQUISITE aspect, it checks If it is already TRUE and if
) riot, thert it tries to make it true. This subgoal step of course once agaln uses -
- the Interpreter. .
" 5) It carries out the steps of the METHOD, either in p,aralle! or ln sequence, .
whlchever s specifled $.

4 S\ ' - ° ) \
% * ® Ve .

_We'attempt alwajs to use the Interpreter to salve -subpr&ilems of an initial

-

H

_jarobicm 50 that the general matching and monlng esotirces we bulld-uP wlll be available .
at all level.a Eor example, if Xis a prerequisite whtch ls not yet satisfied, we merely Gll the
lnterpreter with the call (GET=T X). Classiul goal-dlrected behavlor can bé achieved by use

'S

of the PRINCIPAL- RESULT case ona p\layﬂch identiffes the teleologial goal of thq plan

’I’hen. if a GET is unable to flnd a’p /hy its upward search of the concept tree, it may

séarch for amatchlng principal result and select the Vplan which prdmises that mult. One
other important aspect of the Interpreter ls that aftér every step of interpretatlon. it RN

\_k
~ \ g2 E

dlspatcha to its next step through the main t0p-level Ioop There, fatlure-handllng and . -

, advice-giving procedures may always be invoked to redirect ghe coursé of compuutlon by - -

o

"backing off" from unproductive lines {if tl;ey an be reoognlu;d).
p .

.
* ‘ . . (4
IR >
2 : / -
N s ., Ak

We are continuing to refine our un_derstandlné of the representation of English
phrases in the formal notation of OWL-and the use of a complex Interpreter which works,
- within that formalism to perform all reasoning tasks which .arise in hngﬁage processing

and various application aréas. ‘ o L “

' ) ~~‘ ‘ o g M @
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