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ABSTRACT Software developers require effective effort estimation models to facilitate project planning.
AlthoughUsman et al. systematically reviewed and synthesized the effort estimationmodels and practices for
Agile Software Development (ASD) in 2014, new evidence may provide new perspectives for researchers
and practitioners. This article presents a systematic literature review that updates the Usman et al. study
from 2014 to 2020 by analyzing the data extracted from 73 new papers. This analysis allowed us to identify
six agile methods: Scrum, Xtreme Programming and four others, in all of which expert-based estimation
methods continue to play an important role. This is particularly the case of Planning Poker, which is
very closely related to the most frequently used size metric (story points) and the way in which software
requirements are specified in ASD. There is also a remarkable trend toward studying techniques based on the
intensive use of data. In this respect, although most of the data originate from single-company datasets, there
is a significant increase in the use of cross-company data. With regard to cost factors, we applied the thematic
analysis method. The use of team and project factors appears to be more frequent than the consideration of
more technical factors, in accordance with agile principles. Finally, although accuracy is still a challenge,
we identified that improvements have been made. On the one hand, an increasing number of papers showed
acceptable accuracy values, although many continued to report inadequate results. On the other, almost 29%
of the papers that reported the accuracy metric used reflected aspects concerning the validation of the models
and 18% reported the effect size when comparing models.

INDEX TERMS Effort estimation, agile methods, agile software development (ASD), systematic literature
review (SLR).

I. INTRODUCTION

The research community has devoted a great deal of attention
to agile software development ever since the publication in
2001 of the Agile Manifesto and its 12 principles.1 How-
ever, the methods and practices that led to what is now
widely known as Agile were being used and studied long
before. The idea behind the formulation of the Manifesto
was to find some common ground and propose an alternative
approach to the software development processes applied in

The associate editor coordinating the review of this manuscript and
approving it for publication was Jenny Mahoney.

1agilemanifesto.org

the previous 40 years [1]. The term Agile is basically used
to refer to a variety of approaches, techniques, methods and
practices that fulfill the values and principles expressed in that
Manifesto [2].

Agile Software Development (ASD) is often presented as
an alternative to more traditional approaches, such as water-
fall, incremental, or evolutionary, in which predictability,
extensive planning, codified processes and rigorous reuse are
the key elements for the efficient development of software [3].
ASD is, however, based on iterative and incremental devel-
opment models [4], promotes a rapid response to changes
and focuses on customer satisfaction, timely and continu-
ous delivery, informal methods and minimal planning [5].
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Some of the best known development methods in ASD are
Scrum [6], [7], Xtreme Programming [8], Feature Driven
Development [9], Lean Software Development [10], Adap-
tive Software Development [11], Crystal Methodologies [12]
and the Dynamic Systems Development Method [13].
Effort estimation plays an important and critical role in

any software development project. Effort estimation can be
defined as the process by which effort is evaluated, and
estimation is carried out in terms of the amount of resources
required to end project activity in order to deliver a product
or service that meets the given functional and non-functional
requirements to a customer [14].
Software developers require effective effort estimation

models to facilitate project planning and for the eventual
successful implementation of the project [15]. If the effort
estimations are accurate, they can contribute to the success
of software development projects, while incorrect estima-
tions can negatively affect companies’ marketing and sales,
leading to monetary losses [16]. Software project estimation
involves the estimation of the effort, size, staffing, sched-
ule (time) and cost involved in creating a unit of the software
product [17], [18].
A number of studies with which to estimate effort in

agile software development have been performed in recent
decades. The estimation techniques can be classified into
two major types, namely algorithmic and non-algorithmic
techniques [19]. The former are based on equations andmath-
ematics, which are used to process the software estimation,
while the latter are based on analogy and deduction.
In spite of the vast number of approaches, the accu-

racy of software effort estimation models for agile devel-
opment still remains inconsistent. There is consequently a
need to gather, synthesize and validate evidence from exist-
ing studies in order to build a corpus of knowledge so as
to provide direction to researchers and practitioners [18].
One strategy employed to summarize existing literature for
a particular research domain is that of conducting a Sys-
tematic Literature Review (SLR) [20]. Furthermore, when
estimating effort in agile development projects various chal-
lenges appear, the most important of which is how to prop-
erly integrate effort estimation with good agile development
practices.
Several SLRs have been performed [16], [21]–[24] in order

to address these challenges. These studies synthesize relevant
research on effort estimation in agile software development
(for a more comprehensive discussion of these studies, please
refer to Section II). However, these studies provide a snapshot
of only the knowledge available at that time. Newly identified
studies could alter the conclusion of a review, and if they have
not been included, this threatens the validity of the review,
and, at worst, means the review could mislead.
This article, therefore, presents an updated SLR on effort

estimation in agile software development which is based on
the study carried out by Usman et al. [21] in 2014, hereafter
denominated as the Original Study. Our objective is to expand
the timeframe for the publication of the primary studies from

December 2013 to January 2020, in an effort to attain answers
to the same research questions stated in the Original Study:

• RQ1: What methods have been used to estimate size or
effort in ASD?

• RQ2: What effort predictors have been used for effort
estimation in ASD?

• RQ3: What are the characteristics of the dataset used for
size or effort estimation in ASD?

• RQ4: What agile methods in ASD have been investi-
gated for size or effort estimation?

The temporal update was performed following the origi-
nal review protocol, with some minor changes that will be
justified in Section IV. This work compares our results with
those of the Original Study without integrating them; in other
words, without merging both subsets of primary studies. The
idea is to reinforce some of the results of the Original Study
and to highlight the changes in the practices and research on
effort estimation in agile software development produced in
the subsequent four years.

The remainder of this article is organized as follows.
In Section II, we present the related studies and a summary
of the main findings of the Original Study. In Section III,
we then go on to justify the need for this update. In Section IV,
we describe the SLR process followed: research questions,
search strategy for primary studies, inclusion and exclusion
criteria and the selection of primary studies, taking the qual-
ity assessment into consideration. In Section V, we present
the results of the primary studies, including a bibliometric
analysis and the answers to the research questions. In Section
VI, we discuss the main findings of this study, the study
limitations and the implications of our results for research and
practice. Finally, in Section VII we outline the conclusions
obtained and the future lines of research.

II. RELATED WORK

There are numerous studies on effort estimation in agile
software development projects. This has motivated several
authors to carry out work aimed at summarizing the cur-
rent knowledge regarding this topic. Some of these reviews
(e.g., [25], [26]) are rather informal and present only an
overview of the strengths and limitations of the effort estima-
tion approaches used in agile software development. In this
section, we focus on discussing the existing SLRs that deal
with this topic.
In 2017, Hoda et al. [27] presented a tertiary study with the

objective of reviewing all the SLRs published on agile soft-
ware development research topics. Of these studies, only one
SLR on effort estimation in agile development was found, and
this corresponded to the study conducted by Usman et al. [21]
(the Original Study) in 2014. It is based on 20 papers pub-
lished from 2001 (when the Agile Manifesto was launched)
to November 2013. Of these studies, only seven were journal
papers. Since some of the papers reported more than one
study, a total of 25 primary studies were finally selected. The
objective of the study was to investigate which techniques
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had been used for effort or size estimation in ASD, which
effort predictors had been used during effort estimation for
ASD, what the characteristics of the dataset/knowledge used
were, and which agile methods for effort estimation had been
investigated.
Overall, Usman et al. [21] found that although a variety of

estimation techniques had been applied in an ASD context,
those used most were the techniques based on some form of
expert-based subjective assessment. In addition, most of the
techniques had not attained acceptable prediction accuracy
values in regards to how close the estimated values are to
the actual values. Namely, most cases did not turn out to
meet the 25% threshold suggested by Conte et al. [28] to
assess the effort prediction accuracy, i.e., acceptable MMRE
if calculated value <= 25% and acceptable Pred(25%) if cal-
culated value >= 75%. These threshold values are used fre-
quently to specify the acceptable accuracy of effort estimation
methods in literature [29]. Besides, there was little agreement
on suitable cost drivers for ASD projects, and most of the
estimation studies used within-company industrial datasets.
More importantly, the authors concluded that practitioners
would have little guidance from the current literature on effort
estimation in ASD because the techniques had a low level
of accuracy and there was little consensus as to what the
appropriate cost drivers were for different agile contexts. This
motivated the appearance of other SLRs on the topic.
A second study was conducted by Schweighofer et al. [22]

in 2016. This SLR was based on 12 studies retrieved from
2000 to 2015. The objective of the study was to investigate
which methods for the performance of effort estimation in
ASD were available, how objective the estimation was, what
influenced the estimation, and how accurate those methods
and approaches were. The results showed that the major-
ity of the studies employed methods based on subjective
expert effort estimation, including techniques such as Plan-
ning Poker, Expert Judgment and Story Points. Estimation by
analogy was also frequently used.
However, other estimation methods that are not based on

expert judgment (e.g., COCOMO, SLIM, regression analy-
sis) are not so frequently used in ASD. With regard to the
factors that influence the estimation, the results show that per-
sonnel factors come before project factors in the ASD effort
estimation process. This means that the group of experts’
levels of knowledge and skill are essential for the estimation,
as is the ability to form proper working teams. Although
the study was target toward analyzing the accuracy of the
approaches employed, the results did not provide a compre-
hensive overview of this. The authors concluded that although
agile software development methods emerged in Europe as
early as the year 2000, relatively few papers provide empirical
knowledge on effort estimation.
An SLR on software cost estimation in ASD was con-

ducted by Bilgaiyan et al. [23] in 2017. It was based
on 26 primary studies published from 2006 to 2015. The
objective of the study was to investigate different questions
related to the estimation mechanisms used for agile software

development methods, the parameters that define their accu-
racy, the comparative accuracies achieved by different esti-
mation techniques, the suitable circumstances in which the
estimation techniques can be applied, what problems that can
be confronted when applying the techniques, etc.

The authors found that the estimation techniques applied
in ASD and other development environments were Neural
Networks, Expert Judgment, Planning Poker/Disaggregation,
Use Case Point, Modified Use Case Point, Linear Regres-
sion, Wideband Delphi and Bottom-up/Top-down. They also
found that neural networks and expert estimation are the most
popular of the existing conventional estimation methods for
ASD. As future findings, they anticipated the potentiality
of using soft computing techniques, especially swarm and
colony optimization algorithms, and the need to optimize the
existing estimation techniques with more empirical outcomes
in different test environments.

An SLR whose objective was to identify the metrics and
methods most frequently used in ASD and the size metrics
most frequently employed as regards effort estimates, dead-
lines and costs was perfomed in [30]. The authors selected
27 articles from between 2007 and 2018 for data extraction.

On the one hand, some of the most frequently used tech-
niques are Planning Poker, Expert Opinion and Function
Point Analysis. On the other, the metrics most frequently
employed for estimates are Story Points and Function Points.
The authors showed that the methods and the metrics for
estimates are mostly applied in a given context of agile
development, with adaptations in order to fit the context of
project.

Another study on effort and size estimation in ASD was
published by Altaleb and Gravell [16] in 2018. Unlike the
previous studies, this study was specific to the domain of
mobile application development. The objective of the study
was to investigate: i) which methods had been used to esti-
mate effort in mobile application development using agile
methods; ii) which effort predictors had been used; iii) what
the characteristics of the datasets that had been usedwere; and
iv) how accurate and efficient the estimation methods were.
The authors summarized the estimation techniques used for
mobile apps, focusing particularly on the software estimation
techniques that are applicable to the ASD process. The SLR
was based on 21 studies published from 2008, the year in
which the Apple App Store and the Android market were
launched, to 2018. Of these studies, 13 concerned software
estimation techniques in mobile apps and the other eight
concerned agile software development in mobile apps.

The results showed that the techniques most commonly
used for mobile apps were Function Size Measurement and
Expert Judgment. The planning and development of mobile
applications differs from other traditional software applica-
tions owing to the characteristics of the mobile environment,
such as high autonomy requirements, market competition,
and many other constraints. With regard to the size metrics
and cost drivers, the results showed that the number of screens
and type of supported platform for smartphones were the
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most common factors used to measure the estimation predic-
tion.
An analysis of the SLRs discussed above indicates that

they pursued very similar research questions, but that the
knowledge of effort estimation in agile software develop-
ment is still dispersed. The work of Usman et al. [21]
was, therefore, selected as the Original Study. On the one
hand, [16] is domain-specific within the context of ASD,
focusing only on mobile application development. On the
other, we unfortunately identified several problems related to
the design and reporting of the results in [22], [23] and [30].
In [22], the inclusion and exclusion criteria were not properly
defined and the analysis was based only on 12 studies, one
of which was [21], thus compromising the generalization of
the results. [21] is a secondary study and SLRs are supposed
to include only primary studies. In [23], the research ques-
tions were not well formulated as they covered more than
one concept. In [30], the digital libraries consulted in the
automatic search were not specified. Only 27 studies were
retrieved, although books and pioneering articles were also
considered. Similarly to that which occurred in [22], [21] was
one of the 27 primary studies. Furthermore, none of these
SLRs performed a quality assessment of the papers reviewed.
Finally, it is unclear how the data extracted from the papers
was used to answer the research questions, as a consequence
of which, the results reported in [22], [23] and [30] may not
be reliable.
Finally, it is worth mentioning that we recently found

another update of the SLR conducted by Usman et al. [21]
(the Original Study). This study was conducted by Dan-
tas et al. [24] and followed a forward snowballing approach
to select 24 new papers published from 2014 to 2017. It is
for this reason that particular attention will, throughout this
article, be paid to discussing the differences observed in [24]
with respect to our study, which includes 73 new papers, and
to integrating the results of their work when appropriate.
Moreover, in 2019, two research questions related to effort

estimation in ASD were addressed in [31]: What are the
existing methods used and what are the existing metrics for
size? The authors selected 38 primary studies for this SLR
from searches conducted separately in IEEE Xplore, ACM
Digital Library, SCOPUS and ScienceDirect, from 2008 until
August 2018. The research concerns only the mapping of the
primary studies onto the estimation methods and size metrics
used in ASD.

III. THE NEED FOR AN UPDATE

Systematic Literature Reviews (SLRs) are usually proposed
as a framework in which to consolidate all reliable empirical
research on a specific topic so as to reduce reviewer bias and
follow a structured process to gain repeatable results [20].
In contrast to an ad hoc literature review, an SLR is a method-
ologically rigorous review of research results. Keeping SLRs
updated is essential as regards prolonging their lifespan,
because SLRs may lose their impact over the years when
they become out of date or misleading [32]. In fact, the main

purpose of updating SLRs, Systematic Mapping Studies
and Tertiary Studies is to keep evidence as up-to-date as
possible.

While updates of SLRs are very common in other fields,
few have been found in software engineering to date [33].
Da Silva et al. [34] analyzed the quality, coverage of topics
and potential impact of published SLRs as regards software
engineering. In 2009, the authors did not find any updates
of previous SLRs among their 120 secondary studies. In the
field of healthcare, however, it is even possible to find
methods with which to evaluate when an SLR should be
updated [35], [36].

Kitchenham, Brereton and Budgen were the first software
engineering researchers to elaborate a protocol with which to
extend an existing tertiary study on SLRs [37]. There are three
basic complementary means of extending and updating an
SLR: a temporal update, a search extension, or a combination
of both. While a temporal update expands the timeframe for
the publication of the primary studies, without major changes
to the original review protocol, a search extension expands
the number of sources and the search strategies within the
same timeframe as the original review in order to increase
the coverage of the original study [34].

The authors of [38], [39] concluded that snowballing is a
suitable technique by which to perform SLR updates. The
use of this kind of tools to support updates, along with
the collaboration between the members who participated in
the previous study team, can facilitate the update process
itself [33]. Both points had already been raised in [38],
inwhich the inclusion of information about the previous study
and the reuse of the protocol from the previous study were
also considered as important when conducting an update.

The objective of this article is to update the Original Study
on effort estimation methods in ASD. The practice of agile
methods has increased considerably in recent years. However,
since introducing agility by eliminating estimation is not the
solution and a compromise has to be reached, the research
questions stated in the previous SLR are still present, as sug-
gested in [24]. In other words, new accumulated evidence is
available and needs to be accounted for in order to update
the findings of the Original Study by considering the issues
that have recently appeared. This intended temporal update,
which expands the timeframe for the publication of the pri-
mary studies, may, therefore, have new and relevant implica-
tions for stakeholders. To this end, we followed a qualitative
synthesis approach that allowed us to better aggregate the
evidence required to answer the various research questions
and analyze the factors affecting the use of effort estimation
techniques in agile software development in a more holistic
manner.

Table 1 presents a comparison of the search strategy results
in the Original Study, that of Dantas et al. [24] and the
present study. In this regard, features such as the timeframe,
the search approach, digital libraries used, the number of
papers inspected, the quality threshold and the number of
papers excluded owing to their low quality, the number
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of primary papers and primary studies finally collected and
the percentage of journal papers.
The timeframe of the Original Study covered the 12 years

following the publication of the Agile Manifesto, and used
eight digital libraries. The present study uses only four dig-
ital libraries to carry out a search for papers published in
December 2013, when the previous study ends, and covers
a timeframe of six years. Despite considering a smaller range
of years and using fewer digital libraries, the number of
papers retrieved in the present study is considerably greater
than those of the Original Study, with approximately 122%,
176% and 192%more papers in the initial search (with dupli-
cates), the subset after removing duplicates, i.e., the papers
inspected, and the final subset of primary studies, respec-
tively. This indicates that researchers’ interest in this topic has
increased significantly in recent years. At this point, it should
be highlighted that, in the present study, the quality threshold
was raised to 6.5.
As shown in Table 1, Dantas et al. [24] followed a For-

ward Snowballing approach [38] to find the primary studies
published in the interval between 2014 and December 2017.
Forward Snowballing involves searching for studies that cite
the studies contained in the seed set. In the context of an SLR
update, this seed set is formed of the primary studies of the
previous SLR and the SLR itself that is to be updated. In fact,
a relevant paper published in 2014 or later should refer to any
of the primary studies from the Original Study. The authors
used only Google Scholar and Scopus to review the citations
of the seed set, despite the fact that the extraction of citations
with the help of digital libraries, such as ACMDigital Library
and IEEE Xplore would have minimized the risk of missing
important papers [38]. They eventually retrieved 24 papers.
Only six papers from this set of 24 have not been considered
in the present study. Four papers did not satisfy the inclusion
criteria, and were all rejected because we did not consider
thay they reported effort or size estimation methods or tech-
niques. The remaining two were not retrieved during our
selection process. However, in [24], both were related to other
studies that are part of our final set. In summary, 18 papers
appear in both studies and we, therefore, consider that the
extended set of 73 papers obtained in our study contributes
to better fulfilling the purposes of this updated SLR.
Moreover, the Original Study took into account the fact

that some of the papers could report more than one study,
signifying that although the authors retrieved 20 papers, they
accounted for 25 primary studies. However, Dantas et al. [24]
followed a different criterion. They considered that, since
some of the papers were by the same authors, they might
represent a single study, as a result of which they retrieved
a total of 24 papers mapped onto 15 primary studies. In our
study, during the selection of primary studies, we verified
that none of the journal papers were extensions of conference
papers by the same authors. When considering the criteria of
the Original Study while extracting the data from the primary
studies analyzed, we were unable to identify any independent
studies within one paper.

IV. METHOD

An extended revision of the guidelines for undertaking
evidence-based software engineering and SLRs was pub-
lished in 2015 [40], and served as the model with which
to carry out this research, together with the structure of the
Original Study in order to maintain the comparability. The
research questions and the inclusion and exclusion criteria are
the same as those of the Original Study. The process followed
and the results obtained are detailed in the following sections.

Although we attempted to follow exactly the same protocol
as that employed in the Original Study, some adaptations
were inevitable, and are described in the text whenever appro-
priate. We do not believe that these adaptations have intro-
duced bias into the review, and consequently consider that
our results can be compared to those of the Original Study.

The PICOC strategy, which was suggested by Petticrew
and Roberts [41] and is used to frame the research question
elements in order to develop the review protocol, has been
employed herein. The PICOC elements utilized in this study
are described below:

• Population (P): ASD projects.
• Intervention (I): Effort/Size Estimation methods in
ASD.

• Comparison (C): The findings of this updated review
will be comparedwith the findings of the Original Study.

• Outcome (O): The accuracy of the estimation methods
in ASD, along with their effort predictors and the char-
acteristics of the dataset used.

• Context (C): Agile methods.

A. RESEARCH QUESTIONS

The Research Questions (RQ) of this update, which were
obtained from the Original Study [21], are as follows:

• RQ1: What methods have been used to estimate size or
effort in ASD?
– RQ1a: What metrics have been used to determine

the accuracy of effort estimation methods in ASD?
– RQ1b: What is the level of accuracy of effort esti-

mation methods in ASD?
• RQ2: What effort predictors have been used for effort
estimation in ASD?

• RQ3: What are the characteristics of the dataset used for
size or effort estimation in ASD?

• RQ4: What agile methods in ASD have been investi-
gated for size or effort estimation?
– RQ4a: What development activities have been

investigated?
– RQ4b: What planning levels have been investi-

gated?

B. SEARCH PROCESS

In the Original Study, a total of eight digital libraries were
used, i.e., ACM Digital Library, IEEE Xplore, ScienceDi-
rect, SCOPUS,WOS, EI Compendex, INSPEC and Springer-
Link. However, we could not access the latter three when
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TABLE 1. Compararison of search strategy results.

performing this research. We also discarded ScienceDirect
which permits access to only journals and books. The fact
that the search does not support more than eight Boolean con-
nectors per field and wildcards are not yet supported makes
it impossible to ensure a similar search to that carried out
in the other digital libraries. Furthermore, it is worth noting
that Google Scholar was not selected as a data source. This
SLR includes only those studies that appeared in the form of
scientific peer-reviewed papers, while Google Scholar even
contains unpublished papers and can be useful in finding grey
literature in the broad sense of information that is outside
recognised databases. The peer review process guarantees
a higher level of quality. Anyway, the four digital libraries
consulted are, according to [40], listed among the top sources
of bibliographic references for journal articles and conference
papers.
The search string from the Original Study was used in the

automatic search:
(agile OR ‘‘extreme programming’’ OR Scrum OR ‘‘fea-

ture driven development’’ OR ‘‘dynamic systems devel-
opment method’’ OR ‘‘crystal software development’’ OR
‘‘crystal methodology’’ OR ‘‘adaptive software develop-
ment’’ OR ‘‘lean software development’’) AND (estimat*
OR predict* OR forecast* OR calculat* OR assessment
OR measur* OR sizing) AND (effort OR resource OR cost
OR size OR metric OR ‘‘user story’’ OR velocity) AND
(software)
In the Original Study, the authors mentioned that it was

necessary to customize the search string, although the specific
changes are not indicated. We adjusted the search string
according to the parameters required for each digital library
consulted, as shown in Appendix B. The modifications were
mainly intended to limit the search to the metadata of the
publications (title, abstract, keywords), thus avoiding a full-
text screening at this point of the search and selection process.
Moreover, this served as a means to obtain more accurate and
relevant results and, therefore, reduce the number of papers
to be analyzed in the following phases.

Since the search process carried out in the Original Study
took place in the first week of December 2013 and most
of the studies indexed that month were missed, the time-
frame employed for this SLR was from December 2013 to
January 2020. It should be noted that only ACM Digital
Library makes it possible to filter by month of publication
and not only by year. The searches in the digital libraries
were completed in February 2020. After performing the
search, the results were stored in a piece of reference man-
agement software (Zotero2). Duplicates were eliminated by
sorting the references in alphabetical order by digital library
and title and maintaining only the first occurrence of each
publication.

In order to analyze the performance of the keywords used
in the search string, Table 2 associates each search term with
the number of publications obtained and the percentage in
relation to the total number of studies obtained after the
elimination of duplicates. The search terms are grouped by
topic in order to indicate which aspect of the search is being
considered in each section of the search string, i.e., ASD,
estimation, effort/size, field. It is important to highlight that
these results are based on the data automatically imported
into Zotero. In fact, 105 publications were imported without
the corresponding keywords. They were completed manually
and only 14 were left empty. The possible loss of data during
the importation (e.g., fields considered by the digital libraries
that might not have a parallel field in Zotero) could, therefore,
explain why the term ‘‘Software’’ is not shown in 100% of the
results. Furthermore, some keywords were not matched with
any of the resulting studies, as is the case of ‘‘CrystalMethod-
ology’’, ‘‘Crystal Software Development’’ and ‘‘Dynamic
Systems Development Method’’. Moreover, the main search
terms were ‘‘Software’’ (92.55%) and ‘‘Agile’’ (71.03%).
Some other keywords with a considerable number of
related publications were "Measur*" (Measure, Measuring,

2www.zotero.org

VOLUME 8, 2020 166773



M. Fernández-Diego et al.: Update on Effort Estimation in ASD: A SLR

TABLE 2. Search terms performance.

Measurement), ‘‘Cost’’ and ‘‘Size’’, with 41.82%, 30.77%
and 28.40%, respectively.

C. INCLUSION AND EXCLUSION CRITERIA

Inclusion and exclusion criteria are used to determine which
studies contain relevant and useful information and which
ones will be discarded after the search process has concluded.
The inclusion criteria in the Original Study were the follow-
ing: a) papers related to effort or size estimation methods
or techniques; b) papers based on any of the ASD methods;
c) papers written in English; d) peer-reviewed conference or
journal papers; e) papers reporting empirical studies on effort
estimation in ASD. The following criteria were employed to
exclude papers from our review: a) papers that focus only
on the software maintenance phase, and b) papers that deal
onlywith performancemeasurement (i.e., velocity). All of the
aforementioned inclusion and exclusion criteria were applied
in phases 1 and 2 of the selection process described in the
following section.

D. SELECTION OF PRIMARY STUDIES

After removing the duplicated publications, we obtained a
total of 1222 studies from the four digital libraries consulted.

TABLE 3. Results after full-text screening.

Only journal and conferences papers were considered in the
search. This set of 1222 publications was submitted to several
filtering and depuration phases, all of which are described in
the following subsections. The goal of this selection process
was to obtain a subset of primary studies and analyze them
according to the Research Questions defined in Section III.A.
The selection process was performed by a team of three
researchers. In each of the phases, the number of papers
was divided into three for processing. Once the processing
had been completed, the researchers exchanged the papers,
signifying that each paper was always reviewed at least twice.
At the end of each phase, the same researcher ensured the con-
sistency of the decisions made, particularly in controversial
cases.

1) PHASE 1: FILTERING BY TITLE AND ABSTRACT

In this stage, the 1222 studies were analyzed by applying
the inclusion and exclusion criteria to the title and abstract.
The keywords were also considered as a third element to
support the decision making process as regards whether a
study was to be selected. A total of 175 studies remained,
representing 14.32% of the publications reviewed in this
phase.

2) PHASE 2: FULL-TEXT SCREENING

This phase consisted of reviewing the content of the studies
resulting from phase 1 in order to confirm whether the inclu-
sion and exclusion criteria were met. In the case of those
papers not available in digital format, a direct request was
sent to the authors via email. The university’s interlibrary loan
service was also used as a resource with which to obtain the
full-text. Table 3 provides a summary of the results of this
stage.

75 publications remained, representing 42.86% of the stud-
ies obtained after phase 1. Of those eliminated, the largest
numbers corresponded to studies not related to effort or size
estimation (53 studies), followed by studies that contained
no evidence of the empirical application of the findings pre-
sented (29 studies). Furthermore, two studies were written in
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Portuguese and six were not journal or conference papers and
were, therefore, also ruled out.

3) PHASE 3: QUALITY ASSESSMENT

The quality checklist follows themodel proposed byKitchen-
ham and Charters in [20]. At this point, all of the studies
were scored on the basis of howwell they satisfied the quality
criteria described in Table 4. Each criterion was valued using
a predefined scale (Y, N, P) to indicate: whether the study
complied (Y = 1), did not comply (N = 0) or partially
complied (P = 0.5) with them. The 13 quality questions
in Table 4 were proposed in the Original Study, and the
highest score was, therefore, 13, corresponding to the total
number of quality criteria. In the Original Study, those studies
that attained a score under the first quartile (3.25) were elim-
inated. In the present study, however, the quality threshold
has been set at 6.5 in order to minimize bias and maximize
internal and external validity.We consequently used the mean
as the cutoff point in such a way that those studies that scored
less than 6.5 were removed from the final set of primary
studies.
Table 4 provides a summary of the quality assessment

results, and for each criterion shows the number of papers
that comply, do not comply or partially comply. This
table also includes the quality assessment results of the
83 studies resulting from the snowballing phase described in
Section IV-D4.
Most of the publications meet (Y) the quality criteria.

In fact, the mean of the ‘‘Y’’ column is 58.54 of a total
of 83 studies for which quality has been assessed. The most
significant contrast will be noted in the case of criteria 9,
10 and 13, for which there are a greater number of papers
that do not comply (N) with the quality criteria (29, 32 and
28 papers, respectively), when compared to the lower num-
ber of papers that do comply (Y) (41, 42 and 51 papers,
respectively). Criterion 10 is particularly important when
analyzing the reliability of the results, in addition to helping
determine to what extent these results are biased by the
subjective point of view of the researcher [42]. With regard
to the use of one or several projects in the implementation
and testing of the proposed models (criterion 13), this will
be analyzed later in Section V-B3 as part of the answer to
RQ3. Finally, the greatest number of papers with a partial
assessment score (P) correspond with criterion 11, indicating
that 32 papers did not respond appropriately to all the research
questions. After completing this process, eight studies scored
less than 6.5 and were discarded: seven from the 76 papers
that resulted from phase 2, and one from the seven papers
obtained from the snowballing phase after screening the
full-text.

4) PHASE 4: SNOWBALLING

This phase consists of using the bibliographic references
found in the papers to identify additional studies related
to the objective of the search [43]. In the present study,

TABLE 4. Quality assessment checklist (adopted from [20], [21]).

this Backward Snowballing was performed after the quality
assessment. The process was carried out recursively, that
is, the references identified were again submitted to all the
phases of the selection process and a snowballing of the
remaining studies was, in turn, performed until no new ref-
erences were identified. The first run of 69 primary studies
enabled us to retrieve seven papers but one of them (from
S33) did not attain the quality threshold. We, therefore, added
six new studies [S10], [S13], [S15], [S27], [S35], [S38] and
consequently obtained a total set of 75 studies, since these
studies did not provide more in the second snowballing run.
They were retrieved from S63, S70, S9, S57, S2 and S67,
respectively. The final set of primary studies is listed in
Appendix A.

Figure 1 shows a summary of the process followed to
select the primary studies, along with the results obtained
after each phase, as described in this section. At this point,
however, we verified that none of the journal papers was an
extension of a conference paper by the same authors. Two
conference papers were eventually eliminated, leading to a
final set of 73 primary studies.

V. ANALYSIS OF THE PRIMARY STUDIES

The analysis of the 73 primary studies is presented below in
two sections. First, the bibliometric features of the final subset
of studies are described, with a focus on the year of publi-
cation, the type of paper and the geographical distribution.
The second section deals with the research questions stated
in Section IV-A.
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FIGURE 1. Primary study selection process.

FIGURE 2. Number of papers published in journals and conferences per
year.

A. BIBLIOMETRIC ANALYSIS

Figure 2 shows the distribution of the primary studies accord-
ing to the type of document (journal papers or conference
papers) and the year of publication. 40 out of the 73 primary
studies were published in conferences, while the remaining
33 were published in journals.
The primary studies were found in a wide range of

conferences and journals: as many as 29 conferences and
24 different journals. There were only four conferences at
which more than one paper was presented: the Euromicro
Conference on Software Engineering and Advanced Appli-
cations (SEAA), with four papers; the Joint Conference
of the International Workshop on Software Measurement
and the International Conference on Software Process and
Product Measurement (IWSM/Mensura), with three papers,
and the International Conference on Software Technologies
(ICSOFT) and the International Conference on Software
Engineering and Knowledge Engineering (SEKE), both with

two papers. With regard to journals, there were also only
four journals in which more than one paper was published:
Journal of Systems and Software, with three papers, and
another three (Journal of Software: Evolution and Process;
International Journal of Intelligent Engineering and Systems,
and International Journal of Advanced Computer Science and
Applications), with two papers each.

With regard to the geographical distribution, the primary
studies have been authored by researchers from a reduced
set of countries, 30 in total, mainly in Asia and Europe. This
analysis is restricted to the institutional affiliation of the first
author. The country with the most publications is India (18),
followed by Italy (6) and Germany (5). Other countries with
more than two studies are Brazil, Pakistan and Turkey.

B. ANSWERS TO THE RESEARCH QUESTIONS

This section includes the results derived from the data
extracted from the primary studies. These results allowed
us to answer the research questions (RQ) proposed in this
study. Data extraction was performed by the same team of
three researchers and following the same procedure as that
employed to select the primary studies. The percentages
(shown in Tables 5 to 15) are calculated as the number of
papers (column ‘‘#’’) divided by the total number of primary
papers (73).

1) RQ1: WHAT METHODS HAVE BEEN USED TO ESTIMATE

SIZE OR EFFORT IN ASD?

Table 5 shows the different methods used in the selected
papers, as regards estimating both the effort and the size of
a software project. Only three out of the 73 papers do not
specify the method used to estimate software effort or size.
The estimation methods used in the primary studies were

identified and categorized by following the classification
proposed in [44], [45], in combination with the graphical
representation proposed in [14].
Some of the estimation methods that rely on experts

(Expert-based) are Planning Poker (18), Expert Judgment
(8) and Wideband Delphi (4), which represents 34.25% of
the total number of studies. ASD project managers pre-
fer methods that facilitate collaboration and consensus for
the estimation of the effort required and/or the size of the
software to be developed. Planning Poker is, according to
this SLR, the most widely studied method, and is usually
used in combination with other methods such as Expert
Judgment [S1], [S36], Wideband Delphi [S1], [S55], [S56],
Machine Learning based estimation techniques [S21], [S26],
[S31], [S43], Artificial Neural Network [S30], Functional
Size Measurement [S30], [S38], [S48] and regression [S30],
principally in order to make comparisons in relation to their
accuracy.
Of the data-based estimation methods, those most fre-

quently used are Machine Learning (Random Forest, Deci-
sion Tree, SVM, kNN, Stochastic Gradient Boosting, Naive
Bayes and Random Forest) and Neural Networks (such as
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TABLE 5. Estimation methods used.
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Deep Belief Network, Multilayer Perceptrons and Feed-
forward), with 15 and 13 papers respectively.
We have identified 12 papers that use estimation methods

based on Functional SizeMeasurement (FSM). These employ
metrics such as COSMIC, FPA, IFPUG-FPA and Simplified
Function Points (SiFP). As pointed out in the Original Study,
the effort estimate is usually derived from the relative size of
the project. These metrics will be discussed in detail in the
subsection concerning RQ2.
Several regression techniques other than the aforemen-

tioned frequently used estimation methods have also been
identified in six papers. Apart from regressions, algorithmic
methods are used in five papers, as also shown in Table 5.
It should be highlighted that this subset shares the following
aspects:

• These estimation methods have mostly been proposed
by the same authors [S13], [S46] or are referred to as
having appeared in their previous work [S20], [S40],
[S63].

• They all employ a common effort unit, called Estimated
Story Points (ESP), with the exception of S20, which
does not explicitly mention it.

• They define a process involving a series of steps or
algorithms to determine the project effort.

Other less representative data-based methods include
Fuzzy Logic, Swarm Intelligence, Bayesian Network, Monte
Carlo, Statistical Combination, Principal Component Analy-
sis and COCOMO II.

Some of the papers stand out owing to the fact that more
than one method is used, thus making it possible to bench-
mark their results. For example:

• S31 and S43 investigate the use of classification algo-
rithms [46] to determine a model with which to generate
estimation values. S31 uses data obtained from user
stories, whereas S43 focuses on estimating the effort
required to solve system performance issues. These clas-
sification algorithms, such as Support Vector Machine
(SVM), K-Nearest Neighbor (kNN), Naive Bayes, Deci-
sion Tree and Random Forest, are among the best known
and most frequently used techniques in data mining [47]
and Supervised Machine Learning [48].

• S41 and S42, which are by the same authors, use differ-
ent methods for the assessment of an estimation model
based on Story Points. S41 uses Machine Learning,
whereas S42 evaluates different models based on Neural
Networks.

• S12 compares three Machine Learning techniques:
Adaptive Neuro-Fuzzy Modeling, Generalized Regres-
sion Neural Network and Radial Basis Function Net-
works. Story Points and Project Velocity are taken as
inputs in the proposed approach.

• S19 proposes an ensemble-based model for the predic-
tion of ASD effort and compares it with various individ-
ual predictive algorithms, such as Bayesian Networks,
Ridge Regression, Neural Networks, SVM, Decision
Trees and kNN.

• In S30, the authors applied different kinds of regres-
sion analyses and Artificial Neural Networks (ANN) to
build the models. Simple, multiple, polynomial, power,
exponential and logarithmic regressions were applied to
Function Points, Story Points and effort data.

• S15 proposes a new method by which to ameliorate the
accuracy of the agile software effort prediction process
using the ANN optimized by Fireworks Algorithm. The
performance of the Fireworks Algorithm is compared
with other algorithms such as Directed Artificial Bee
Colony, which is an improved version of the Artificial
Bee Colony (ABC) algorithm, Teaching-learning Based
Optimization and Teaching-learning Based ABC.

• S51 proposes the use of a Fuzzy Neural Network which
is compared with models commonly used in the litera-
ture, such as kNN Regression, Independent Component
Regression, ANN with a Principal Component Step and
Multilayer Perceptrons.

The results of the comparison of these models in terms of
accuracy will be discussed in Section V-B1.b, after introduc-
ing the different accuracy metrics.

Moreover, models based on data and expert opinion have
been implemented in 12 of the studies [S11], [S16], [S21],
[S26], [S30], [S31], [S38], [S43], [S48], [S53], [S60], [S62].
This evidences that there has been an interest in the combined
use of these groups of methods, mainly to compare the accu-
racy and convenience of different estimation methods or to
obtain better results. Indeed, 12.33% of the total number of
papers were classified as combination-based effort estimation
methods.

Figure 3 compares the results obtained in the two stud-
ies, considering only the main estimation methods identified
in both cases. Planning Poker attains triple the amount of
uses obtained in the Original Study, and the use of Neural
Networks has also undergone a significant increase, whereas
Expert Judgment, regression, algorithmic methods, COSMIC
and Use Case Points (UCP) have decreased in relevance as
regards their appearance in papers published in recent years.
It is important to point out that, since the Original Study
did not identify any papers based on Machine Learning, this
category is not represented here.

Planning Poker was cited as the most frequently studied
method (37.5%) by Dantas et al. [24]. These authors have
also detected an increase in the use of intelligence techniques
to support effort estimation (50%, compared to 27.5% pre-
sented in the Original Study). This trend has been reinforced
throughout our study. In fact, 72.6% of the primary studies
usemodels based on data, while 41 out of 73 studies (56.16%)
use only data-based models.

a: RQ1a: WHAT METRICS HAVE BEEN USED TO DETERMINE

THE ACCURACY OF EFFORT ESTIMATION METHODS IN ASD?

Estimation models cannot be evaluated without employing
appropriate metrics to measure their accuracy. According to
Table 6, the accuracy metrics most frequently used are those
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FIGURE 3. Estimation methods: Comparison of our results with those of
Usman et al. (2014).

TABLE 6. Accuracy metrics used.

that employ the Magnitude of Relative Error (MRE), either
the mean or the median, with 35 papers out of 73. MRE is a
basic unit-less value which is defined as:

MREi =
|ActualEfforti − PredictedEfforti|

ActualEfforti

MMRE (Mean MRE) is defined as the sample aver-
age of the MRE values over N projects. One of the

disadvantages of the MMRE is that it is sensitive to out-
liers. MdMRE (Median MRE) has been used as another
criterion because it is less sensitive to outliers. MdMRE
(Median MRE) is specifically used in S9, S27, S41, S48
and S67.

The prediction level PRED(x) calculates the ratio of MRE
values that fall into the selected range (x) out of the total of the
N projects. PRED(x) is usually used as a complimentary cri-
terion to MMRE, which is the case of most of the 19 papers,
with the exception of S18, S21 and S41. As Shepperd and
MacDonell state in [49], certain common measures for accu-
racy estimation, such as MMRE or PRED(x) are not the most
appropriate. Measures based on residuals should, therefore,
also be used.

The squared correlation coefficient (R2), denominated as
the coefficient of determination, is used in eight papers. S15,
S42 and S66 also used the Mean Square Error (MSE) along
with R2.

Another criterion employed to evaluate and compare the
accuracy of estimation models is the % of accuracy, defined
as the number of correct predictions made divided by the
total number of predictions made. Seven papers adopted this
accuracy metric along, with others.

Mean Absolute Error (MAE) is the average number of
absolute values of prediction errors. MAE was also used
in seven papers too. S4 and S72 also used Standardized
Accuracy (SA) which is based on MAE, while S19, S25 and
S34 used the Root Mean Squared Error (RMSE). MAE and
RMSE are defined as follows:

MAE =
1

N

N
∑

i=1

|ActualEfforti − PredictedEfforti|

RMSE =

√

∑N
i=1(ActualEfforti − PredictedEfforti)2

N

Both MAE and RMSE are useful for the comparison of the
prediction errors of different models for a particular variable.
They show errors in the same unit and scale as the variable
itself. However, RelativeAbsolute Error (RAE) andRoot Rel-
ative Squared Error (RRSE) can be used to compare models
whose errors aremeasured in different units. S25 and S34 also
used RAE and RRSE.

Another six papers that use Balanced Relative Error (BRE)
have also been identified. BRE is a balanced measure that
evenly balances overestimation and underestimation, and is
defined as:

BREi =
|ActualEfforti − PredictedEfforti|

min(ActualEfforti,PredictedEfforti)

S19 and S24 used mean(BRE), S68 used median(BRE),
while S3, S53 and S63 used both. S68 also used BREbias,
which measures not only the size of the estimation error, but
also its direction.

An alternative criterion used to evaluate the accuracy of
estimation models is the Magnitude of Error Relative (MER)
to the estimate, which can provide higher accuracy than the
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FIGURE 4. Accuracy metrics: Comparison of our results with those of
Usman et al. (2014).

MRE. The mean of MER was used in five papers, one of
which [S41] also used the median of MER. MER is defined
as:

MERi =
|ActualEfforti − PredictedEfforti|

PredictedEfforti

Finally almost 33% (24 papers) did not report the
accuracy metrics used to validate the models. Surpris-
ingly, all the papers previously classified in the cate-
gory of algorithmic methods but one [S63] can be found
here.

Figure 4 relates the results obtained in the two studies,
considering only the main accuracy metrics identified in
both cases. Accuracy metrics based on MRE (MMRE and
MdMRE) are those most frequently used, and are present
in 47.95% of the primary studies. This is consistent with
the results of the Original Study and was also observed
by Dantas et al. [24]. PRED(x) is the second most used
accuracy metric (26.03%). Some studies implementing BRE
(8.22%) have also been detected (probably owing to the
criticism regarding the lack of balance of the metrics based
on MRE), as well as studies implementing metrics based on
MER (6.85%). In the Original Study, MdMRE was used in
only one study, while balanced metrics such as BRE and
BREbias were also used in two studies. This also occurs
in [24].

b: RQ1b: WHAT IS THE LEVEL OF ACCURACY OF EFFORT

ESTIMATION METHODS IN ASD?

Table 7 shows the accuracy values of each accuracy met-
ric for those estimations methods that were reported in at
least four of the papers in Table 5. Note that, in addi-
tion to ‘‘% of accuracy’’, the following metrics are also
expressed as a percentage: PRED(x) and MAE. That typ-
ically employed is PRED(25%), but some papers [S30],
[S33] also studied PRED(30%) and S7 reported the use of
PRED(20%). However, S34 reported the use of PRED(10%)
in addition to PRED(25%) and S41 also reported the use of
PRED(50%), PRED(75%) and PRED(100%). These values
were, of course, not included in this table.

However, PRED(25%) >= 75% is generally considered
an acceptable model accuracy [29]. This is evident in Table 7
with the exception of six papers:

• In S26, BlackSheep learns from other user stories as
soon as they are closed in the project, reducing its
dependency on historical data. This Machine Learning
proposed method improves on Planning Poker by a
significant margin, from PRED(25%) = 73% to 81%
when the accuracy metrics are computed throughout the
entire development process of the projects. However,
Planning Poker achieved only PRED(25%)= 33% at the
beginning of the development time frame.

• S41 reported PRED(25%)= 38.10% for a Decision Tree
model (and PRED(25%)= 66.67% for a Random Forest
model), while the Stochastic Gradient Boosting effort
estimation model outperformed the other two Machine
Learning models.

• S21 proposed a hybrid model that incorporates expert
knowledge and change impact analysis information
in order to improve the effectiveness of effort esti-
mates. The results indicate that HyEEASe is useful as
regards supporting experts when making estimations,
PRED(25%) = 75%. It performs better than purely
expert-based judgment (Planning Poker). Moreover,
a purely data-based model (Gradient Boosted Tree) did
not perform better than an expert-based estimation sup-
ported by HyEEASe. The authors reported PRED(25%)
= 50% in both cases.

• In S56, the proposed ontology approach provided an
estimation accuracy of PRED(25) = 85%, while the
Planning Poker and Delphi methods attained accuracies
of 75% and 55%.

• S12 implemented three Machine Learning techniques
to evaluate software effort in terms of cost. The
authors reported PRED(25%) = 57.14% for Adaptive
Neuro-Fuzzy Modeling, while PRED(25%) = 76.19%
was attained for both the Generalized Regression Neural
Network and the Radial Basis Function Network.

• In S30, PRED(30%) = 66.67% when the power expo-
nential regression model was applied to Story Points,
while when applied to COSMIC FP, PRED(30%) =

77.78%.

However, in most of the papers, these low PRED(x) values
are reported for baseline models used for comparison pur-
poses.

Conte et al. [28] considered MMRE <= 0.25 to be an
acceptable level of performance for effort prediction models.
Most of the papers in Table 7 also presented acceptable
values of MMRE, but four papers reported excessively high
values:

• S31 reported poor results (greater than 0.92) for all the
Machine Learning models (Naive Bayes, J48, Random
Forest, Logistic Model Tree).

• S44 proposed a user Story Points estimation tool
that employs the document fingerprints technique. The
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TABLE 7. Accuracy values of the estimation methods used.

authors concluded that their tool helps reduce the
inaccurate estimation often attained by people who may
be unfamiliar or inexperienced with the project, but
reported MMRE values greater than 0.84.

• In S48, the authors concluded that SiFP and IFPUG
Function Points had low predictive power and did
not help to improve the accuracy of export-based
estimations of Scrum Planning Poker. They reported
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TABLE 8. Accuracy summary statistics.

MMRE values higher than 0.66 in the case of
SiFP.

• S42 obtained an MMRE value of 1.58 for a Probabilistic
Neural Network, while in the case of the other three
Neural Networks (General Regression, GMDH Polyno-
mial andCascadeCorrelation)MMREwas always lower
than 0.36.

Some interesting conclusions can be attained from those
papers that compared different estimation methods. Gando-
mani et al. [S1] showed that both Wideband Delphi and
Planning Poker helped companies estimate the cost of the
projects more accurately than experts. They also attained
less accuracy in S59 when the team obtained an average
size of the User Stories when compared to coming to a
consensus about the size, i.e., Planning Poker. With regard
to their expert judgment proposal supported by checklists,
Usman et al. [S32] showed that checklist estimates are more
accurate and have considerably less underestimation bias.
Pozenel and Hovelja [S3] showed that Team Estimation
Game provides more accurate story estimates than Plan-
ning Poker and improves estimation accuracy from sprint
to sprint. Unfortunately, they were not able to confirm that
this estimation technique is less time consuming than Plan-
ning Poker. Lenarduzzi et al. [S48] showed that expert-based
effort estimation was much better than estimation predicted
by means of FSM. They confirmed that SiFP and IFPUG
Function Points did not help to improve estimation accuracy
in Scrum. Furthermore, Moharreri et al. [S31] demonstrated
that J48 Decision Tree (with or without Planning Poker esti-
mates) and the Logistic Model Tree with Planning Poker
estimates, all performed better than manual Planning Poker.
Furthermore, Commeyne et al. [S38] argued that the COS-
MIC measurement method provides objective evidence of
better estimates although Planning Poker and Story Points
are widely recognized and used in the Agile community.
Ungan et al. [S30] observed that Story Points based estima-
tion models performed slightly better than COSMIC based
models in common analysis methods. However, significantly
better results were attained with multiple regression and
ANN, although only COSMIC FP was eligible to be used

in such methods. In this respect, Salmanoglu et al. [S33]
confirmed that regression models that use COSMIC FP as
an independent variable provide successful estimates. Finally,
Raslan and Darwish [S18] were of the opinion that the utiliza-
tion of Story Points with COCOMO II factors may provide
realistic effort in the constructive iteration phase. Moreover,
the use of Fuzzy Logic in the proposed model increases the
accuracy.

In order to be able to attain to some insights into that stated
above, Table 8 shows the relevant information from Table 7.
On the one hand, it includes only the accuracy values for
the estimations methods most frequently studied according
to this SLR, i.e., Planning Poker, Expert Judgment, Machine
Learning, Neural Network and Functional SizeMeasurement.
On the other hand, as the papers use different accuracy
metrics, which makes it difficult to compare between the
estimation models, only MMRE and PRED(x) have been
considered. This table shows the mean, median and range
of the accuracy values reported in the papers. Taking into
account the mean of the PRED(x) values reported in the
papers, data-based estimation methods provide better values
than Planning Poker. Futhermore, Neural Networks outper-
form both Machine Learning and FSM techniques. This is
confirmed by the mean of the MMRE values. However, there
are not a sufficiently high number to be able to draw further
conclusions.
With regard to the accuracy values, the authors of the

Original Study found only one paper that reported acceptable
MRE values for the UCP Method and Expert Judgment,
and no other method achieved accuracy levels of at least
0.25. Dantas et al. [24] showed only the works with the
best levels of accuracy by estimation method. They reported
the best results for Planning Poker and Expert Judgment,
in addition to those for what they denominated as intelli-
gent techniques: Machine Learning, Bayesian Networks and
Optimization Algorithms. The papers that used intelligent
techniques presented better results. A clear gap in ASD cited
by Usman et al. [21] and confirmed in [24] is the lack of stud-
ies measuring prediction accuracy and presenting acceptable
accuracy.
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Although Usman et al. [21] concluded that the lack of stud-
ies measuring prediction accuracy and presenting acceptable
accuracy represents a clear gap in this field, in our study we
have identified improvements in this respect. That being said,
many papers continue to report inadequate accuracy results.

On the one hand, 12 out of 49 papers (24.49%) reported
aspects concerning the validation of the models, even if little
information could be retrieved from them. In S7, five finished
projects were reserved out of the 25 projects available and
the results were validated by using multiple regression mod-
els (Constrained Minimum Sum of Squared Error (CMSE),
Constrained Minimum Sum of Absolute Error (CMAE) and
Constrained Minimum Sum of Relative Error (CMRE)).
k-fold cross-validation was used in most of the papers. Since
10-fold cross-validation is commonly used, six papers were
identified here (S16 used four agile projects based on Scrum,
S24 used six projects with 93 use cases, S25 used a database
of 160 tasks, S41 used 21 projects [50], S43 used a total
of nine projects, and S72 used eight open source projects,
one from JIRA). However, S66 used 5-fold cross-validation,
in which five projects were taken for testing out of a data set
of 21 projects [50]. In addition to 10-fold cross-validation,
S41 also used leave-one-out validation, and S42 that used
21 projects [50] but the leave-one-out validation was applied
to a testing dataset of six projects. S2 and S67 also applied
leave-one-out validation to the same dataset [50]. Finally,
the predictive models in S19 were trained using the blocked
cross-validation technique.

Furthermore, six papers out of 49, i.e., 12.24%, reported
not only the statistical significance of the different accuracy
values when comparing between models, but also the practi-
cal significance. To be precise, S4 and S19 used the Vargha
and Delaney effect size, S3, S53 and S68 used Cliff’s Delta,
while S41 used Cohen’s d and Glass’s Delta. The effect size
was reported to be small in S53, S68 and S41. In S3, the effect
size measure was of medium size for only the third sprint.
In the two papers that used the Vargha and Delaney statistic,
the authors concluded that the proposedmodels outperformed
the baselines with effect sizes different from 0.5. However,
they did not report any interpretation for the magnitude of the
effect sizes, by suggesting whether it was a small, a medium
or large effect.

2) RQ2: WHAT EFFORT PREDICTORS HAVE BEEN USED FOR

EFFORT ESTIMATION IN ASD?

This research question is related to the effort predictors used
for effort estimation in ASD. The main effort predictors are
size metrics and cost factors. These effort predictors identi-
fied in the 73 primary studies are shown as follows.

a: SIZE METRICS

Table 9 shows that the metrics most frequently used to esti-
mate the size of the software are Story Points. 61.64% of
the papers reported having used Story Points, in some cases
in combination with other metrics such as COSMIC [S30],

TABLE 9. Size metrics used.

[S33], [S38], [S69], LOC [S18], [S26], [S33], FPA [S20],
NESMA-FPA [S11], Quick FP [S71] and UCP [S71].

Function points occupy the second place, with a total
of 16 papers, since S48 uses both SiFP and IFPUG Func-
tion Points. The main functional size measurement stan-
dards, such as COSMIC, IFPUG-FPA and NESMA-FPA
are included here. S20 and S73 use Function Point Analy-
sis (FPA) for size estimation, although the authors do not
specify the use of any of the standard metrics. The following
metrics are also reported:

• SiFP, Simplified Function Points [S27], [S48], as a sim-
plified version of IFPUG-FPA [51], and

• Quick Function Points [S71], also based on IFPUG-
FPA, are used to measure the software size during the
early stages of the development process [52].

S7 uses eXtreme software size Units (XU) to determine the
size of software projects developed using Xtreme Program-
ming practices. The metric has been defined as a modified
version of COSMIC Full Function Points adapted to this type
of projects. The XU value of a user history depends mostly on
the number of fields in the user interface and the logical tables
created for this history, along with the number of variables to
be handled.

These results are compared to those obtained in the Orig-
inal Study in Figure 5, in which we decided to present
COSMIC separately from the other functional size measures
in order to enable a proper comparison. On the one hand,
the most significant contrast concerns the number of papers
that use Story Points (45 papers representing 61.64% of the
total) with respect to the smaller number of papers in the
Original Study (six papers representing 24%). On the other,
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FIGURE 5. Size metrics: Comparison of our results with those of
Usman et al. (2014).

only four papers now report the use of Use Case Points
(UCP). UCP, which appeared among the main size metrics
in the Original Study (seven papers), now appears among
the least used metrics, since few studies rely on use cases
as a means to specify functional requirements. Indeed, Dan-
tas et al. [24] found no records of the use of UCP. There
is a clear relationship between the main estimation method
(Planning Poker), the most frequently used size metric (Story
Points) and the way in which development requirements are
specified in ASD (user story). This result is also consistent
with that of Dantas et al. [24], since 70.8% of the papers used
Story Points. Finally, 16.44% of the total number of papers
did not report the size metric used to measure the size of the
software, and this percentage was slightly higher (20%) in the
Original Study.
Figure 6 shows the relationship between the main size

metrics used in the papers and the year of publication. The use
of Story Points in the estimation models evaluated is higher
when compared to that of the other metrics in all years of
publication, with a considerable number of papers in 2014,
2016, 2017, 2018 and 2019. The Function Points metric is
also present in five papers published in 2014, whereas UCP
and LOC are still the least used metrics in all years except
2019. All four sizemetrics (SP, FP, UCP and LOC) are present
in papers published in 2014, 2016 and 2019.
Another important aspect about size metrics is their rela-

tionships with the estimation methods used. Most studies that
use Planning Poker or Expert Judgment for effort estima-
tion reported having used Story Points as the size metric,
apart from S1, S32, S55 and S60 which did not explic-
itly mention it, S56 and S62, which used COSMIC, S48,
which used IFPUG Function Points and SiFP, and S21,
which used LOC. All the algorithmic methods used Story
Points.

b: COST FACTORS

Since a wide range of cost factors were identified, we decided
to analyze the data extracted so as to answer this research
question using a qualitative analysismethod, namely thematic

FIGURE 6. Size metrics used in the papers per year of publication.

analysis [53]. The flexibility of thematic analysis allows for
rich, detailed and complex descriptions of the available data,
and this method, therefore, helped us identify, analyze, and
report patterns within the data. We followed the five steps of
the thematic analysis method [53] as detailed below:

1. Becoming familiar with the data: we examined the data
items extracted, i.e., the effort predictors (cost factors)
in order to form the initial ideas for analysis.

2. Generating initial codes: in the second step, we
extracted the initial lists of cost factors. It should be
noted that in some cases, we had to recheck the papers.

3. Searching for themes: for each data item, we attempted
to combine different initial codes generated from
the second step into potential themes.

4. Reviewing and refining themes: the cost factors iden-
tified from the third step were checked against each
other in order to understand what themes had to be
merged with others or dropped (e.g., lack of sufficient
evidence).

5. Defining and naming themes: this step enabled us to
define clear and concise names for cost factors, along
with their related information. Table 10 shows the final
results obtained for each theme.

The aforementioned thematic analysis allowed us to clas-
sify the cost factors into four categories: project, team, tech-
nical and user story factors.

Project factors include aspects such as the complexity or
innovative nature of the project, quality, risk taking and the
clarity of the requirements. The factors related to the project
and team appear more frequently than the others mentioned
in the primary studies. The most frequently used cost factor is
the complexity of the project (27.4%), followed by the team’s
experience (23.29%). This coincides with the results of the
Original Study, in which the development team’s skills and
experience are highlighted as playing an important role in the
estimation process. Other team factors identified in our study
are: familiarity within team/project, team size and veloc-
ity, communication, working hours/days and developers’
availability.

166784 VOLUME 8, 2020



M. Fernández-Diego et al.: Update on Effort Estimation in ASD: A SLR

TABLE 10. Cost factors used.

Other relevant but less representative factors in the primary
studies are technical. Any software or tool used in the exist-
ing systems may impact on the development effort required.
Examples of technical factors are application type, database
used, development platform, operation system and program-
ming language, as occurs in traditional software develop-
ment.
Finally, the factors related to the user stories comprise the

fourth category, given their specific relationship with this key
element in the project: priority of the story in relation to the
business value, sprint in which a story is developed, and story
development type. The user stories can be classified as a new
feature (user stories that involve the creation of a new feature)
and maintenance (bug fixing or requirement changes for an
existing feature), according to the type of development.
In summary, Table 10 shows that there is no common

pattern as regards the use of general and specific cost factors,
as already pointed out in the Original Study. This is owing to
the fact that cost factors depend mainly on the features of the
projects analyzed when proposing an effort estimationmodel.
Only two papers explicitly mentioned the use of the

COCOMOmodel, whereas three papers considered a specific

set of cost factors referred to as people and project-related
factors, which have been included in the ‘‘Others’’ category
as Popli’s and Chauhan’s factors, owing to the names of their
authors.

Furthermore, some papers have studied factors related to
the textual information, such as the use of specific terms in
the description of the software requirements or the frequency
of terms. These factors are introduced by means of estimation
based on the intensive use of data such as Machine Learning
[S24], [S31], [S43], [S72] and Neural Networks [S4]. For
example, S24 presents an adaptation of the HKO (Hussain,
Kosseim and Ormandjieva) method [54], which is intended
for the classification of informally written requirements in
relation to the COSMIC functional size, by employing use
cases and Natural Language Processing tools (NLP).

Despite this classification, it is possible to find intersec-
tions between the categories. For example, communication is
a cost factor that depends on both the people and the environ-
ment in which the project has been developed. User stories
are similarly a specific artifact of the project, particularly
in agile methods, and could therefore, also be included in
this category. Finally, the cost factors could not be identified

VOLUME 8, 2020 166785



M. Fernández-Diego et al.: Update on Effort Estimation in ASD: A SLR

TABLE 11. Domains of the dataset used.

in 30.14% of the papers. This is coherent with the results of
the Original Study, in which 32% of the papers did not report
the cost drivers used. Despite the fact that Dantas et al. [24]
presented a lower value of 25%, the research gap and the lack
of clarity as regards cost factors still remain and justify the
need for more studies.

3) RQ3: WHAT ARE THE CHARACTERISTICS OF THE

DATASET USED FOR SIZE OR EFFORT ESTIMATION IN ASD?

In this research question, the characteristics of the dataset
used in each paper are assessed. This aspect is relevant when
considering the reliability and applicability of themodels pro-
posed in the papers. Basically, the idea is to identify whether
the models have been validated with one or multiple cases,
real or simulated, for academic purposes or with an industrial
application, and deal with internal or cross-company data.
Those aspects related principally to the domain and the type
of dataset are described as follows.

a: DOMAIN OF THE DATASET

Table 11 shows that most of the papers have used data from
the software development projects of specific companies.
On the one hand, 50 papers have used industrial domain
datasets, whereas six papers rely on data from the projects of
educational institutions. The only paper to employ a mixed
repository, made up of five projects implemented at the Poz-
nan University of Technology and a project carried out by
a software development company, was S24. On the other
hand, only three papers explicitly indicated the use of data
extracted from a simulation [S21], [S52], [S63], which cor-
respond to estimation models based on the intensive use of
data.
13 papers did not report the domain of the dataset used,

although there was some sort of validation of the proposal in
all of them except one [S39]. S31, for example, employed
data collected through the use of iteration logs stored for
each team using IBM Rational Team Concert, while the

FIGURE 7. Domain of the dataset: Comparison of our results with those
of Usman et al. (2014).

authors of S40 used hypothetical values. Some papers even
worked with a considerable number of projects. This is
the case of S8, S10 and S49 with 40, 10 and 15 projects,
respectively.

Figure 7 shows the comparison of the results obtained
herein with those of the Original Study. The main differ-
ence appears as regards those papers that did not report the
domain of the dataset used - 13 papers (almost 18%) in the
present study, as compared to only one (4%) in the original.
Furthermore, industrial domain datasets are clearly in the
first position in both studies. With regard to the domain of
the dataset, in the present study the relative proportions of
papers that have used academic, simulated or mixed (indus-
trial/academic) datasets have decreased.

b: TYPE OF DATASET

Table 12 shows the type (within-company or cross-company)
of datasets used in the 73 primary studies. The categories
‘‘Simulated’’ and ‘‘Not reported’’ contain the same papers as
those shown in Tables 11 and 12.

46.58% of the papers present estimation models evalu-
ated using data from the internal projects of one company
(within-company). Only S18 reported the use of a sample
of projects, which was extracted from the COCOMO NASA
dataset. Note also that all papers that use an academic dataset
include internal data. 23 studies (31.51%) indicate the use
of datasets with projects from different organizations (cross-
company). Nine out of these 23 papers used the same dataset
of 21 software projects [50] developed by six different com-
panies: S41, S42 and S66, which share authorship, S9 and
S15, which also share authorship, and S2, S12, S35 and S67.
Six papers selected projects stored in open source repositories
that use the JIRA issue tracking system [S4], [S17], [S37],
[S43], [S44], [S72]. Two other papers by the same authors
[S14 and S60] gathered together software projects in the
industry from the CSBSG3 database. The remaining papers
made use of projects from two or three companies at most,

3Chinese Software Benchmarking Standard Group
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TABLE 12. Type of dataset used.

with the exception of one [S58], which reported the use of
ASD projects derived from software companies all over the
world.
Figure 8, meanwhile, shows a comparison of our results

with those obtained in the Original Study. The use of
within-company data is dominant in both studies, although
in the present study, the number of papers corresponding
to cross-company datasets is more significant, represent-
ing almost 32% of the total in comparison to 8% in the
Original Study. According to Dantas et al. [24], industry
also remains the most reported domain (58.33%) and only
one paper used cross-company data, while all the others
used within-company data. When compared to the papers
found in the Original Study, there was a considerable growth
in the number of works describing validation in the aca-
demic domain (i.e., 29.17% vs. 12%). The results of the
Original Study and [24], therefore, suggest that, within the
scope of ASD, companies have focused on their own project
data, rather than seeking data from cross-company datasets.
Usman et al. [21] believed that some effort should be made
to make cross-company datasets available for the ASD con-
text. Finally, note that the number of papers using simu-
lation data is insignificant (the Original Study found one,
we identified three), and that this category does not appear
in [24].

4) RQ4: WHAT AGILE METHODS IN ASD HAVE BEEN

INVESTIGATED FOR SIZE OR EFFORT ESTIMATION?

This question relates to one of the fundamental aspects of
this research since it places the object being studied (i.e.,
Effort Estimation) in a specific context (i.e., Agile Software
Development). This means that all the effort estimation mod-
els analyzed here meet the condition of being implemented
in ASD environments (see the selection process in Section
IV-D). Table 13 shows the agile methods implemented in the
primary studies.

Some of the best-known agile methods, i.e, Scrum, Xtreme
Programming (XP) and Test Driven Development (TDD), are
used in this set of studies. Some of the other agile methods
implemented are:

FIGURE 8. Type of dataset: Comparison of our results with those of
Usman et al. (2014).

TABLE 13. Agile methods researched.

• The Agile Unified Process (AUP), a simplified revision
of the Rational Unified Process (RUP), which applies
agile practices such as refactoring, TDD, agile model-
ing, iterative and incremental development [55];

• Kanban, which is more visual and less prescriptive
(when compared to other ASD methods) and is based
on Toyota’s ‘‘just-in-time’’ concept [56], [57], and

• Distributed Agile Software Development (DASD),
which originates from the application of the principles,
techniques and practices of Agile in distributed software
development environments [58].

Scrum is found in 67.12% of the primary studies. The
others use agile methods in combination with Scrum, with
the exception of S7 and S43, which present software projects
developed with XP only, and S63 which employs DASD
only. 21 studies do not report the agile methods used, which
represents almost 29% of the primary studies.
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FIGURE 9. Agile methods: Comparison of our results with those of
Usman et al. (2014).

TABLE 14. Development activities considered.

Only two agile methods were identified in the Original
Study: Scrum (eight papers) and XP (seven papers), as can be
seen in Figure 9. The previous SLR was also unable to find
examples of studies in which multiple agile methods were
analyzed and compared. In the same way, Dantas et al. [24]
covered only these two agile methods, with Scrum being the
agile method most frequently used, representing 62.5% of the
total of primary studies. We should also mention that a sound
percentage of studies (28.77%, 40% in the Original Study,
37.5% in [24]) did not mention which agile method they
used.

a: RQ4a: WHAT DEVELOPMENT ACTIVITIES HAVE BEEN

INVESTIGATED?

The development activity is related to the phase of the soft-
ware development process considered in the effort estimation
model (analysis, design, development or test). Table 14 shows
the development activities that the primary studies state are
included in the estimate.
Note that most of the studies do not mention the develop-

ment activity considered in the effort estimation (57.53%).

FIGURE 10. Development activities: Comparison of our results with those
of Usman et al. (2014).

Of those in which the development activity is identified,
22 papers included all the phases, six mentioned development
only, one testing only, and two included a combination of
estimation development and testing. In Dantas et al. [24],
the authors only specified that just one of the papers focused
exclusively on one activity in the development lifecycle
(implementation). Figure 10 shows the comparison of these
results with those obtained in the Original Study.

Given the dynamic characteristic of projects in ASD,
it is understandable that most of the papers do not mention
the development activity in the effort estimation. The short
lifecycles in ASD normally include all the phases of the
development process and these phases are, moreover, usually
carried out in parallel and readjusted as necessary during
the iteration. It is, therefore, safe to assume that most of the
authors develop their estimation models from an overall per-
spective of the software development lifecycle. This aspect
will become clearer when analyzing the planning levels that
appear in the following question.

b: RQ4b: WHAT PLANNING LEVELS HAVE BEEN

INVESTIGATED?

It is possible to perform planning at three different levels in an
agile context, i.e., release, iteration and daily planning [59].
Effort estimation in ASD can, therefore, be performed in the
following planning levels: Release, Iteration or Daily. None
of the papers reviewed indicated that the effort estimation
was carried out on a daily basis, but rather per iteration/sprint
(45.21%) or per project/release (23.29%). It is also worth
noting that effort estimation is carried out at both the iteration
and the overall project planning level in seven studies, and
they have, therefore, been included in the Sprint/Release
category. 16 of the studies did not report the planning level.
These results are shown in Table 15.
Figure 11 presents the comparison with the Original Study

as regards the planning levels. As in the Original Study and
in [24], software projects mostly deal with planning at the
level of iterations or releases. The Original Study indicated
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TABLE 15. Planning levels considered.

FIGURE 11. Planning levels: Comparison of our results with those of
Usman et al. (2014).

that 48% of the cases did not mention the planning level,
compared to 21.92% in the present study.

VI. DISCUSSION

A. PRINCIPAL FINDINGS

For each research question, Table 16 provides a more syn-
thesized view of the findings obtained in the Original Study,
that of Dantas et al. [24], and the present study. The
most significant differences in our study from the Origi-
nal Study have been highlighted in bold and are discussed
below:

• ASD still relies on expert opinion, but Machine

Learning techniques have broken into ASD and are

here to stay.

Although the subjective assessment made by experts
continues to be the relevant information to be taken into
account for the estimation of size and effort in ASD
(especially Planning Poker with 24.66% of the total
number of studies), there is a growing trend towards the
development and use of techniques based on algorithms,
systematized tools and the historical data of projects for
the generation of estimates. Moreover, this prominent
trend towards using techniques based on the intensive
use of data (such as ML techniques with 20.55% of the

total) for effort estimation in ASD is accompanied by the
interest on the part of researchers to compare the accu-
racy and convenience ofmodels based on data and expert
opinion. To take advantage of both, combination-based
effort estimation methods are promising.

• The combination of MMRE and PRED(x) is

widespread used in ASD, but other complementary

accuracy metrics have come into play.

MMREAND PRED(x) are the most used accuracy met-
rics, the latter being normally added as a complement
to the former. However, additional accuracy metrics,
such as R2, the percentage of accuracy, and MAE have
increased their relevance.

• Effect size is beginning to be reported even though in

general the accuracy results are poorly reported in

ASD, which makes the comparisons unreliable.

Accuracy continues to be a challenge but some improve-
ments have been identified. On the other hand, 24.49%
of the papers that reported the accuracy metric used
reflected aspects concerning the validation of the mod-
els, even if little information could be retrieved from
them.Moreover, 12.24% reported not only the statistical
significance of the different accuracy values when com-
paring between models, but also the effect size. Despite
all of the above, it should be noted that many studies
continue to report inadequate accuracy results.

• Story Points is the straightforward size metric for

ASD, even though it is sometimes used in combina-

tion with other metrics.

There has been a decrease in the use of general-purpose
size metrics and an increase in the use of size met-
rics that take the particularities of agile methods into
account. Thus, few studies rely on use cases as a
means to specify functional requirements (i.e., UCP),
whereas Story Points has become the main size metric
in ASD with a significant increase to 61.64% of the
total number of studies. Story Points, Planning Poker
and User Story are often considered to be closely linked.
Simultaneously, there is a growing interest in the use
of functional size measurement methods (COSMIC,
IFPUG-FPA, NESMA-FPA, etc.) for size estimation.
This effort is accompanied primarily by the willingness
to bring these functional size metrics into ASD pro-
cesses.

• In ASD there is a great diversity of cost factors and a

lack of standardization.

There is a great diversity of factors used in ASD. How-
ever, it was possible to group these factors and establish
relationships among them, which indicates that they
are not used in isolation but are closely linked to the
characteristics of the projects. In this sense, the use of
cost factors goes in line with the agile development
principles, for example in the use of team and project
factors in preference to the consideration of more tech-
nical aspects. Approximately 30% of the studies do not
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TABLE 16. Comparison of SLRs findings.
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indicate the cost factors considered. All in all, the lack
of standardization as regards cost factors is still present
and justify the need for more studies to fill this research
gap.

• Most of the datasets used for effort or size estimation

in ASD come from the industry.

With regard to the characteristics of the datasets used for
size or effort estimation in ASD, most of the datasets are
from the industrial domain (68.49%) and are internal to
a specific company (46.58%).

• Cross-company datasets are trendy or are in a promi-

nent position in effort estimation in ASD projects.

A significant increase in the use of cross-company data
has been observed, which is consistent with the expan-
sion of agile methods for global software development
that has taken place in the last decade. In this respect,
datasets such as the ISBSG4 (International Software
Benchmarking Standards Group) repositorywhich, in its
latest version of May 2017, incorporates the features of
agile methods, provide useful information with which
to conduct parametric estimations. This may have pos-
itive implications for the applicability of the models
presented and the generalization of the results obtained.

• Despite the great variety of agile methodologies,

Scrum stands out.

Six agile methods have been identified in the present
study (Scrum, XP, TDD, Agile Unified Process, Kan-
ban and Distributed Agile Software Development). It is
evident that the development of effort estimation models
has been extended to cover the main agile development
processes, with Scrum being the agile method most
frequently used in the primary studies (representing
67.12%) of the total. This is also consistent with the fact
that Scrum is the most frequently used agile method in
the present-day development industry.

• The development activity involved is usually not

made explicit in ASD.

30.14% of the studies address effort estimation from
a general perspective, that is, including all the project
development activities. However, most of the studies
do not make explicit the development activity involved
(57.53%).

• Estimation is mostly performed at sprint planning

level in ASD.

Effort estimation in ASD is generally performed at the
iteration/sprint (45.21%) or per project/release (23.29%)
planning level, and under no circumstances takes place
on a daily basis. All of this is consistent with the iterative
and incremental approach of agile methods, in which
development activities do not appear as blocks separated
by strictly sequential phases, but rather a greater value is
placed on the interaction between the different activities
and their possible overlap.

4www.isbsg.org

FIGURE 12. Bubble plot: RQ1 vs. RQ2.

We further discuss the results of this study by analyzing
RQ2, RQ3 and RQ4 in relation to the most frequently used
effort estimation methods identified in the primary stud-
ies, i.e., Planning Poker, Expert Judgment, Machine Learn-
ing, Neural Network and Functional Size Measurement. All
of these estimation methods are shown in Table 8, which
presents a summary of the statistics concerning the accuracy
values. At this point, please recall that most estimation meth-
ods are applied to Scrum and that the other agile methods are
mentioned in only a minority of studies.

First, Figure 12 shows the results in a bubble chart that
combines data concerning effort predictors (RQ2) with the
aforementioned estimation methods. Upon analyzing the size
metrics (RQ2a), Story Points appears to be the most widely
used metric, with a presence in almost 65% of the papers
that use any of these estimation methods, and especially
in Planning Poker and Machine Learning. However, Func-
tion Points are mostly used in papers in which Functional
Size Measurement methods are proposed (62.5%). When
analyzing the cost drivers (RQ2b), team factors are those
most frequently used ones by these estimation methods and
are used to the same extent by all of them. Note that the
papers mostly include team factors in their Neural Network
models, and project and User Story factors when employ-
ing Planning Poker estimation. Furthermore, technical fac-
tors are not used at all in those primary studies that report
Machine Learning, Neural Network and Expert Judgment
models.
Second, Figure 13 depicts the relationships between esti-

mation methods and the characteristics of the datasets
used (RQ3). Since the use of academic databases is neg-
ligible, with industrial databases prevailing in most of the
primary studies (68.49% vs. 8.22%), this chart cannot pro-
vide much information in this respect. However, with regard
to the domain of the datasets (RQ3a), it should be noted
that FSM is the estimation method that proportionally uses
more academic datasets, while papers based on Expert Judg-
ment methods do not use academic datasets at all. When
considering the type of dataset (RQ3b), Figure 13 suggests
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FIGURE 13. Bubble plot: RQ1 vs. RQ3.

FIGURE 14. Bubble plot: RQ1 vs. RQ4.

that even if within-company data was used in most of
the estimation models in absolute terms, this is not the
case for Machine Learning and Neural Network methods.
These models tend to rely on data from several compa-
nies in contrast to expert-based methods, such as Planning
Poker and Expert Judgment, which mainly make use of
within-dataset data (66.7% and 57.1% respectively). Finnally,
it is worth noting that FSM methods mostly make use of
within-dataset data by as much as 80% versus cross-company
datasets.
Third, Figure 14 shows the relationships between esti-

mation methods and the development activities considered
in the models (RQ4a), in addition to the different levels at
which the planning can be performed in an agile context
(RQ4b). On the one hand, since most of the primary studies
reported the values of the estimates without indicating the
activity phases involved, the distribution among the different
estimationmethods is not very conclusive. However, note that
the inclusion of all the phases while reporting the estimates
prevails for all the estimation methods, with the exception
of Neural Network, in which the ratio is the same (50%).
The Expert Judgment methods particularly provide all their
estimates including all the phases of the development process.

On the other hand, with regard to the planning level at which
the estimation is undertaken, this plot shows that, only in the
case of Neural Network methods, the estimation at the release
level is preferred to the estimation at the sprint level.

B. STUDY LIMITATIONS

The main limitation of this work concerns the possible biases
introduced in the selection process. We attempted to avoid
this bias by defining the search strategy for primary studies
in accordance with Kitchenham’s guidelines for performing
SLRs in Software Engineering [40]. However, it is still not
possible to ensure that all relevant studies have been included
owing to the wide variety of documents. Moreover, three out
of eight digital libraries used in the Original Study could
not be accessed, which may have in some way reduced the
number of candidate primary studies. ScienceDirect was also
discarded, since this digital library did not allow us to ensure
a similar search to that carried out in the other digital libraries,
although we were able to verify that it did not contribute to
the primary studies of the period until 2017 in any respect.
The selection based on ACM Digital Library, IEEE Xplore,
SCOPUS and WOS is, nevertheless, considered adequate,
since these digital libraries are widely recognized by the
scientific community and provide a sound and sufficient set
of results. Despite the fact that our primary studies were
retrieved from trustworthy sources, we did not consider this
to be sufficient to guarantee the quality of the primary studies,
and consequently performed a quality assessment, as the
result of which eight studies were discarded owing to their
low quality. The selection process was, overall, carried out in
pairs in order to minimize potential biases, and any conflicts
were resolved by a third party. If necessary, a debate then took
place in order to reach a consensus, and all the reasons for the
inclusion and exclusion of the studies were recorded at each
stage.

Another threat to validity originates from missing data,
which affects the reliability of the research. Indeed, we found
few studies reporting all the data that we wished to extract.
For example, 57.53% of the studies did not mention the devel-
opment activity that was subject to estimation. In fact, this
was the research question with the highest level of missing
data. Less than 35% of the data was missing for the remaining
research questions, although this figure was, in many cases,
over 25%.

Finally, the integration of the results of the primary studies
was not conducted via a meta-analysis to synthesize quanti-
tative research questions. The underlying problem here was
the difficulty of combining and synthesizing results from a
diverse set of primary studies. However, a more in-depth anal-
ysis at different levels allowed us to obtain valuable insights
that were used to identify trends in ASD effort estimation and
potential cross-relationships between variables of interest.
Furthermore, in order to ensure the comparability of our
results with those obtained in the Original Study, we relied
strongly on the protocol employed in that study, although
some adaptations were necessary.
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C. IMPLICATIONS FOR RESEARCH AND PRACTICE

This study indicates that researchers’ interest in this topic
has increased significantly in recent years. Our results also
showed that software effort estimation studies concerning
ASD are progressively focusing on data-based methods.
Machine Learning is taking precedence, although Expert
Judgment is still preferred by the industry owing to its intu-
itiveness [18]. The developers basically look to past projects
or iterations, and draw on their own experiences to produce
estimates for the stories [S58]. In the state of the practice
as regards effort estimation in ASD, however, the domi-
nant trend appears to be effort underestimation [60]. Expert
Judgment is prone to bias and is subject to human error
[S1], [S24]. Common psychological effects in human esti-
mations, e.g., these experts’ character traits or personal inter-
ests, may lead to biases impacting on the accuracy of their
estimates [S17].
As a result, our study suggests that the overall understand-

ing of how effort estimation in ASD is performed requires
further exploration. In particular, we identified several impli-
cations for researchers.
It is first necessary to optimize the estimation techniques

currently employed in agile software development projects.
There is also a need to further analyze the effectiveness of
individual soft computing techniques such as Neural Net-
works, Support Vector Machine, Fuzzy Logic and Bayesian
Networks, in addition to the combined use of multiple tech-
niques. Indeed, we found as many as nine primary studies
that employed combination-based effort estimation methods
[S6], [S14], [S55], [S56], [S57], [S60], [S61], [S70], [S71].
We can conclude that a combination of data-based methods
(using project historical data and context-specific methods)
with expert-based methods may be promising as regards
improving accuracy levels.
Our study also showed that there has been a decrease in

the use of general-purpose size metrics (e.g., UCP) and an
increase in the use of size metrics that take the particular-
ities of agile methods into account. In this respect, Story
Points was the metric most frequently used to determine
the size of the software. This result coincides with that of
Usman et al. [60] who also found that Story Points is the
size metric most frequently used by agile teams. However,
some authors suggest that Story Points should be estimated
collectively in an attempt to reach a team consensus so as to
alleviate the chances of over-optimism and reduce the issues
of anchoring and strong personalities [S1], [S36], [S63].
More research efforts are, therefore, required to provide evi-
dence of the effectiveness of Story Points for effort estimation
by taking into account the team characteristics, such as their
experience and knowledge/expertise of agile methods.
The results of our study also highlight the relevance of

team factors in ASD effort estimation, such as the devel-
opers’ availability and their familiarity with the project
[S19], [S40], [S47]. Other human factors such as motiva-
tion [S70] and leadership [S40] have also been identified,
along with the ability to form proper working teams with

balanced skills. However, there is still a need to standard-
ize the cost factors used for effort estimation in agile soft-
ware development. In this respect, insufficient training and
the absence of a standard way in which teams can esti-
mate their work are the most relevant causes of failed agile
implementations [S1].

As a result, from a research perspective, this study was a
valuable means to analyze the state of the art on effort esti-
mation in agile software development. Moreover, the review
protocol described in this article provides a step-by-step
approach that can easily be applied by other researchers in
order to update other SLRs.

Our findings also have practical implications. Project man-
agers may wish to employ the results attained in this study
to obtain an updated overview of how effort estimation is
performed in ASD. Indeed, Usman et al. [61] organized
the knowledge identified as a taxonomy of effort estimation
in ASD. The proposed taxonomy provided a classification
scheme with which to characterize the estimation activities of
agile projects in four dimensions: estimation context, estima-
tion technique, effort predictors and effort estimate. Project
managers must be aware of the specific effort estimation
techniques and cost factors which may, in turn, affect the
effectiveness of their developments.

VII. CONCLUSION AND FUTURE WORK

We have presented an SLR with the objective of updat-
ing the study concerning effort estimation in ASD carried
out in 2014 by Usman et al. [21]. The publication period
employed to identify the primary studies was from Decem-
ber 2013 to January 2020. The present study has followed
the original review protocol, but with some minor changes.
The current update focuses on 73 papers that provided new
evidence with which to characterize estimation activities in
agile projects. These studies have been analyzed with the
purpose of understanding their findings in an attempt to shed
light on various issues, and particularly on the set of issues
that have arisen during the period selected. With regard to the
integration of the findings, we considered that comparing the
results of both subsets of primary studieswasmore interesting
than merging them to present an overall result regarding
all the papers on this subject published from 2001 to the
present.

Our results show that effort estimation methods have been
used in six different agile methods (i.e., Scrum, XP, TDD,
Agile Unified Process, Kanban and Distributed Agile Soft-
ware Development). Planning Poker has become the estima-
tion method that is currently most widely used in the primary
studies, and it is very closely related to the most frequently
used size metric (story points) and the way in which the soft-
ware requirements are specified in these agile methods (user
story). Despite the fact that expert-based estimation methods
continue to play an important role, there is a prominent trend
towards studying techniques based on the intensive use of
data. In this respect, most of the datasets are industrial domain
datasets and are internal to a specific company.
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In spite of the vast number of approaches, the accuracy
of software effort estimation models for agile development
is still inconsistent. The results of our study highlighted that
accuracy remains a challenge in most of the papers analyzed.
However, we have identified significant improvements in
this respect. First, an increasing number of papers report
adequate ranges of accuracy values. Second, of the papers
that report the accuracy metric used, an increasing percentage
also reflect aspects concerning the validation of the models.
Third, those papers that report the statistical significance of
the different accuracy values have also begun to report the
effect size.
Project managers must be aware of the specific effort

estimation techniques and cost factors, that may, in turn,
affect the effectiveness of their projects. They may, there-
fore, wish to utilize the results of this study to obtain an
updated overview of how effort estimation is performed in
agile development projects. Our results also suggested that a
combination of data-based and expert opinion methods may
be promising.
Finally, we believe that performing SLR updates with

adequate integration or comparison with the findings of the
original study is necessary, and more researchers should be
engaged in this kind of studies in order to keep the evidence
regarding a particular topic up-to-date. When these updates
are performed by different researchers to the original authors,
which is the case of this study, this may be especially useful
as regards detecting possible bias in the original study and/or
confirming or refining their results.
In future work, we plan to investigate the influence of

cost factors on the accuracy of the estimation models used
in ASD. We particularly wish to assess to what extent the use
of specific cost factors may imply more accurate estimates
in particular contexts. We also plan to perform incremental
updates in order to follow the evolution of effort estimation
methods and cost factors in ASD. Finally, the overall under-
standing of how effort estimation in ASD can be improved
may lead to the proposal of an estimation model based on
the historical data obtained from the ISBSG repository. This
would require a detailed analysis of the relevant variables and
their relationships. Since ISBSG is a cross-company repos-
itory, with data on software projects developed in different
countries over the world, the possibilities of generalization
and applicability of the results are promising.

APPENDIX A

PRIMARY STUDIES

This section provides the primary studies resulting from the
selection process, sorted alphabetically by title:
[S1] T. J. Gandomani, K. T. Wei, and A. K. Binhamid,

‘‘A Case Study Research on Software Cost Estimation Using
Experts’ Estimates, Wideband Delphi, and Planning Poker
Technique,’’ International Journal of Software Engineering
and its Applications, vol. 8, no. 11, pp. 173–182, 2014.
[S2] A. Kaushik, D. K. Tayal, and K. Yadav, ‘‘A

Comparative Analysis on Effort Estimation for Agile and

Non-agile Software Projects Using DBN-ALO,’’ Arabian
Journal for Science and Engineering, pp. 1–14, 2019, doi:
10.1007/s13369-019-04250-6.

[S3] M. Pozenel and T. Hovelja, ‘‘A Comparison of the
Planning Poker and Team Estimation Game: A Case Study
in Software Development Capstone Project Course,’’ Inter-
national Journal of Engineering Education, vol. 35, no. 1(A),
pp. 195–208, 2019.

[S4] M. Choetkiertikul, H. K. Dam, T. Tran, T. Pham,
A. Ghose, and T. Menzies, ‘‘A Deep Learning Model for
Estimating Story Points,’’ IEEE Transactions on Software
Engineering, vol. 45, no. 7, pp. 637–656, Jul. 2019.

[S5] J. M. Alostad, L. R. A. Abdullah, and L. S. Aali, ‘‘A
Fuzzy based Model for Effort Estimation in Scrum Projects,’’
International Journal of Advanced Computer Science and
Applications, vol. 8, no. 9, pp. 270–277, Sep. 2017.

[S6] N. A. Bhaskaran and V. Jayaraj, ‘‘A Hybrid Effort
Estimation Technique for Agile Software Development
(HEETAD),’’ IJEAT, vol. 9, no. 1, pp. 1078–1087, Oct. 2019,
doi: 10.35940/ijeat.A9480.109119.

[S7] E. Karunakaran and N. Sreenath, ‘‘AMethod to Effort
Estimation for XP Projects in Clients Perspective,’’ Inter-
national Journal of Applied Engineering Research, vol. 10,
no. 7, pp. 18529–18550, 2015.

[S8] N. V. Prykhodko and S. B. Prykhodko, ‘‘A Mul-
tiple Non-Linear Regression Model to Estimate the Agile
Testing Efforts for Small Web Projects,’’ Radio Electronics,
Computer Science, Control, no. 2, pp. 158–166, 2019, doi:
10.15588/1607-3274-2019-2-17.
[S9] T. T. Khuat and M. H. Le, ‘‘A Novel Hybrid ABC-

PSO Algorithm for Effort Estimation of Software Projects
Using Agile Methodologies,’’ Journal of Intelligent Systems,
vol. 27, no. 3, pp. 489–506, 2018, doi: 10.1515/jisys-2016-
0294.
[S10] I. Manga and N. V. Blamah, ‘‘A Particle Swarm

Optimization-based Framework for Agile Software Effort
Estimation,’’ The International Journal of Engineering and
Science, vol. 3, no. 6, pp. 30–36, 2014.
[S11] H. Huijgens and R. van Solingen,

‘‘A Replicated Study on Correlating Agile Team Velocity
Measured in Function and Story Points,’’ in 5th Interna-
tional Workshop on Emerging Trends in Software Met-
rics (WETSoM), Hyderabad, India, 2014, pp. 30–36, doi:
10.1145/2593868.2593874.
[S12] Ch. P. Rao, P. S. Kumar, S. R. Sree, and J. Devi,

‘‘An Agile Effort Estimation Based on Story Points Using
Machine Learning Techniques,’’ in Second International
Conference on Computational Intelligence and Informatics,
2018, pp. 209–219, doi: 10.1007/978-981-10-8228-3_20.
[S13] R. Popli and N. Chauhan, ‘‘An Agile Software

Estimation Technique based on Regression Testing Efforts,’’
in 13th Annual International Software Testing Conference in
India, Bangalore, India, 2013, pp. 04–05.
[S14] S. Basri, N. Kama, H. M. Sarkan, S. Adli, and

F. Haneem, ‘‘An Algorithmic-based Change Effort Estima-
tion Model for Software Development,’’ in 23rd Asia-Pacific
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Software Engineering Conference (APSEC), Dec. 2016,
pp. 177–184, doi: 10.1109/APSEC.2016.034.
[S15] T. T. Khuat and M. H. Le, ‘‘An Effort Estimation

Approach for Agile Software Development using Fireworks
Algorithm Optimized Neural Network,’’ International Jour-
nal of Computer Science and Information Security, vol. 14,
no. 7, pp. 122–130, Jul. 2016.
[S16] E. Dantas, A. Costa, M. Vinicius, M. Perkusich,

H. Almeida, and A. Perkusich, ‘‘An Effort Estimation Sup-
port Tool for Agile Software Development: An Empirical
Evaluation,’’ in 31st International Conference on Software
Engineering and Knowledge Engineering (SEKE), Jul. 2019,
pp. 82–87, doi: 10.18293/SEKE2019-141.
[S17] H. H. Arifin, J. Daengdej, and N. T. Khanh, ‘‘An

Empirical Study of Effort-Size and Effort-Time in Expert-
Based Estimations,’’ in 8th InternationalWorkshop on Empir-
ical Software Engineering in Practice (IWESEP), Mar. 2017,
pp. 35–40, doi: 10.1109/IWESEP.2017.21.

[S18] A. T. Raslan and N. R. Darwish, ‘‘An Enhanced
Framework for Effort Estimation of Agile Projects,’’ Interna-
tional Journal of Intelligent Engineering and Systems, vol. 11,
no. 3, pp. 205–214, 2018, doi: 10.22266/ijies2018.0630.22.

[S19] O. Malgonde and K. Chari, ‘‘An Ensemble-based
Model for Predicting Agile Software Development Effort,’’
in 24th Workshop on Information Technologies and Systems
(WITS), Auckland, New Zealand, Dec. 2014.

[S20] S. Dhir, D. Kumar, and V. b. Singh, ‘‘An Estima-
tion Technique in Agile Archetype using Story Points and
Function Point Analysis,’’ International Journal of Process
Management and Benchmarking, vol. 7, no. 4, pp. 518–539,
Jan. 2017, doi: 10.1504/IJPMB.2017.086933.

[S21] B. Tanveer, A. M. Vollmer, S. Braun, and N. bin Ali,
‘‘An Evaluation of Effort Estimation Supported by Change
Impact Analysis in Agile Software Development,’’ Journal
of Software: Evolution and Process, vol. 31, no. 5, pp. 1–17,
2019, doi: 10.1002/smr.2165.

[S22] S. Kumar C, A. Kumari, S. P. Ramalingam, and
S. P. Ramalingam, ‘‘An Optimized Agile Estimation Plan
using Harmony Search Algorithm,’’ International Journal
of Engineering and Technology, vol. 6, pp. 1994–2001,
Oct. 2014.

[S23] P. Rola and D. Kuchta, ‘‘Application of Fuzzy Sets to
the Expert Estimation of Scrum-Based Projects,’’ Symmetry,
vol. 11, no. 8, pp. 1–23, 2019, doi: 10.3390/sym11081032.

[S24] M. Ochodek, ‘‘Approximation of COSMIC Func-
tional Size of Scenario-based Requirements in Agile
Based on Syntactic Linguistic Features: A Replication
Study,’’ in Joint Conference of the International Work-
shop on Software Measurement and the International
Conference on Software Process and Product Measure-
ment (IWSM/Mensura), Oct. 2016, pp. 201–211, doi:
10.1109/IWSM-Mensura.2016.039.

[S25] S. Dragicevic, S. Celar, and M. Turic, ‘‘Bayesian
Network Model for Task Effort Estimation in Agile Software
Development,’’ Journal of Systems and Software, vol. 127,
pp. 109–119, May 2017, doi: 10.1016/j.jss.2017.01.027.

[S26] R. Mas’ad, R. Ñanculef, and H. Astudillo, ‘‘Black-
Sheep: Dynamic Effort Estimation in Agile Software Devel-
opment Using Machine Learning,’’ in 22nd Ibero-American
Conference on Software Engineering (CIbSE), La Habana,
Cuba, Apr. 2019, pp. 16–29.

[S27] V. Lenarduzzi and D. Taibi, ‘‘Can Functional Size
Measures Improve Effort Estimation in SCRUM?,’’ in Ninth
International Conference on Software Engineering Advances
(ICSEA), Nice, France, Oct. 2014.

[S28] M. Conoscenti, V. Besner, A. Vetrò, and
D. M. Fernández, ‘‘Combining Data Analytics and Devel-
opers Feedback for Identifying Reasons of Inaccurate
Estimations in Agile Software Development,’’ Journal of
Systems and Software, vol. 156, pp. 126–135, 2019, doi:
10.1016/j.jss.2019.06.075.

[S29] A. Vetrò, R. Dürre, M. Conoscenti, D. M. Fernán-
dez, and M. Jørgensen, ‘‘Combining Data Analytics with
Team Feedback to Improve the Estimation Process in Agile
Software Development,’’ Foundations of Computing and
Decision Sciences, vol. 43, no. 4, pp. 305–334, 2018, doi:
10.1515/fcds-2018-0016.

[S30] E. Ungan, N. Çizmeli, and O. Demirörs, ‘‘Com-
parison of Functional Size Based Estimation and Story
Points, Based on Effort Estimation Effectiveness in SCRUM
Projects,’’ in 40th Euromicro Conference on Software Engi-
neering and Advanced Applications (SEAA), Aug. 2014,
pp. 77–80, doi: 10.1109/SEAA.2014.83.

[S31] K. Moharreri, A. V. Sapre, J. Ramanathan, and
R. Ramnath, ‘‘Cost-Effective Supervised Learning Models
for Software Effort Estimation in Agile Environments,’’ in
IEEE 40thAnnual Computer Software andApplications Con-
ference (COMPSAC), Jun. 2016, vol. 2, pp. 135–140, doi:
10.1109/COMPSAC.2016.85.

[S32] M. Usman, K. Petersen, J. Börstler, and
P. S. Neto, ‘‘Developing and Using Checklists to Improve
Software Effort Estimation: A Multi-Case Study,’’ Journal
of Systems and Software, vol. 146, pp. 286–309, 2018, doi:
10.1016/j.jss.2018.09.054.

[S33] M. Salmanoglu, T. Hacaloglu, and O. Demirors,
‘‘Effort Estimation for Agile Software Development:
Comparative Case Studies Using COSMIC Functional Size
Measurement and Story Points,’’ in 27th International Work-
shop on Software Measurement and 12th International Con-
ference on Software Process and Product Measurement
(IWSM/Mensura), Gothenburg, Sweden, 2017, pp. 41–49,
doi: 10.1145/3143434.3143450.

[S34] H. M. Premalatha and C. V. Srikrishna, ‘‘Effort
Estimation in Agile Software Development using Evolution-
ary Cost-Sensitive Deep Belief Network,’’ International Jour-
nal of Intelligent Engineering and Systems, vol. 12, no. 2,
pp. 261–269, 2019, doi: 10.22266/ijies2019.0430.25.

[S35] S. Bilgaiyan, S. Mishra, and M. Das, ‘‘Effort Esti-
mation in Agile Software Development Using Experimental
Validation of Neural Network Models,’’ Int. j. inf. tecnol.,
vol. 11, no. 3, pp. 569–573, Sep. 2019, doi: 10.1007/s41870-
018-0131-2.
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[S36] B. Tanveer, L. Guzmán, and U. M. Engel, ‘‘Effort
Estimation in Agile Software Development: Case Study and
Improvement Framework,’’ Journal of Software: Evolution
and Process, vol. 29, no. 11, pp. 1–14, Nov. 2017, doi:
10.1002/smr.1862.
[S37] R. G. F. Soares, ‘‘Effort Estimation via Text Clas-

sification And Autoencoders,’’ in International Joint Confer-
ence on Neural Networks (IJCNN), Rio de Janeiro, Brazil,
Jul. 2018, pp. 01–08, doi: 10.1109/IJCNN.2018.8489030.
[S38] C. Commeyne, A. Abran, and R. Djouab, ‘‘Effort

Estimation with Story Points and COSMIC Function Points:
An Industry Case Study,’’ Software Measurement News,
vol. 21, no. 1, pp. 25–36, 2016.
[S39] L. D. Radu, ‘‘Effort Prediction in Agile Soft-

ware Development with Bayesian Networks,’’ in 14th Inter-
national Conference on Software Technologies (ICSOFT),
2019, pp. 238–245, doi: 10.5220/0007842802380245.
[S40] M. Owais and R. Ramakishore, ‘‘Effort, Dura-

tion and Cost Estimation in Agile Software Development,’’
in Ninth International Conference on Contemporary Com-
puting (IC3), Aug. 2016, pp. 1–5, doi: 10.1109/IC3.2016.
7880216.
[S41] S. M. Satapathy and S. K. Rath, ‘‘Empirical Assess-

ment of Machine LearningModels for Agile Software Devel-
opment Effort Estimation using Story Points,’’ Innovations
in Systems and Software Engineering, vol. 13, no. 2–3,
pp. 191–200, Sep. 2017, doi: 10.1007/s11334-017-0288-z.
[S42] A. Panda, S. M. Satapathy, and S. K. Rath, ‘‘Empir-

ical Validation of Neural Network Models for Agile Soft-
ware Effort Estimation based on Story Points,’’ Procedia
Computer Science, vol. 57, pp. 772–781, Jan. 2015, doi:
10.1016/j.procs.2015.07.474.
[S43] S. Porru, A. Murgia, S. Demeyer,

M. Marchesi, and R. Tonelli, ‘‘Estimating Story Points from
Issue Reports,’’ in 12th International Conference on Predic-
tive Models and Data Analytics in Software Engineering
(PROMISE), Ciudad Real, Spain, 2016, pp. 2:1–2:10, doi:
10.1145/2972958.2972959.
[S44] P. Chongpakdee and W. Vatanawood, ‘‘Estimating

User Story Points Using Document Fingerprints,’’ in 8th
IEEE International Conference on Software Engineering and
Service Science (ICSESS), 2017, pp. 149–152.
[S45] C. J. Torrecilla-Salinas, J. Sedeño, M. J. Escalona,

and M. Mejías, ‘‘Estimating, Planning and Managing
Agile Web Development Projects under a Value-based Per-
spective,’’ Information and Software Technology, vol. 61,
pp. 124–144, May 2015, doi: 10.1016/j.infsof.2015.01.006.
[S46] R. Popli and N. Chauhan, ‘‘Estimation in Agile

Environment using Resistance Factors,’’ in International
Conference on Information Systems and Computer Net-
works (ISCON), Mar. 2014, pp. 60–65, doi: 10.1109/ICIS-
CON.2014.6965219.
[S47] S. Grapenthin, S. Poggel, M. Book, and V. Gruhn,

‘‘Facilitating Task Breakdown in Sprint Planning Meet-
ing 2 with an Interaction Room: An Experience Report,’’
in 40th Euromicro Conference on Software Engineering and

Advanced Applications (SEAA), Aug. 2014, pp. 1–8, doi:
10.1109/SEAA.2014.71.

[S48] V. Lenarduzzi, I. Lunesu, M. Matta, and
D. Taibi, ‘‘Functional Size Measures and Effort Estimation
in Agile Development: A Replicated Study,’’ in International
Conference on Agile Software Development (Agile Pro-
cesses in Software Engineering and Extreme Programming),
May 2015, pp. 105–116, doi: 10.1007/978-3-319-18612-2_9.

[S49] A. Sellami, M. Haoues, N. Borchani, and N.
Bouassida, ‘‘Guiding the Functional Change Decisions in
Agile Project: An Empirical Evaluation,’’ in International
Conference on Software Technologies (ICSOFT), 2018,
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10.2495/AMEIT140781.
[S54] T. Hacaloglu and O. Demirors, ‘‘Measure-

ability of Functional Size in Agile Software Projects:
Multiple Case Studies with COSMIC FSM,’’ in 45th
Euromicro Conference on Software Engineering and
Advanced Applications (SEAA), 2019, pp. 204–211, doi:
10.1109/SEAA.2019.00041.
[S55] M. Adnan and M. Afzal, ‘‘Ontology based

Multiagent Effort Estimation System for Scrum Agile
Method,’’ IEEE Access, vol. 5, pp. 25993–26005, 2017, doi:
10.1109/ACCESS.2017.2771257.
[S56] M. Adnan, M. Afzal, and K. H. Asif, ‘‘Ontology-

Oriented Software Effort Estimation System for
E-Commerce Applications Based on Extreme Programming
and Scrum Methodologies,’’ The Computer Journal, vol. 62,
no. 11, pp. 1605–1624, 2019, doi: 10.1093/comjnl/bxy141.
[S57] D. Taibi, V. Lenarduzzi, P. Diebold, and I. Lunesu,

‘‘Operationalizing the Experience Factory for Effort Esti-
mation in Agile Processes,’’ in 21st International Confer-
ence on Evaluation and Assessment in Software Engineer-
ing (EASE), Karlskrona, Sweden, 2017, pp. 31–40, doi:
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