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Preface

This book is part of the Analog Circuit Design series and contains the revised

contributions of all speakers of the 17th workshop on Advances in Analog Circuit

Design (AACD), which was organized by Andrea Baschirotto and Piero Malcaovati

of the University of Pavia. This year it was held at the University of Pavia in the

magnificent auditoria “Aula Volta”.

The book contains the contribution of 18 tutorials, divided in three chapters, each

discussing a specific to-date topic on new and valuable design ideas in the area of

analog circuit design. Each part is presented by six experts in that field and state-of-

the-art information is shared and overviewed. The topics of 2008 are:

� High-speed Clock and Data Recovery
� High-performance Amplifiers
� Power Management

The aim of the AACD workshop is to bring together a group of expert designers

to study and discuss new possible and future developments in the area of analog

circuit design. Each AACD workshop has given rise to the publication of a book by

Springer in their successful series of Analog Circuit Design. This book is number

17 in this series. These books can be seen as a reference to those people involved in

analog and mixed signal design. The full list of the previous books and topics in the

series is enclosed below.

We sincerely hope that this 17th book is an added value in this series and provides

a valuable contributions to our Analog Circuit Design community.

Michiel Steyaert
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Table other topics covered before in this series:

2007 Oostende (Belgium) Sensors, Actuators and Power Drivers for the Automotive

and Industrial Environment Integrated PAs from Wireline

to RF Very High Frequency Front Ends

2006 Maastricht (The

Netherlands)

High-speed AD converters Automotive Electronics: EMC

issues Ultra Low Power Wireless

2005 Limerick (Ireland) RF Circuits: Wide Band, Front-Ends, DACs Design

Methodology and Verification of RF and Mixed-Signal

Systems Low Power and Low Voltage

2004 Montreux (Swiss) Sensor and Actuator Interface Electronics Integrated

High-Voltage Electronics and Power Management
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2003 Graz (Austria) Fractional-N Synthesizers Design for Robustness Line and
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Part I

High-Speed Clock and Data Recovery

The first chapter of this book is on high-speed clock and data recovery circuits

(CDR). In modern high speed communication systems, the recovery of the clock is

becoming a key in order to recover accurate the data. Most of the architectures used

are PLL based topologies, but alternative ways such as time-to-digital converters

are becoming in the picture as well. The major requirement for high speed CDR is

the jitter requirement since this will directly effect the bit-error-rate (BER). For that

first the basics mechanisms will be addressed, followed by PLL circuits and finally

by special alternative topologies.

The first paper, of Anthony Sanders, deals with the fundamental stochastic issues

in the jitter process. The different sources and definitions are discussed. Also the

effect of channels and the ISI (intersymbol interference) have an effect on the jitter

performances. As a result more and more there is a need for a reliable stochastic

prediction of the different sources towards the jitter of CDR systems.

The second paper, of Massimo Pozzoni, addresses CDR circuits for lossy chan-

nels. Since serial communication speeds reaches the 10 Gb/s, also the channel atten-

uation, and as such the required channel equalization becomes important. The band

limitation will result in ISI and as a result analog boost (to partially equalize the

channel) and decision feedback equalizations (DFE) techniques can be used. The

work presents some examples and design with possibilities to achieve 10 Gb/s serial

communication systems.

The third paper, of Jan Crols, addresses the design methodology. Those complex

PLL CDR circuits require very defined design flows to cope with the ever faster

track from differentiating IP to commodity IP block in the CMOS serial interface

communication circuits. Following the design flow, examples of 10 Gb/s links in

130 nm and PCI-Express links in 90 nm CMOS are demonstrated.

The fourth paper, of Michael Perrott, describes the design approach of high

speed high performance CDR by using a good mix between analog and digi-

tal building blocks: due to the trends of more digital, a clear trade off between

the different building blocks are required. It is shown that by a good selection

of a combined implementation of both analog an digital circuits better perfor-

mances can be achieved. This is both the case in the loop filter, phase detector and

VCO. The result is 2.5 GB/s CDR circuits with jitter performances of better than

1.4 ps rms.

1



2 Part I High-Speed Clock and Data Recovery

The fifth paper, of Song Wu, analysis the possibilities of jointly optimized equal-

izer and CDR to reduce the multi-channel ISI. Not only the equalization and the

CDR but also the duty cycle distortion are jointly optimized. Also for high speed

decision feed back equalization (DFE) is required, resulting in stringent require-

ments on the timing of the DFE to allow a correct update.

The last paper, of J.Daniels, discusses a different approach for CDR. It is based on

time-to-digital converters instead of the classical approach of PLL’s. The possible

advantage is that those topologies can also perform CDR for burst mode applica-

tions. A design example and performances for 1 Gb/s (up to 500 MHz) in 130 nm

technology are discussed.



Fundamental Stochastic Jitter Processes
Associated with Clock and Data Recovery:
A Tutorial

Anthony Fraser Sanders

Abstract This paper provides an introductory tutorial of time jitter, its definitions,

sources in high speed interconnect systems, and how it is transformed as it propa-

gates from the source to the termination. Mathematical details are refrained upon

to allow easier reading and entry into this abstract subject, however extensive refer-

ences are given for further study of underlying mathematical theories.

1 Introduction

Time jitter is a stochastic process, and is by definition not exactly predictable. Every

measurement, every definition has an associated probability of occurrence or level

of confidence. This paper initially introduces the state of the art methodology to

define jitter and gives the basis for all further discussion on the matter. Following

this, sources of jitter in typical high speed interfaces architectures are highlighted,

and how this jitter is transformed as it propagates from the source to the termination

at the receiver sampler. Finally an overview of laboratory measurement capability is

included to help bring the rather conceptual subject back to reality.

Definitions

CDR Clock and Data Recovery

PDF Probability Density Function

CDF Cumulative Density Function

DDJ Data Dependant Jitter

DJ Deterministic Jitter

RJ Random Jitter

PJ Periodic Jitter

SSC Spread Spectrum Clock

A.F. Sanders (B)

Senior Principal, Infineon Technologies

M. Steyaert et al. (eds.), Analog Circuit Design,
C© Springer Science+Business Media B.V. 2009
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4 A.F. Sanders

PLL Phased Locked Loop

VCO Voltage Controlled Oscillator

DLL Delay Locked Loop

BERT Bit Error Rate Tester

RTScope Real Time Scope

EQScope Equivalent Time Scope

PC Personal Computer

RMS Root Mean Squared

2 Defining Jitter

Jitter is defined as a continuous signal in the time domain, that represents the phase

deviation from an ideal integrating phase. The integrating phase is in effect a clock

and acts as the reference plane. This jitter can be translated and considered in the

frequency domain, with no loss of information and can therefore be treated as a

linear time invariant signal.

Due to the nature of clocks, the jitter can only be observed at the transition of the

clock. Extending this idea to a jittered data stream, the jitter can only be observed

when the data transitions occur, Fig. 1. For generality, this observation point in time

shall be referred to as a jitter event, Eqs. 5.1–5.2 [1]. When a jittered data is dis-

played with respect to the reference plane, but with a periodic time axis of modulus

equal to the clock period, we obtained a so-called accumulated eye, Fig. 2.

Fig. 1 Fundamental Jitter
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Fig. 2 Accumulated Eye

When specifically considering clocks, jitter can be related to spectral phase noise

density with respect to the carrier. The phase noise spectral density of a clock can

be translated into the time domain, by considering a region of integration. After

integration the resulting power can be converted to radians and related to time given

the period of the clock.

The reference plane of the jitter can be redefined as a time function of the jitter,

e.g. a CDR tracking function, Fig. 3, or extending this idea the jitter can be defined

with respect to itself, so-called n-cycle jitter, Fig. 4.

The most important representation of jitter is in the statistical domain

Eqs. 5.3–5.5 [1]. A PDF of the jitter can be created, without loss of information,

by representing the jitter events as a set Diracs of equal amplitude. As jitter is clas-

sically used in the prediction of an error event, occurring when the jitter exceeds a

given value, the PDF is integrated to give the CDF. The edge jitter effects both the

data bit to the left or right of the edge, and therefore the CDF should be integrated

from minus and positive infinity to the point of interest, Fig. 5 (top).

System level budgeting of jitter has since the late 90’s been broken down into

two components, RJ and DJ. Both these terms are a misnomer, but have adopted

their own meanings which can be best defined mathematically, Eqs. 5.12–5.14 [1].

Qualitatively the RJ and DJ of the jitter represent the underlying sigma and offset

from zero of two Gaussian distributions. Extending this idea, the CDF distribution of

the jitter can be normalised to Q, or units of sigma, Fig. 5 (bottom). Once normalised

a Gaussian distribution appears as a straight line, with gradient equal to the inverse

of the sigma.
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Fig. 3 CDR Reference Plane

Fig. 4 n-edge Reference Plane
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Fig. 5 CDF to Q domain

When jitter is time correlated, and can be represented in the frequency domain

as a spectral spur, the jitter is termed PJ. As equalisation schemes became widely

used, if the jitter can be correlated to the data it is termed DDJ.

In a bid to clarify the different terms, the OIF decided to adopt a set of terms

defining the distribution of the jitter and it correlation, Table 1.3 [2]. These def-

initions could be broken down into three distinct antonyms, (a) Unbounded or

Bounded, (b) Correlated or Uncorrelated, (c) Gaussian or High Probability. In this

context RJ is Gaussian, and DJ, high probability. The difference between bounded

and unbounded is with reference to whether a Gaussian distribution extends to infin-

ity, or peaks at a given probability. These terms were shortened, which led to rather

complicated acronyms and is usually only used by experts in detailed discussions.

This text shall use the distinct terms, but shall avoid the use of acronyms.

Jitter budgeting is a means to estimate all the various sources in the system,

predict how they propagate through the system and to combine their influence at the

terminating sampling register. Gaussian jitter can be defined as a sigma value or peak

value for a given probability or BER, whereas High Probability Jitter is always a

peak to peak value. When performing jitter budget calculations the High Probability

Jitter terms are summed linearly, whereas the Gaussian terms are RMSed and then

multiplied by twice the equivalent number of sigma for the given BER. Clearly the

total jitter, must then be less than 1UI for the target BER, if the system is going to

perform with margin, Section 2.C.4.7 [2].
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3 Sources of Jitter

3.1 Clock Sources

Considering the clock source as a black box in the system, there are a number of

basic classes to be considered. The specification for clock sources is either defined

with a power spectral density for given frequency offsets, or integrated time noise

for a given frequency band. For system jitter budgeting, the power spectral density

will be propagated through the system as far as possible to allow linear frequency

dependencies to be taken into account, before being considered in the time domain

or statistical domain.

In the lab, reference generators are used for compliance testing and are of high

fidelity. The output jitter specification of this equipment is such that its influence of

the measurement of the DUT is insignificant.

In target application systems, cost is of paramount importance and this is directly

related to phase noise performance. An important distinction should be noted, a

clock reference’s frequency stability and output jitter are not necessarily related.

A stratum clock source may have long term frequency stability, but the output jitter

could be unsuitable for a 100 km optical interconnect.

For high end optical communications systems, VCXOs with reasonable fre-

quency stability of 20–30 ppm, and phase noise of less then 0.5 ps between 12 kHz

and 20 MHz are utilised. This source of jitter can be considered purely as unbounded

Gaussian with a well defined spectrum. If the spectrum is not specifically known

then a Leeson approximation can be used, Eq. 13 [3].

For cost sensitive systems, e.g. PCIe, clock buffers are used which provide mul-

tiple clock frequencies in the system, usually with a spread spectrum modulation,

a.k.a SSC. These clock sources have been measured to have excessive wideband

jitter relative to the underlying phase of the SSC, and are normally unsuitable for

high speed interfaces in excess of 2.5 Gbps. This stems from the harsh power sup-

ply conditions and varied clock output frequencies of the device. Although a large

portion of the jitter is due to multiple spectral spurs, the jitter is typically considered

unbounded Gaussian, however the exact spectral content must be considered when

analysing system performance.

Components can generate their own reference in combination with a quartz crys-

tal. Although the crystal itself can have a phase noise of –120 dBc/Hz @ 100 Hz

offset and can again be considered as unbounded Gaussian with a Leeson’s spec-

trum, active circuitry is required in order to fulfil the conditions for oscillation, and

this circuitry is a dominant source of jitter.

3.2 Active Circuitry

The phase noise performance of any oscillator must use balanced harmonic, or

shooting methods [4] to account correctly for folding and integration of the flicker

and thermal noise. The simulation must include all noise significant devices including
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all biases and reference generators, which can even for ringo oscillators be the dom-

inant source of jitter.

The small signal transfer function from the supply to the output should be esti-

mated using Balanced Harmonic, however, the power supply noise is a definition

problem, as the exact spectral content can neither be pre-defined nor measured. It

is recommended that an amplitude vs. frequency mask be defined, and the jitter

for each frequency point calculated, and propagated through the system. Although

power supply noise is random in nature, it is not possible to predict exact phase

relationships and correlations, therefore the jitter should be considered as bounded

high probability.

Non oscillatory circuitry can be simulated using standard time domain ap-

proaches. Single ended CMOS buffers convert supply noise to time jitter through

the variation of the decision sampling. Depending upon the edge of the signal and

the supply noise, the point at which the decision is made varies. The measurement

of output jitter must be performed as the “real” receiving circuitry would. Assuming

a CMOS buffer drives into another CMOS buffer, both using the same noisy supply,

then the output jitter of the first buffer must be measured with reference to half the

noisy supply voltage. This demonstrates why CMOS circuitry can be employed for

high speed design, but only where a solid single supply is used.

Differential CML buffers also have a finite PSRR and CMRR, and their perfor-

mance must be estimated in the presence of mismatch to be properly observed. Al-

though Monte Carlo offers the ability to vary device matching, in combination with

supply noise stimulus, the simulation set becomes intractable. It is recommended

that a short Monte Carlo simulation be used to identify a small subset of worse

case technology subspaces, and these subsets be then used for longer more rigorous

supply simulations.

For both buffer types, simple mismatch of their response to rise and falling edge,

single or differentially defined, leads to a DCD which must be treated as High Prob-

ability Jitter, with a frequency component at half the toggle rate.

Although the output data of a sampling register is effectively a buffered version

of the sampling clock and can be analysed as such, sampling registers are usually

the termination point in a jitter path, i.e. a jittered data is sampled by a jittered clock

and a decision is made. Due to the non-ideal sampling window of the register, there

exists a violation window within which the data will not be correctly determined.

The violation window is defined as the point where the clock to data output delay

exceeds a predefined value, and must be analysed in the presence of supply noise.

The inherent jitter contribution of the sampler should be considered a bounded high

probability jitter, although it can be shown that this jitter is also correlated to the

data being received.

3.3 PLL

As the clock reference is typically not of the required frequency, PLLs must be

utilized to multiply the reference to the target frequency. [5] provides the most
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comprehensive text to PLLs and shall be used as the reference for all the phase

transfer definitions.

At the heart of the PLL is a VCO, which is typically either inductor based or

ring oscillator based. Clearly the Q factor of the inductor leads to state of the art de-

signs significantly exceeding 100 Bc @1 Hz offset, whereas leading edge ring based

oscillators are usually between 80 dBc and 90 dBc. These phase noise figures have

been successfully optimised using the ISF methodology developed in [3], and the

phase noise contribution report generated by Balanced Harmonic simulation. This

phase noise, sees a high pass transfer function, Eq. 15.8 [5] and can be propagated

and treated as unbounded Gaussian in the system as for other clock sources.

Whether the PLL is digital based or analog based, the control of the VCO input is

discretely modulated. This modulation leads to defined spurs at the output the PLL,

and if significant should be considered as bounded high probability, Section 12.6,

App.10A [5].

Other components in the PLL loop, e.g. feedback dividers, can be treated in a

similar fashion to other active circuitry for the calculation of their inherent jitter,

however, again the frequency of the spur must be propagated to the output of the

PLL as for n-fractional PLLs, Section 15.3.3 [5].

3.4 Channels

Channels or electrical interconnect are passive multiport systems, and can be repre-

sented in the frequency domain using s-parameters, or in the time domain using

impulse or step responses. When data propagates through a medium, where the

Fig. 6 Channel Jitter
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bandwidth is not sufficient to ensure linear and zero group delay, or non-ideal ter-

mination and signal discontinuities cause reflections, Intersymbol interference will

occur. This can be best understood when considering the pulse response of a system.

Additionally crosstalk on either data or clock signals leads to amplitude noise which

can then also due to reflections and discontinuities be additionally exacerbated. This

again can be considered by observing the pulse response.

Amplitude to time conversion occurs at the transition of the signal, and causes

the ISI to be converted into time jitter. However, this translation should be estimated

through observing the statistical contours of the ISI, as the signal sample point is

arbitrarily moved, Fig. 6.

Time jitter from the channel, when generated by high order polynomial data

shows a bounded correlated Gaussian distribution. Crosstalk will appear as a bounded

uncorrelated Gaussian distribution, but in both cases the spectrum of the jitter can

be directly translated from the spectrum of the data.

4 Jitter Transfer and Termination

4.1 PLLs & CDRs

The transfer of jitter through a system is a complicated process of frequency linear

and time non-linear functions. As long as the translation is linear, then the time

jitter is considered in the frequency domain, but as soon as non-linearity becomes

apparent, time domain representation of the jitter frequency content and distribution

must be used. When the transformation of the time jitter must be performed in the

time domain, it is impossible to simulate with the necessary confidence level down

to the target BER of the system. In this case the jitter distribution is extrapolated by

normalising the CDF to Q, and extending the linearly represented Gaussian distri-

bution.

A PLL, as partly described already, performs an n-order low pass filtering of a

jittered clock presented at its input, and can be treated as a linear system, Eq. 15.7

[5]. However, in the presence of large phase perturbations, e.g. SSC, the linearity

can breakdown, and it is recommended that a time discrete model of the PLL be

used to capture non-linear and sampling phenomena in the phase detector [6]. DLLs

are classically thought of to provide no frequency domain jitter filtering, however,

due to the feedback a jitter peaking can be observed [7].

CDR’s architectures can be treated as pure linear system, however, when CDR

are implemented using binary phase detectors, digital loop filters and digital con-

trolled phase interpolators, the behaviour becomes highly non-linear. The non-

linearity stems from the phase detector variation as a function of the untracked

input jitter distribution and although many theories exist for the translation of a PDF

through non-linear functions Eq. 10.70 [8] and for random sampling

Eq. 11.146–11.153 [8], the extension to an analytical closed loop solution for a

CDR has not been completed. To the most part the jitter of interest is not in band,

and therefore simplified theories can be used to linearise the phase detector for cal-

culating the maximum slew rate performance [9].
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As the CDR is used to recover a clock from the data, which in turn is used to

sample the data, the error tracking function of the CDR is of interest, in contrast to

the forward tracking function. The CDR therefore shows a high pass filter function,

but cannot be treated easily in the frequency domain, as in contrast to classical

approaches to solving delta sigma control functions, the CDR has no frontend anti-

aliasing filter to remove images in the folded spectrum.

4.2 Clock Architectures

The clock architecture of the system under investigation defines reference plane of

the jitter and therefore how it is transformed, Fig. 7.

In a classic distributed clock system, where each transceiver has its own reference

clock source, the jitter at each point in the system is measured with respect to either

a fixed frequency reference or a recovered clock from a reference CDR tracking

function. In the latter case, the jitter is being high pass filtered and eliminates any

low frequency noise components and frequency offsets, [2].

In systems where the interconnect is contained within the box, e.g. PC, the ref-

erence clock for both the transmitting and receiving ends is shared. Considering the

jitter transfer from the reference clock to the terminating receiver sampler, must be

performed by observing two paths. Firstly via the reference clock trace, the trans-

mitter PLL, the transmitter circuitry, interconnect channel and finally sampler data

input, and secondly, via the reference clock trace, the receiver PLL and the sampler

clock input. This architecture eliminates the need for the CDR to track large amounts

of low frequency jitter, e.g. SSC due to the correlation of the two paths. However,

this requires for exact delay matching for the two paths, including finely controlled

transfer characteristic of both the transmit and receive PLL, [1, 11]

An extension to the central distributed clock system, is the clock forwarded ar-

chitecture. Parallel to the data, a clock is transmitted, usually with either the same or

half the frequency of the data. This clock, due to its jitter correlation with the data

is used to convey time jitter of the transmitter to the receiver in order to improve its

jitter tolerance. This architecture should not be confused with source synchronous

systems when only static alignment between the clock and data occurs. The jitter

on the data at any point in the system is measured with respect to the time linear

filtered clock. The time linear filter is representing possible skew between the two

signals and a 2nd order PLL.

4.3 Channels & Data Pattern

Channels are not only a source of jitter, but also modify certain types of jitter.

N-cycle jitter causes so-called jitter amplification, or better said pulse distortion,

when data or clock is transmitted through a bandlimited channel.
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Fig. 7 Clock Systems

The data stream can cause significant modification of the jitter measured for sys-

tems when the reference plane is defined by a CDR. For example, 8 b–10 b data

with no pre-scrambling can contain low frequency jitter within the CDR tracking

bandwidth. These low frequencies lead to so-called killer patterns effects. Given a

low transition density data pattern, the mean jitter will tend to be late in time. If

this pattern continues for a time comparable with the time constant of the CDR, the
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CDR will lock to the mean of this jitter. If the data now suddenly changes to a high

transition density, the average jitter is now early in time. Clearly the total jitter seen

is higher than if the data has had a reasonable mixture of low and high transitioning,

and the CDR had locked to the average of high and low transition density patterns.

A further extension of this idea, is simple down-folding. As described above,

jitter is actually a time continuous phenomenon that is only observable at transition

in the clock or data. This is equivalent to sampling of the jitter, and like-wise causes

folding of the original jitter signal. If significant jitter energy is folded into the track-

ing bandwidth of the CDR, then this can cause incorrect tracking of the CDR and

movement of the reference plane.

5 Measurement

5.1 Equipment

It is imperative, like any other physical phenomena, to define measurement method-

ologies to enable a true definition. Measurement of jitter can be mainly performed

using three technologies.

RTScope are easy to understand in their working, as they are merely oversam-

pling the data or clock signal, with typically a ratio of four to ten. The depth of

the sample can be such as to capture up to 100,000 possible transitions. A typical

analogue front end of 12 GHz bandwidth with 8 bit resolution samples can then

be post-processed to determine the crossing levels, and CDR tracking functions

performed to extracted the reference plane.

BERT operate from a provided reference clock and verify whether the received

data is error free. The sample point or absolute time offset of the data sampling

with respect to the reference clock can be varied and allows the CDF of the jitter

to be accumulated very fast. As the reference clock or reference plane must be pro-

vided from external to the BERT, this requires the use of a hardware CDR, or fixed

frequency reference clock. As the receiver of a BERT is equivalent to the normal

receiver its bandwidth must be well in excess of the signal and internal offsets of the

input decision maker minimised.

EQScope are under-sampling, high bandwidth, high resolution acquisition sys-

tems. Through accumulated sampling of the signal, a data eye can be collected,

from which the distribution of the transition edge can be measured. Like the BERT,

an external trigger or reference plane is needed, and must include if necessary a

hardware CDR.

5.2 Confidence Level

The measurement of a BER, involves the collection of data from a stochastic pro-

cess. In confirming the ratio of error bits to received bits, the observed ratio displays
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a variation in accordance with a Bernoulli process, Section 2.E.2 [2], such that the

observed BER has a sigma variation proportional to the square root of the number

of bits measured. Typically to avoid errors in the measurement of a BER, at least

100 errors must be accumulated before the ratio is calculated.

5.3 Statistical Tools

To accurately predict the statistics of a signal from a jittered transmitter through a

bandlimited channel and receiver equalisation, Statistical Signal Analysis tools have

been developed, such as Stateye [10]. These tools analytically convolve the various

time jitter sources together with the extracted ISI contribution of the channel, to

give an amplitude PDF of the received signals. From this PDF, the CDF of the zero

crossing can be extracted, and the received jitter predicted.

6 Conclusions

The prediction and measurement of time jitter in interconnect systems is an evolving

field, as measurement demonstrates new theories and methodologies. As the speed

of interconnect increases and the requirements of cheap and low power components

continue, the need for reliable stochastic prediction of all sources in the system

become necessary.

Anthony Sanders was editor of Section 5 of [1], which is a complete mathe-

matical description of jitter and its breakdown. He was also co-author of [2], and

included a concise treatment of jitter in the context of high speed signal compliance

testing.
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Abstract A fully integrated 8.5 Gb/s multi-standard DFE receiver for SATA, SAS

and FC is presented. This work addresses the impact that data storage communica-

tion standards have on data equalization and clock recovery. The data storage envi-

ronment and the implication on receiver architecture are described. Implementation

of CMOS high speed circuits is discussed and experiments of realized prototypes

are presented. The main design parameters of early-late digital clock recoveries

are analyzed, and their relationship to system requirements is investigated. At last,

additional architectures for higher communication speeds are introduced, together

with their potential application in the data storage environment.

1 Introduction

Serial interfaces have progressively replaced older parallel interfaces, in the recent

past. In the hard disk drives field, consumer market has moved from Parallel Ad-

vanced Technology Attachment (P-ATA) to Serial ATA (SATA), while enterprise

market from Small Computer System Interface (SCSI) to Fiber Channel (FC) and,

more recently, to Serial Attached SCSI (SAS). Meanwhile, the increasing demand

for computing power is pushing the required data rates towards higher speeds, up to

6 Gb/s for SATA/SAS and to 8.5 Gb/s for FC.

An extraordinary effort in the area of equalization techniques is underway and

several solutions have been proposed [1–4]. At the same time, industrial require-

ments set specific challenges, limiting equalization and clock recovery solutions

well suited for the application.

The goal of this work is to clarify the requirements set by the data storage serial

communication environment and to investigate the impact on equalization and clock

recovery for high speeds and for communication beyond 10 Gb/s. A multi-standard

architecture able to address backplane communications up to 8.5 Gb/s is proposed

and measured results are reported.
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This paper is organized as follows: the next section introduces the data storage

environment and the main equalization techniques; Section 3 presents the architec-

ture of the multi-standard 8.5 Gb/s receiver; section 4 introduces further equalization

techniques for communication beyond 10 Gb/s and Section 5 gives the conclusions.

2 The Data Storage Environment and Equalization

The data storage environment that is analyzed in this work is shown in Fig. 1.

A transmitter and a receiver are communicating through a dispersive channel that

can be a cable or a backplane.

The signal integrity at receiver side is impaired by the physical channel in several

ways:

� Intersymbol interference (ISI), due to channel bandwidth limits;
� Reflections, caused by limited RF impedance matching, mainly due to connec-

tors;
� Crosstalk, caused by the interference of adjacent channels in backplane commu-

nication or between transmitter and receiver.

Among these, the major source of signal corruption is definitely ISI.

Taking the high-loss compliance channel in 8.5 Gb/s FC [5] as an example, Fig. 2

shows the response to a rectangular unitary pulse, with 1 bit interval (1 UI) length.

The frequency dependent loss produces two main effects: a lower peak value

Vpku and a pulse tail.

If we assume to sample the received data at the pulse peak (‘cursor’), the UI-

spaced samples (‘postcursors’) of the pulse tail of the previously transmitted bits

are the source of ISI, together with the samples preceding the cursor (‘precursors’),

as shown in Fig. 3a. In the assumption of negligible precursors, Decision Feedback
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Fig. 2 Channel loss effect on pulse response

Equalization (DFE) [6] can be used to remove the ISI effect caused by postcursors,

based on the knowledge of previously transmitted bits. As shown in Fig. 3b, DFE

multiplies the received bits by the estimated values of the channel postcursors (Ci),

thus reconstructing the ISI and subtracting it from the incoming signal. By sizing

the number of corrective taps according to the number of postcursors to be removed,

DFE allows to recover the received pulse peak. On the other hand, it does nothing

to restore the original peak amplitude.

Considering that the sum of all the UI-spaced cursors must equal the received dc

level (VDC), the following equation holds:

∑

i �=0

Ci = VDC − C0 = VDC − VDC · Vpku = VDC − Vpk = VDC ·

(

1 −
Vpk

VDC

)

(1)

where Ci is the amplitude of the ith pulse at the measurement instant, Vpk represents

the peak of the channel response to a pulse whose amplitude is VDC.
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The vertical eye opening (Veye, defined as the difference between the cursor peak

amplitude and the worst case precursors and postcursors combination at the mea-

surement instant) can be calculated from (1):

Veye = C0 −
∑

i �=0

|Ci | = C0 −
∑

i �=0

Ci − 2 ·
∑

i �=0,Ci <0

|Ci |

= Vpk − VDC ·

(

1 −
Vpk

VDC

)

− 2 ·
∑

i �=0,Ci <0

|Ci |

= VDC ·

(

2 ·
Vpk

VDC

− 1

)

− 2 ·
∑

i �=0,Ci <0

|Ci | (2)

In case the pulse response is unipolar, no negative cursors exist and the vertical

eye opening is proportional to VDC times a factor that depends on the peak of the

unitary output pulse, only.

To increase the vertical opening of the eye, common techniques make use of ana-

log boost equalizers [7] to recover channel loss. In particular, this must happen not

only at the Nyquist frequency, where the maximum attenuation occurs (4.25 GHz in

8.5 Gb/s FC as in the examples of this section), but also at lower frequencies.

As an example, Fig. 4 shows a common implementation of a boost equalizer as

a cascade of CML zero-pole high pass stages. In this case, the equalizer has been

designed to match the channel reverse function at low frequencies.

If the Nyquist boost is increased, data patterns alternating opposite bits (clock

patterns) will be better equalized, but in case the channel reverse function is not

matched at lower frequencies, the overall vertical eye opening can not be improved.

As shown in the example of Fig. 5, increasing the boost at Nyquist improves the

vertical eye opening, until a maximum level is reached. This saturation is due to the

growing of negative cursors in equation ( 2), caused by channel mismatch at lower

frequencies.

Besides ISI, crosstalk from adjacent channels can severely impair the transmis-

sion performances. To analyze the impact of the boost equalizer in case a crosstalk

source is present at the equalizer input, the boost equalizer can be modeled as an
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Fig. 4 Analog boost equalizer


