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Global energy optimization of a molecular system is difficult due to the well-known “multiple minimum”
problem. The rugged potential energy surface (PES) characteristic of multidimensional systems can be
transformed reversibly using potential smoothing to generate a new surface that is easier to search for favorable
configurations. The diffusion equation method (DEM) is one example of a potential smoothing algorithm.
Potential smoothing as implemented in DEM is intuitively appealing and has certain appropriate statistical
mechanical properties, but often fails to identify the global minimum even for relatively small problems. In
the present paper, extensions to DEM capable of correcting its empirical behavior are systematically
investigated. Two types of local search (LS) procedures are applied during the reversing schedule from the
smooth deformed PES to the undeformed surface. Changes needed to generate smoothable versions of standard
molecular mechanics force fields such as AMBER/OPLS and MM2 are also described. The resulting methods
are applied in an attempt to determine the global energy minimum for a variety of systems in different coordinate
representations. The problems studied include argon clusters, cycloheptadecane, capped polyalanine, and
the docking ofa-helices. Depending on the specific problem, potential smoothing and search (PSS) is
performed in Cartesian, torsional, or rigid body space. For example, PSS finds a very low energy structure
for cycloheptadecane with much greater efficiency than a search restricted to the undeformed potential surface.
It is shown that potential smoothing is characterized by three salient features. As the level of smoothing is
increased, unique minima merge into a common basin, crossings can occur in the relative energies of a pair
of minima, and the spatial locations of minima are shifted due to the averaging effects of smoothing. Local
search procedures improve the ability of smoothing methods to locate global minima because they facilitate
thepost factocorrection of errors due to energy crossings that may have occurred at higher levels of smoothing.
PSS methods should serve as useful tools for global energy optimization on a variety of difficult problems
of practical interest.

Introduction minimization procedure also related to MCRImixed Monte

S . . . .__ Carlo/stochastic dynamics methddsand the random kick
Global optimization is an important issue in the characteriza- methodi4

tion of complex systems such as glasses, clusters, and large ; ) o )
biomolecules. Techniques have emerged over the past few A Widely used stochastic method is simulated annealing
years, all of which exhibit varying degrees of success in which is an important tool _for global optlmlgatlon on rugged.
application to well-established global optimization test problems. €nergy landscapes. In simulated annealing, the system is
The current algorithms can be classified into four overlapping coupled to a heat bath which is initially at some high
categories: (1) deterministic methods, (2) stochastic methods,temperature. At high temperature the system is characterized
(3) heuristic methods, and (4) smoothing methods. Selectedby rapid transitions between high- and low-lying minima. The
methods from each of these four categories have been extentemperature is then slowly lowered according to a prescribed

sively reviewed-? cooling schedule, and the system is allowed to equilibrate at
Deterministic methods include space covering techniques sucheach level using either a Monte Carlo Metropolis critefion
as branch-and-bound seafcystematic search methotiand molecular dynamics in dynamical simulated anneatngA

generalized descent methddsThese methods are useful for ~decrease in temperature is associated with an increased likeli-
small problems or for larger systems with well-established hood of occupying low energy states and reduced likelihood of
constraints, but will in general fail for large problems due to jumping out of minima. The approach is analogous to the slow
the exponential increase in the size of the space to be searchedzooling or annealing of a system through the transition region

Stochastic methods include Bayesian statistical médeld between the liquid and solid phases. The success of simulated
simulated annealing.An underlying theme in many stochastic ~annealing is largely determined by the cooling schedule, the
search procedures is the use of Monte Carlo sampling enhancegize of the largest barrier on the potential energy surface (PES),
by the Metropolis criteriof. Some notable Monte Carlo and the separation between the global minimum and other low-
techniques include reweighting methods such as multicanonicallying conformations®” While simulated annealing has been
sampling? Monte Carlo with minimization (MCM}? a revision of limited use in the global optimization of proteins and other
of MCM referred to as “basin hopping®,a molecular dynamics-  biopolymer system& it is the de factostandard for refinement
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of X-ray and NMR-determined structures of biomolecufes. work can be adapted to generalized smoothing algorithms such
Adaptive simulated annealing couples a refined choice of as GDA® and AGDA3* Here we concentrate on tuning the
parameters to the Metropolis criterion for increased sampling simplest version of potential smoothirigs., DEM. The focus
of important regions of conformational spd¢and has been  of this work is to develop an understanding of the smoothing
applied to predict the conformations of Met-enkephalin and a paradigm by applying it to a cross section of molecular
14-residue polylysine-helix.?* A recent variant of simulated ~ conformation problems. Examples are used to quantitatively
annealing is derived from generalized Tsallis statisicThe illustrate the features of smoothing a rough PES, the limitations
classical Boltzmann machinery can be recovered as a speciabf the original smoothing protocol, and the efficiency of search
case of this generalized formalism. Generalized simulated enhanced generalizations on large conformational problems.
annealing® has been revised to satisfy detailed balance and hasApplications studied include (i) varying sizes of argon atom
been shown to reduce to a steepest descent algorithm at lowclusters, (ii) cycloheptadecane, and (iii) regular conformations
temperature3? It is still unclear if the use of generalized of polypeptides.
statistics will yield significant improvements over the traditional In the next section we describe in detail the different methods
Boltzmann formulation for larger biomolecules. for implementing potential smoothing. This is followed by a
Many heuristic algorithms are based on a reduction of the description of results from the application of PSS. We conclude
global problem into smaller subsets for optimization. The With a discussion of the features of potential smoothing,
assembly of the smaller optimized parts leads to the final answer.limitations of the methods used in this work, and possible future
Algorithms of this type include the build-up proceddpe&? extensions.
constrained systematic search algoritifhsganning methods
which replace exhaustive enumeration with Monte Carlo Méthods
methods’® and genetic algorithm®. These methods lead to All calculations were performed using the TINKER modeling
the iterative generation of sets of conformations from which package, which implements a self-contained force field engine
the lowest energy conformer is selected. An important short- providing access to several molecular mechanics force fflds.
coming of these heuristic methods is the overemphasis of short-we use a modified version of the united-atom AMBER/
range effects over long-range interactions as determinants ofOPLS/94%force field in applications of potential smoothing to
low-energy conformations. conformational energy surfaces of polypeptides and clusters of
An emerging concept in global optimization is potential argon atoms. A similarly modified MM2 parameter set was
smoothing. The basic idea is to analytically transform a used in calculations on conformations of cycloheptadecane.
multidimensional PES by reducing the number of unique minima  Potential Function and Parametrization. The AMBER/
and the heights of barriers. Such a transformation can projectOPLS and MM2 force fields were modified to obtain analytical
out a catchment region that may be related to the global solutions of a diffusion equation corresponding to each energy
minimum. The spirit of smoothing methods is contained in term. Modified AMBER/OPLS or MM2 force fields can be
previous work which showed that short-range potentials generatedeformed to reduce the number of minima on the potential
large numbers of local minima, and softening these potentials energy hypersurface. This is done by controlling the level of
leads to a reduction in the number of local minifAd! This deformation denoted by an independent paraméter,
conceptual framework has been used in the diffusion equation The modified AMBER/OPLS force field, which will be
method (DEM) for potential smoothing developed by Scheraga referred to as DOPLS for deformable OPLS, is a function of
and co-worker8? Important generalizations to DEM include the atomic coordinates arid The DOPLS force field is of the
Gaussian density annealing (GDA and AGDA), and other form
Gaussian phase packet dynamics methods developed by Straub
and co-workeré®3 Methods such as the Monte Carlo  Viota = Vbond T Vangle Viorsion T Vimproper T Vuaw T Venarge
minimization (MCM) of Li and Scherag&and “basin hopping” Q)
of Doye and Wal€s fall into the category of PES smoothing,
though the mechanism of smoothing is different from the BEM  The first two terms are bond stretch and valence angle bending
and AGDA3 class of methods discussed in this work. energies. Torsional terms characterize barriers for internal bond
Smoothing of a PES can also be extended to transform theetation. A CHARMM-style harmonic improper dihedral term
Gibbs distribution function and is the basis of the packet IS included in DOPLS to impose planarity at*sptoms and
annealing methods of Shallowa. The success of a smoothing ~ chirality of i united atoms. In AMBER/OPLS nonbonded
algorithm for global optimization is contingent upon a connec- L€'ms include van der Waals energies modeled using a 12-6
tion between the deformed and the undeformed surfaces and-€nhard-Jones function and electrostatic energies modeled using
sufficient structure underlying the original rough PES. Sttaub & Coulomb potential for chargecharge interactions. Their
and Churchet al®” have reviewed methods for potential Medification in DOPLS is discussed below.

smoothing and compared the efficiency of smoothing algorithms . SINce it is easy to compute solutions to a diffusion equation
with different types of simulated annealing protocols. for Gaussian-like initial conditions, energy functions for van

L . . . : r W i i i i
We are initiating a series of systematic studies to establish der Waals interactions are approximated as a sum of either two

concepts and quantify metrics to compare and contrast theor four Gaussians. The functional form of the Gaussian
ncep d ) compa approximation for van der Waals interactions is shown in eq 2.
efficiency, extent of sampling, CPU intensity, and accuracy of

specific candidates from the four major classes of global Ngauss
optimization outlined above. In this work we detail methods Vo (1) = exp=b,.r.2 2
to modulate diffusional smoothing as a tool for global optimiza- vl ) ,(Zak(”) PEDi)y) @

tion and use recently developed strategies to generalize its scope

for global optimizatior?® These generalizations come under We use a two-Gaussian approximation in this work for each
the category of potential smoothing and search methods whichpairwise van der Waals interaction. The Gaussians are centered
will be referred to as PSS. The basic ideas presented in thisabout the origin and are of opposite sign. Typical van der Waals
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interactions present large repulsive barriers for valuesg lefss
than the radius of the excluded volume shell. Tie 0 region
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dependent terms,e., V(x) = 3;¥;<iVi(Ix — %), where|x —
Xj| denotes the distance between ataraadj, it can be shown

of a Lennard-Jones 12-6 function is rendered inaccessible inthat computing a smoothed form féf(x) requires only the
the Gaussian approximation of eq 2 by modulating the height smoothed form for the pair potenti&.** This principle is

of the repulsive Gaussiaayg). Parameters for the two Gaussian

approximation are chosen to fit a canonical Lennard-Jonesdistance between atoms.

function with an atomic radiussj and a well depthe) of one.
We use values ofa, by) = (14 487.1 kcal/mol, 9.051 48 A)
and @y, by) = (—5.553 38 kcal/mol, 1.22536 A) far = 1 A

strictly valid only for pair potentials that depend on the scalar
It can be extended to a sum of
distance-dependent molecular mechanics terms provided the
distance ranges are the same for each term.

In applying the diffusion equation to molecular mechanics

ande = 1.0 kcal/mol. The pairwise Gaussian parameters are functions as initial conditions for diffusion, the pairwise distance

scaled according to the and ¢ values for each pairwise

can either be a Cartesian or angular distance. For example,

interaction using the values prescribed by the force field. torsional potentials are smoothed in terms of torsional angles
DOPLS parameters also include a small nonzero van der Waalsinstead of the +4 distance. Smoothing torsional potentials in
radius on polar hydrogen atoms to avoid fusion of atoms due terms of torsional angles is qualitatively similar to smoothing
to favorable electrostatic interactions. Valuescof= 0.5 A an equivalent potential over the-2 distance especially if the
ande = 0.010 kcal/mol were used for all polar hydrogen atoms. 1—2 and 13 distances are kept fixed. However, the choice
This choice has very little effect on the final energy of of smoothing the torsional potential in terms of angular
reasonable, low-energy structures. coordinates is the only tractable way to smooth torsional

The final component of DOPLS is the inclusion of a potentials in Cartesian space when the2land 1-3 distances
CHARMM* improper dihedral term of the form are not fixed. Details regarding the smoothing of torsional
potentials are presented in Appendix A.

The diffusion equation in one dimension with no sources or
sinks is of the form

V.

improper

/2K®(® - ®0)2 3
This term imposes planarity at%ptoms and correct chirality

at sp a-carbon and other tetrahedral atoms. ValueKgfvere ap p
chosen to best reproduce the low-energy regions of the standard Bt D3

(42)
2
AMBER/OPLS trigonometric improper torsional term. The ox

(4b)

change in functional form was necessary to maintain the desiredy o0 is similar to either temperature in heat conduction or
planarity and to avoid chirality changes on deformed energy ¢qncentration of particles in a diffusion controlled process and

These modifications to A,MBER/QPLS result in pr.lly VeIY  diffusion equation can be obtained analytically provided we
;mall structural and energetic deviations from the original force | o\ the initial value ofo and the boundary conditions. The
field for low energy minima on the undeformeds= 0, DOPLS  ganera) solution to the semiinfinite one-dimensional diffusion
potential surface. However, each modification is required for equation shown in eq 4a is
amount of deformation of the surface increases with increas- 1 —(x— Xo)2
ing t. p(x,t) = ex;{ )

MM2 substitutes out-of-plane bending for the improper [4:1Dt]1’2 4Dt
dihedral term and also includes a bond stretahgle bend cross
with a Buckingham exp-6 function for van der Waals interac- distribution of Brownian particles then the rms displacement
tions. In smoothing applications, the exp-6 potential is replaced of the Brownian particles as a function of time is
by a Gaussian approximation similar to the form shown in eq
2. Parameters for the two-Gaussian approximation are chosen x,ms2 = xo2 + 2Dt (4c)
2.25¢*/r)8. We use values ofag, b;) = (3423.562 kcal/mol, implying that the mean squared displacement between Brownian
9.692 A) and &, by) = (—6.503 kcal/mol, 1.585 A) for* = particles increases linearly with time. This is an important
1 A ande = 1.0 kcal/mol. The pairwise Gaussian parameters feature in the use of a diffusion equation formalism for
are scaled according to th& and e values for each pairwise  deforming potential functions.

For instance, during diffusion of a DOPLS Gaussian van der

Diffusion Equation Method for Smoothing of Potential Waals interaction term the location of the potential minimum
Functions. In DEM32a molecular mechanics potential function is pushed out to larger values 08sVyqu(r) is deformed. For
is deformed by iterative application of a smoothing operator. a two-Gaussian approximation to the van der Waals potential
A multidimensional potential function with its characteristic the location of the potential energy minimum may be written
the formaY/at = J{rq,ro,..rn} Y, wheret is a dimensionless ~ For nonzero values of the smoothing paramétére location
parameter that controls the level of smoothing. The operator of the potential energy minimum is shifted and can be written
on the right side is a multidimensional diffusion operator. Here asrmi, = In(—byau/bpay), whereay = a/(1 + 4t)¥2 andby =
Y(ri,ro,..rn0) = V(ry,ra,..rn) is the original undeformed  bJ/(1 + 4t). The ratio—bjai/b,a; increases with increasing
the pairwise molecular mechanics terms individually. We potential function smoothing is that pairwise interactions
assume that the sum of individually deformed parts is equivalent between localized atoms are altered to be interactions between
to the deformed potential energy function. This assumption is diffuse atoms. On smooth surfaces, atoms are delocalized and
accurate for distance-dependent potential functions. If a the atomic positions are described by probability distributions.

surfaces. D is a diffusion coefficient in units of A Solutions to a
either efficient evaluation or desired limiting behavior as the

term. In addition MM2 replaces the Lennard-Jones function for x = x att = 0. If p(xt) denotes a one-dimensional
to fit the original MM2 function, 290 000 exp{(12.5*/r) —

interaction using the values prescribed by the force field.

roughness is transformed ¥(r 1,r 2,.. ' n;t) using an operator of  in terms of the Gaussian parametersggs = In(—biai/byay).
potential function. The diffusion operator is applied to each of shifting the location ofrmi,. A qualitative description of
potential function is written as a sum of pairwise distance- Interactions between the average location of atoms can be
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TABLE 1: Characterization of the Diffusion Spaces and In order to correctly scale the smoothing of these terms a
Diffusion Coefficients for the Different Energy Terms of a mapping of variations in angular space onto variations in
DOPLS Molecular Mechanics Potentiat distance space is needed. For example, if distances are
energy diffusion distance effective measured in angstroms and angles in radians, then in order to
term space interval diffusion coeff correctly scale the smoothing of different terms an estimate of
Vbond finite (120, 120) Dpona= 0.000156 & the change in radians in angular space in terms of angstroms in
Vangle finite (r13f130)  Dange= 0.0014 radiaf distance space is needed. A second consideration is the different
vv(;rvsvion zg:fiinfinite (zﬁﬁgiﬁiw Btvzfvsvio;:l %-%2 radiah ranges of potential functions within the same diffusion space.
Vaseorosatc  Semiinfinite (14(0):00) Denge= 1.0 A2 In distance space, bond stretch terms involve only nearest-

o ' _ neighbor distances, while nonbonded functions involve larger
21n all calculationd is set to a dimensionless parameter that controls gistances.

the level of thing. . . .
© level of smoothing Our analysis of this problem leads to a choice of very small

diffusion coefficients for bond stretch and angle bending terms.
The limit of diffusion coefficients tending to zero is equivalent
to not smoothing the bond and angle terms. Small values for
diffusion coefficients reflect two important considerations: (i)
the limited range of covalent restraint terms and (ii) the intrinsic
nature of restraint terms to impose severe penalties for all
deviations from ideal geometry. This is reasonable since the
objective is to explore conformational space without any

computed using the location and width of the Gaussian
distribution for each atom. Interaction between diffuse as
opposed to localized atoms leads to a reduction in the combi-
natorial problem and hence a reduction in the number of
accessible minima.

Coordinate Representations. We study applications of
potential smoothing in three types of spaces: Cartedigy), (

torsional (i), and rigid body I[\,) space. Inly; bonds and = . ;

angles are kept fixed at their starting positions and conforma- S'gS'f'cim re?rringlemtegts gf le’a'.e”.} geome()tq, m.aklng dto

tional changes come about due to changes in torsional angles.or reaxing ot covaient bonds. /i similar reasoning Is use

The DOPLS potential energy function Iy, is written as justify the use of undeformed bond-angle cross terms and
improper dihedral terms.

_ Torsional potentials are typically a sum of trigonometric terms
V(@12 0) = Viorsion T Vimproper T Vuaw T Venarge (5) that imposepmultifold barri)é[r)s. Lj/nlike bond sgtretch and angle
bending terms, torsional terms cannot be ignored since these
barriers distinguish between conformations and are considerably
smaller than the barriers imposed by violation of covalent bond
and angle restraints. Settifiosion= 1 leads to the problem
that at fairly small nonzero values for the deformation parameter
t, torsional barriers vanish leading to a nonphysical exploration

0 A of conformational space. Since barriers vanish for small values
V(rbc,,rbe,,...rbe,) = Z Z Z Zv(i,k),(j,l) (6) of t, typical reversal protocols used in potential smootfirig

SIS ELE will not feel these barriers until very small valuestaift which
point the method may have already committed to a conformation
with high torsional energy. One solution would be to recast

In Ty, different conformations are distinguished by six rigid
body degrees of freedom for each molecule, corresponding to
three translations and three rotations. The potential function is
of the general form

In this work, rigid bodies always correspond to distinct
molecules, so the summand denotes nonbonded interaction§he torsional potential in terms of a-# distancé® However

bet;Neeln atorz}s or:j (#fferetﬂt molet;; ulee? Its the_numbls r fotfh a 1—4 distance restraint ih,c can become severely nonphysical
molecules andi andn are the number of atoms In €ach oThe  pyacqse covalent bonds and angles are merely undeformed and

molecules andj, respectively. S : . .
o L . . not rigidly fixed. A simpler method is to compute the rate of
Diffusion Coefficients To Modulate Smoothing of Potential diffusion in torsional space which is then used to estimate an

Function Terms. In analogy W|th_acIaSS|caI diffusion equation,  gective torsional diffusion coefficient in distance space.
each of the molecular mechanics terms represents a different . . e . .
The method of choosing empirical diffusion coefficients for

initial condition for diffusion. Individual irwi ner . .
tial condition for diffusio dividual pairwise energy covalent restraint and geometry terms has the desired effect of

functions differ in their distance range, energy scales, and pairs trolling thei thi lative t bonded t Th
of atoms involved. Scaling the disparate potential energy terms controtling théir smoothing relative to nonbonded terms. €
current formalism is a generalization of this technique and allows

may be accomplished by choosing a set of empirical diffusion for increased sampling of conformational alternatives on highly

fficien ntrol the r f diffusion of the different terms. . . .
coefficients to control the rate of diffusion of the different terms deformed surfaces since torsional terms do get smoothed, albeit

Diffusion coefficients can be estimated based on a solution to lowlv. A di ; fih thod dqt timat irical
the appropriate finite one-dimensional diffusion equations in slowly. IScussion ortheé methods used to estimate empirica
diffusion coefficients is provided in Appendix B.

distance space with the upper and lower bounds stipulated as ) ) ) )
shown in Table 1. In all of the applications reported here, the ~ Potential Smoothing Protocol. A typical potential smooth-
bond stretch, angle bending, improper dihedral, out-of-plane iNg Protocol involves the following step$:*/
bending, and bond-angle cross terms are not smoothed. Dif- 1. The conformational energy of a starting structuréjg
fusion coefficients for the Lennard-Jones and Coulomb terms I'w, or I'y is minimized using a local conjugate gradient or
are set to one since these are nonbonded interactions and théecond derivative minimization method on tve 0 undeformed
range of these potentials is large. Effective diffusion coefficients surface. Inl andTl'y, we use an optimally conditioned quasi-
for local geometric interactions are scaled relative to values for Newton method without line searcsand inT. we use a
the nonbonded terms. truncated Newton optimization algoritffhwith a precondi-
The DOPLS force field contains terms that are naturally tioned linear conjugate gradient solution of Newton'’s equations.
represented in either distance or angular space. Bond stretch, 2. The value of the control parameteis slowly increased
van der Waals, and electrostatic terms describe pairwise according to a prescribed smoothing schedule, and conforma-
interactions in distance space. Angle bending, improper dihe- tional energy is minimized at each step using the methods
dral, and torsional terms describe interactions in angular space discussed in step 1.
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3. Smoothing of the conformational energy function is carried
out untilt = tq, wherety is the level of smoothing for which all
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typically near 180. Unlike an argon cluster problem there is
no boundedness condition to be imposed. However, basin

starting structures from step 1 converge to the same structurefunctions restrict sampling to a set of compact conformations

with the same energy. In previous wdfk6ty was chosen to
be the level at which only a single minimum remains on the

deformed surface. This is a special case of our condition to smoothed surface.

choosety.
4. Starting at = ty the deformation is reduced followed by

conformational energy minimization as discussed in step 1. On

highly deformed surfaces only a few minima remain, so the
local optimizer finds a minimum in the same basin as the starting
structure by following the downhill gradient closely. Values
of t are reduced in small intervalst chosen according to a
prescribed schedule unti= 0. The reversal process is a fully
deterministic procedure and the final value for the conforma-
tional energy at = 0 is the DEM estimate of the global energy
minimum of the molecule.
This protocol may be repeated for different starting structures
at step 1 to show that the chodgiis sufficiently large to ensure
convergence to the same minimunt at ty. Starting at = tq
implies the reversal protocol has forgotten the initial conforma-
tion and will follow an invariant deterministic path down to
the undeformed surface for a given reversal schedule.
Smoothing Schedule. If t4 is a chosen large value of the
deformation parameter for forward smoothing amdis the
number of points betweeh= 0 andt = t4, the smoothing

and may bias the results of a smoothing protocol due to limited
sampling of conformations and perturbation of the unconstrained
In our applications of potential function
smoothing we use basin function restraints for Lennard-Jones
clusters and not for peptides and isolated organic molecules.

PSS Methods. An extension of potential smoothing is to
include a local search protocol during the reversal schedule to
search for alternate low-lying minin¥d. Local searches allow
for corrections to be made to estimates of the global minimum
at different levels of smoothing. We consider two types of local
searches. One alternative is to perform a search in the vicinity
of the local minimum along a randomly chosen direction or
along normal modes out of the local minimum. A second
method would be to move the system over transitions states
into adjacent low-lying minima. A general local search
algorithm adapted for either of these two methods is as follows:

1. At some chosen value of= t; during the reversal we
reduce the level of smoothing it and find a minimum energy
conformation using a local optimization protocol. The energy
at the local minimum is stored 4.2 and its coordinates are
denoted by a vectdR|ocal

2. The system is moved out of the local minimum either
along a set of search directions or to a nearby transition state.

formula
(7)

for forward smoothing and

2n,—i\s

)
Ny

for the reversal, where=1, 2, 3, ....ngand 2< s < 6 for
different applications. For a given value sfincreasingng
increases the number of points sampled at smaller values of
As will be discussed in the results section the optimal choice
of values forng ands varies from problem to problem.

Compactness Restraints in Smoothing.Most applications
of smoothing algorithms have used basin functions or confining

(8)

system coordinates are denoted Rycie

3. FromReycite the system is moved to an alternate location
Rnew by @an energy minimization. ¥pew < Vioca, then this is
the new energy and the system is retained at the new location
Rnew-

4. The system is moved froRnew to explore the vicinity of
the new local minimum by repeating steps 2 and 3 until a new
lower minimum cannot be found.

5. If a new lower minimum cannot be found, we return to
step 1, reduce the value &fand continue steps 2, 3, and 4
until t = 0.

The finalt = 0 estimate for the “global” minimum is lower
than or equal to the minimum obtained from the DEM protocol
without local search.

“Normal Mode” Local Search (NMLS). The algorithm we
use for searches in the vicinity of a local minimum is very

potentials to impose compactness conditions during the smooth-similar to the “two-stage” method proposed by Nakameta
ing process. There are two classes of problems where basinal-* In their work, eigenmodes corresponding to the largest
functions have been used in the past. One example is theeigenvalues of the Hessian computed at a local minimum are

problem of finding the minimum energy configuration of clusters
of Lennard-Jones atoms. In DEM smoothing applicatidas
basin function of the forna exp(—br?) has been used to keep
atoms from drifting out to infinity ad becomes large. The
choice of values fora and b results in the application of

followed in order to ensure an uphill climb out of a local
minimum. We use a generalization of their protocol to different
coordinate representations. IR the true vibrational normal
modes are the appropriate mass-weighted eigenvectors of the
Hessian, though this is not strictly trueliy; or I'y,. However,

extreme|y shallow pairwise Gaussians that keep the Systemwe will refer to search along the eigenvectors of the Hessian

bounded at large values bf Similarly, Ma and Straul§ have
used a harmonic pair potential to confine the sampling of
conformations to the manifold of compact clusters. Basin

matrix as “normal mode” local search (NMLS) regardless of
the coordinate representation.
A pointk along a search directidrthat satisfies the condition

functions or confining potentials are necessary for noncovalent Vik-1 > Vik and Vik-1 > Vi1, where theV's are the
clusters since they impose boundedness on the problem and areonformational energy values, is chosen to be a new Raike

required to keep the calculations numerically stable.
The use of basin functions in application of smoothing to

from which to start a minimization to an alternate minimum.
The condition suggests apparent downhill progress indicating

connected systems such as peptides or hydrocarbons is questior& possible turning point into a new energy basin. In practice

able. At large values of deformation, if bonds and angles are
undeformed inl',c or kept fixed as inl'y, flexible molecules

sample maximally extended structures. For example, at large

t the values of thep and vy torsional angles in peptides are

the minimization can occasionally drop the system back into
Riocal Where it originated.

In Ty, for connected systems, we use a hybrid scheme for
PSS. All minimizations are done in Cartesian space but the
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search directions for a guided climb out of the local minimum convergence by using a truncated Newton methoal refine

are torsional space eigenvectors. The main objective of a localthe location of the ART saddle point.

search is to explore conformational space in the vicinity of the

local minimum. It is sufficient to explore structures on the

manifold of bonds and angles correspondingR@cal, i.€., The original DEM as well as PS-NMLS and PS-TSBS were

conformational rearrangements come about from varying tor- applied to conformational energy optimization problems of argon

sional angles alone. IR, the Hessian is computed in terms atom clusters, capped polyalanine peptides, cycloheptadecane,

of the @ rigid body coordinates whemeis the number of rigid ~ and rigid polyalanine helices. Results from these applications

bodies and the eigenvectors of the Hessian are the search ~are discussed in detail below.

directions for NMLS. 1. Clusters of Argon Atoms inTy.. A DEM smoothing
Transition State Based Search (TSBS)Consider a system ~ Protocol has previously been applféb find the global energy

in a local minimum with coordinateR.c, at some level of minimum of varying cluster sizes of argon atoms. For these

smoothing. The system can be activated frética to a nearby systems the interatomic interactions are purely van der Waals
transition state region and quenched to an alternate localinteractions. Kostrowicket al* have used a three-Gaussian
minimumRpene A subsequent comparison will choose between fit to mpdel the interaction be_tween argon atoms for a DEM
Riocal 2nd Rnew depending on which of the two conformational smoothing study. Two Gaussians represent the Lennard-Jones

Results

energy values is lower:e, the system reverts ®oca if Viocal interactions be_tween argon atoms. A third Gaussian is use(_:I as
< Viey OF remains in the new metastable stRigy if View < a shallow basin function to keep the clusters bounded during
Viocai In order to implement such a method we need to be able smoothing. In arjalogous Work_ on potentlgl funpthn sr_noothlng
to locate saddle points starting from a local minimum. based on annealing an approximate classical distribution, GDA,

Ma and Strau®? have used a four Gaussian fit for the Lennard-
Jones term and a harmonic restraint potential to restrict the GDA
sampling to the manifold of compact clusters.

Considerable work has been done toward enumerating the
various local and global minima for argon atom clusters of
different sizes!5* For cluster sizes larger tham= 13 the
number of minima has been estimated using a relation of the
form g(n) ~ exp@ + bn + crd), wherea = —2.5167,b =
0.3572, andc = 0.0286 are parameters derived from a fit to

Methods that rely on the use of two adjacent minima to locate
intervening saddle points by minimization along an orthogonal
direction, by propagating a reaction p&tbr evolving a contour
of tangency?! are not useful here since we know only one
minimum. Techniques have been developed to locate transition
states using the curvature information at a local minin¥am.
We use the activation and relaxation technique (ART) of
Barkema and Mousse@uto locate saddle points from a
minimum in disordered systems. This method is briefly outlined results from a full enumeration of all the minima for< 13.

below. ) . DEM applied to clusters of size = 5—19, 33, and 55 yields
Let R; bg thg system coordinates at.a local minimum. The the global minimum fom = 5-7, 11, 13-15, 33, and 535
system is initially perturbed from this local minimum by e owest energy structures of most argon atom clusters are
generating a small random displacement away from the mini- rg|ated to Mackay icosahedra that show a fivefold symmetry.
mum,i.e, R* = R1+ d. A saddle point is then reached by  j5\ever, there are clusters for which the global minimum is
iteratively following a new force vector of the form derived from either an fcc symmetry asiin= 38 or Mark’s
decahedron as in = 75, 76, 77, 102, 103, and 104.
G=-W-(1+ao)f-VV-AR}AR 9) For n = 8, Kostrowickiet al. have shown that DEM yields
a dodecahedron of triangle faces which is the global minimum
whereAR = R* — R1is a unit vector parallel to the vector  on the undeformed surface of the three Gaussian approximation.
from the original minimum to the new location of the system. On a true Lennard-Jones surface the global minimum is a

a is a positive nonzero parameter chosen so that@ < 1 pentagonal bipyramid with two atoms on the outside. It should
and used to ensure that the system does not remain trapped ilhe noted that the GDA algorithm of Ma and Str&tiand a
the local minimum. Thé&-vector witha. = 0 points in an uphill  refined AGDA protocdi® also find global minima for different

direction perpendicular to and away from the local minimum. cluster sizes with Varying degrees of success. We app“ed a
G is nonzero away from a local minimum or a saddle point, SO PS-NMLS to argon atom clusters using a three-Gaussian
the simplest strategy is to start at a local minimum and evolve gpproximation and parametess= 0.2824 kcal/mol andr =
a trajectory alonds from the local minimum untilG becomes 33610 A. The third attractive Gaussian corresponds to a well
very small. A trajectory-based method can be computationally depth of—1.7 kcal/mol and width of 0.000 01A, which restricts
inefficient. One of the problems in using conjugate gradient sampling to compact clusters. We studied all clusters ofrsize
minimizers to optimize along the uphill direction parallel@ = 5-39 andn = 55. This list includes clusters not reported in
is there is no object function associated with the foe  the work of Kostrowickiet al., clusters for which the original
Barkema and Mousse&usuggest the use of a Levenberg  DEM does not recover the global minimufhand certain
Marquardt nonlinear least-squares optimization method designedpenchmark “hard” problems such as= 381156
for following G. In our application of DEM, we usk = 300.0 anchy = 100

In our experience the simple method of iteratively following ands= 3 in eqs 7 and 8 and find the global minimum for the
G until it becomes small leads to saddle point regions on an n = 5—7, 10-16, and 18-19 clusters starting from arbitrary
undeformed energy surface for small peptideBjin The same structures not near the global minimum. All minimizations were
method does not work as well i, for peptides and performed using a truncated Newton algoritiwith an rms
hydrocarbons since uphill directions often correspond to an gradient convergence criterion of 0.0001 kcal/mol/A. We note
unreasonable disruption of covalent geometries. A potential that our implementation of the DEM protocol succeeds in
drawback of theG-vector formalism for our purposes is that finding the global minimum for the = 12 and 19 clusters in
the saddle point generated is not necessarily a saddle pointcontrast to the work of Kostrowiclet al.
adjacent to the local minimum of interest. In using this method A PS-NMLS method was used in an attempt to find the global
in a smoothing algorithm we check for true saddle point minimum for then = 5—39 andn = 55 clusters. For tha =
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8 cluster the global minimum energy in Lennard-Jones units is TABLE 2: Results for PS-NMLS and DEM and Energy
—19.8222 and the first excited state, a dodecahedron of triangleMinimizations Applied to Clusters of Argon Atoms?

faces, has an energy 6f19.7649 LJ units. Both the DEM and no. of [yc
PS-NMLS methods recover the first excited state instead of the search
global minimum. Fom = 9 andn = 17 we found the global directions
minimum using a PS-NMLS method with the five largest  ClUSter global PS-NMLS used in
. . . . . sizen minimum minimum PS-NMLS
eigenmodes i as search .dlrectlons. Local searche$'jp = "9 1039 91039 5
were done for.alt < 5.0 during the reversal. _ 5 127121 127191 0
Clusters of sizen = 38, 75-77, and 102104 are particularly 7 —16.5054 —16.5054 0
challenging problems for global optimization due to the 8 —19.8222 —19.7649 24
“multiple funnel” structure of the underlying PESS. Multiple 9 —24.1134 —23.2698 5
funnels refer to potential energy surfaces with multiple similar 12 :gg"?‘égg :gg";ggg 8
low-energy basins and very different conformations. Fonthe 12 —37.9676 —37.9676 0
= 38 case the fcc truncated octahedron is the global minimum 13 —44.3268 —44.3268 0
with an energy of-173.9284 Lennard-Jones (LJ) ufitsPES 14 —47.8452 —47.8452 0
deformation schemes such as the distance scaling method of 19 —52.3226 —52.3226 0
Pillardy and Piel2 and the “basin hopping” algorithm of Doye i? :g?g%gg :gg'gigg g
and Wale& succeed in finding the global minimum for= 18 —66.5309 —66.5309 0
38. The distance scaling and basin hopping methods generate 19 —72.6598 —72.6598 0
smoother potential energy surfaces for improved conformational 20 —77.1770 —77.1770 10
searching. Thex = 38 problem is easy for our version of g% :gé-gggg :gi-gggg ig
potential smoothing without local search. The global minimum 23 _92.8445 _90.8445 >3
structure derived from fcc symmetry can be found from 24 —97.3488 —97.3488 15
completely random starting structures. For some other prob- 25 —102.3727 —102.3727 15
lems, particularlyn = 31, 34, and 37 we were unable to find gg —ﬂg-g%gg —ﬂg-g%gg ig
the global minimum using PS-NMLS._ N 28 _1178224 _1178224 25
For then = 55 case DEM does not find the global minimum 29 —~123.5874 —123.5874 29
from arbitrary starting structures. This is because=aty it is 30 —128.2866 —128.2866 55
not possible to obtain a unique structure irrespective of the 31 —133.5864 —133.1836 87
gradient convergence criterion chosen for the truncated Newton 32 —139.6355 —139.6355 21
o . . . . 33 —144.8427 —144.8427 20
optimization. It is possible that nonunique conformations at 34 —150.0445 —149.6721 96
large deformations are a consequence of errors in numerical 35 —155.7566 —155.7566 44
precison. We applied a PS-NMLS protocol to several different 36 —161.8254 —161.8254 23
starting structures and a small set of search directions along 37 —167.0338 —166.6315 105
the Cartesian eigenvectors and always succeeded in finding the gg :gg'gggg :gg'g%gg 22
g|0bal minimum. Thenr = 13,55 clusters possess a hlgh degree 55 —279:2485 —279:2485 10

of symmetry because of their perfect Mackay icosahedral 21 the tablend he size of the cl died. Ifth b
structures. For all clusters, the results reported above can be " the tablen denotes the size of the cluster studied. If the number

. . of search directions for PS-NMLS is zero, then a straight DEM protocol
recovered from completely random starting conformations. gycceeds at finding the global minimum. All energies are in Lennard-
Results from our application of DEM and PS-NMLS protocols  jones (LJ) units.

are summarized in Table 2.

2. Oligopeptides inI'y.. DEM and PS-NMLS were applied  analysis of smoothing applied to the fully characterized PES of
to N-acetyl-Ala-AlaN'-methylamide inl',c. We first exhaus- N-acetyl-Ala-AlaN'-methylamide will be reported elsewhéfe.
tively enumerated all the minima on the undeformed DOPLS  An energy crossing between minimum 4 and the global
surface. This was done by combining an extensive grid searchminimum occurs at = 0.1372,i.e., V4 < Vgiopal for all values
around minimum energy regions to a series of truncated Newtonof t > 0.1372. The smoothing process projects out a catchment
conjugate gradient minimizations. We used a gradient conver- region related to minimum 4 for largeand a DEM reversing
gence criterion of 0.0001 kcal/mol/A. Minimum energy regions schedule converges to minimum 004 tat= 0, i.e., V4 =
for the grid search were chosen based on the work of —81.9509 kcal/mol. A NMLS protocol using a search along
Zimmermanret al® The combined grid search procedure finds five large torsional eigenmodes corregisst factothe conse-

a total of 142 unique minima. The four lowest minima including quence of the crossing &= 0.1302 and converges to the global
the global minimum have energies\dfiona = —84.1906 kcal/ minimum. This example illustrates how a local search method
mol, V, = —83.9167 kcal/molV; = —81.9962 kcal/mol, and  can correct errors due crossings during the smoothing process.
V4 = -81.9509 kcal/mol. We tested the ability of a PS-TSBS protocol to find the global

We characterized the smoothing of the PES by following each minimum for N-acetyl-Ala-AlaiN'-methylamide. In the TSBS
of the 142 minima as a function of increasingwe used values  method the first stage is the location of a nearby saddle point
of s= 3, ty = 55.0, andng = 400 in eq 7. On the = 55.0 via the G-vector method described earlier. This is followed
surface only a single minimum remains. We observe that the by perturbation away from the saddle point along the eigen-
number of minima reduces from 142tat= 0 to 1 fort = 55 vectors corresponding to the negative eigenvalue in order to
through a series of mergers that are a consequence of diminishfeach the adjacent minimum.
ing barriers between minima. Exhaustive enumeration allows We tuned the TSBS searches to find the global minimum by
complete characterization of the smoothing process and evalu-correcting for some of the problems inherent to locating
ation of the requirements for finding the global minimum. An transition states. A point for energy minimization is found after
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TABLE 3: Ideal Geometries Used for Constructing Capped TABLE 4: Summary of Results from Application of
Polyalanine Chains Using DOPLS Definitions of Atom Types PS-NMLS to Varying Lengths of CH;CO—(L-Ala),—NHCH3
for Varying Lengths in T Sequences imT?
bonds bond lengths (A) angles bond angles (deg) no. of energy of
C—CHs 151 CH-C-O 1225 flex[ble DEM PS-NMLS PS-NMLS canonlc_al
— o torsions  energy energy structure  o-helix in
O 1.22 CH—-C'—N 114.4
N—C' 1.34 C—N—C,H 121.0 n (¢,9) (kcal/mol)  (kcal/mol) type Tu
CoH—N 1.46 N-CoH—-C' 111.0 5 10 —179.4897 —179.4897 y-turn —178.2146
C'-CyH 1.51 GH-C-0O 122.5 6 12 —212.5233 —217.4073 p-hairpin  —215.5294
N—HN 1.02 C—N—-H 118.0 7 14 —245.5841 —253.8166 o'-helix —253.3204
C—"CuH 1.54 N-CH—CH;z 109.5 8 16 —278.6389 —293.4585 f-hairpin  —291.4040
CuH—CH;3 1.54 GH—C—N 112.7 9 18 —311.7031 —330.0448 o’'-helix —329.7243
C'—N—CHs 121.0 10 20 —344.7672 —368.4315 o'-helix —368.1972
. . . 11 22 —377.8342 —406.9659 o'-helix —406.7670
2 0n this manifold the values ab are kept fixed at 180 12 24 —410.9029 —4455773 o -helix _ 445 4150

an NMLS type walk away from the saddle point region indicates _°!n I'x the bonds and angles remain fixed and the energy minimiza-
a turn toward a minimum. We found the global minimum using gﬂgsarlnnolletge lowest or global minimum on the manifold of fixed bond
this method in multiple independent runs starting from random gies.

locations on the network of 142 minima. Because transition
states were located using random perturbations away from local
minima, deviations from a DEM reversal were found at different 4. For all of the chains DEM obtainsatur structure. For

values 9ft for each run. . . - n = 5 they-turn is the DOPLS global energy minimum. For
Despite the success in reproducibly finding the global \\ — g 4nq g we find-hairpin structures with nonclassical
minimum, the current TS.BS.method is unlikely to work_ for reverse turns to be the lowest energy structures.nfei7 and
larger systems. The main disadvantage of the current imple- ' _ 915 the PS-NMLS method recovers structures very
nmoenrrgit;?'n' gf tF;fe--;SStir’r:S'sth{;wtotZ% szfritrt:;:r [;ro;es?rok;r?ct%r:essim”ar to, and slightly lower in energy than, canoniaahelices.
e, T ys : V€ way Differences between the two types of structures are in the
catchment region of interest than is necessary. However, theC-termini where theN-methyl amide hydrogen forms a bifur-

concept of moving the system over transition states remains . .
) ) . cated hydrogen bond with carbonyl oxygens from the residues
attractive and alternate methods to restrict the climb along the s
n—1 andn—2. We refer to such structuresashelices. Values

G-vector modulated by information about the appropriate for the torsionaly and iy are angles are similar to those of
contour of tangency may be a useful way of refining TSBS cala-hell ¢ 4 9
methods. For the rest of this work we use only the NMLS class canonicala-helices. ) )

Each of the PS-NMLS calculations ih; for CH;CO—

of local search enhancements to DEM. ! : :
(L-Ala),—NHCHj3 chains requires approximately a thousand

3. CH3;CO—(L-Ala)p—NHCH3 in I'; and I'yc. Nakamura ) oL o .
et al 3 have studied DEM conformational energy minimization independent minimizations. It is instructive to compare results
from our PS-NMLS calculations to a random search that uses

of a capped 9-residue polyalanine chain using a modification = el
of an AMBER 4.0 force field. They showed that a DEM the same number of local _m|n|m|zat|ons. For each of the
protocol fails to find the global minimum, believed to be an CHsCO—(L-Ala),—NHCHs chains we set the angieto be trans
a-helix, while a “two-stage” method recovers a structure slightly and generated a thousand independent conformations using
lower in energy than thew-helix that is very similar to the =~ random values of andy between—180" and 180. Each of
canonical a-helix, differing only in a bifurcated “capping’  the 1000 starting conformations were minimized using an
hydrogen bond at the C-terminus. optimally conditioned quasiNewton method without line

We analyzed varying lengths of capped polyalanine se encesseamhé@ overg—y space to amms gradient convergence of
CH3CO—(L)-/,ZAIa)nV—rI\)l/:—|gH3 I% L. Th%pbor?dsyand Iangleguare 0.0001 kcal/mol/radian. We were unable to find the global

invariant in all of these calculations and were based on idealizedMinimum for any of the polyalanine chains studied using this
peptide values shown in Table 3. Because the torsional barrier@ndom search procedure. The same 1000 randomized starting
for deviation away fromw = 180 is large, thew angle was conformations were used as starting positions for a NMLS local
kept fixed at 186, thetrans conformation of the peptide bond. ~ S€arch optimization on the undeformed surface. rrer5—8

It can be shown that= ty = 10 is a sufficiently large extent ~ We found the global minimum approximately 35% of the time
of smoothing for random starting structures to converge to the @nd forn = 9—12 the success in finding the global minimum

same energy and conformation. Through systematic trials we "anges from 2230%. The improved success of NMLS
founds = 5 to be appropriate for smoothing T, Values of ~ Optimizations on the undeformed surface over a random search

ng were varied based on the size of the problem. As the numberiS an indication that the iterative scheme in the search procedure

Results from application of PS-NMLS to chains of 30—
(L-Ala),—NHCHjs in Ty for n = 5—12 are described in Table

of residuespn, is increased beyond 7 for GEO—(L-Ala),— facilitates improved sampling of conformational space. On
NHCHs in T the number of pointsy betweent = ty andt = average we required six or more iterations of local search to
0 is increased. If the decrease in smoothing lexlis converge to the global minimum. The important virtue of the
sufficiently small during the reversing schedule, an NMLS PS-NMLS over NMLS on the undeformed surface is thatrfor

protocol is reduced to making a binary decisions in multidi- = 5—12 all of the 1000 random conformations merge into a

mensional conformational space. Aft is not small enough,  single conformation with the same energy fer ty = 10. This
then a NMLS protocol may require multiple iterations to means that the smoothing procedure is completely deterministic
converge to the best alternate minimum. For larger values of and does not require a large number of independent minimiza-
At, an alternate minimum may be too far from the local tions. Also, as the size of the problem increases, the efficiency
minimum to be found by a NMLS protocol at the current level of using NMLS on the undeformed surface in finding the global
of smoothing. minimum or lower lying minima is greatly reduced.
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TABLE 5: Results of DEM and PS-NMLS Applied
to Capped Sequences of Polyalanine,
CH3CO—(L-Ala),—NHCH3 in I®

DEM PS-NMLS canonical
energy energy a-helix energy
n (kcal/mol) (kcal/mol) (kcal/mol)
5 —183.1443 —197.9965 —188.3236
6 —216.9159 —238.3538 —227.1757
7 —250.7094 —272.9906 —266.8064
8 —285.8123 —314.2375 —306.8196
9 —318.3087 —350.0894 —346.9622
10 —352.1148 —387.0713 —387.2196
11 —385.9248 —423.6528 —427.5763

a A schedule ok = 3, ng = 100, andy = 10 was used in this study.

(b)

Figure 1. (a) Lowest energyx-helical conformations of CkCO—
(L-Ala)s—NHCHjs in T'c. (b) TheS-hairpin structure which is 7.4179
kcal/mol lower in energy than the canonieghelix shown in (a) and
is the structure found using PS-NMLS.

I'\c Calculations. We studied DEM and PS-NMLS confor-
mational energy minimizations if. for different lengths of
CH3CO—(L-Ala),—NHCHjz chains. Kostrowicki and Schera§a

J. Phys. Chem. B, Vol. 102, No. 48, 1998733

Conformational Energy (kcal/mole)
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Figure 2. Conformational energies of GBO—(L-Ala);0—NHCH; I'yc
as a function of increasing deformatiofor a canonicabi-helix (—),
for an o’-helix (---), and for thes-hairpin found from a PS-NMLS
protocol ¢-+). On thet = 0.0051 surface thg-hairpin is lower in energy
than theo-helix.

L
0.002 0.008

canonicalr-helix and the lower energ§-hairpin obtained from
a PS-NMLS inI'yc.

In direct analogy to thd&,; calculation we expected to see
o-helices as the result of PS-NMLS calculations for longer
sequences. For= 10 and 11, an PS-NMLS method does not
find structures lower in energy than thehelix, but instead
finds S-hairpins that are higher in energy than tidaelix. For
longer chains we performed exhaustive local searches along all
the torsional eigenmodes and found the higher engggirpins.

We analyzed the reasons for this result by enumerating structures
sampled during local searches. For= 10 there are three
unigue minima near the global minimum on the DOPLS surface
in I've, & B-hairpin (/g = —387.0713 kcal/mol), the canonical
o-helix (Vo = —387.2196 kcal/mol), and aa’-helix (Vo =
—387.5620 kcal/mol) which is the global minimum. We studied

have discussed implications of deforming penalty function terms the forward smoothing of these three low-energy structures. For
such as harmonic bond length and bond angle restraint termsvalues oft between 0.0051 and 0.1826 the global minimum is
for DEM smoothing. Because we are not interested in in the catchment region of thg-hairpin. A comparison of
significant rearrangements of covalent geometry, we do not conformational energies as a functiort ér forward smoothing
smooth the bond stretch, angle bending, and improper dihedralis shown in Figure 2. The'-helix becomes higher in energy

terms for calculations inl'. This is different fromI'y

than thes-hairpin fort of 0.0051 and greater. For al> 0.1826

calculations where bond lengths and bond angles are kept fixedthe global minimum is they-turn basin. The PS-NMLS
In T'we, bonds and angles are allowed to stretch and bend asconverges to the global minimum up to the 0.0051 surface
they would on the undeformed surface. The bonds and angleswhich is a -hairpin. At the next smallet value in this

deform at different levels of smoothing to compensate for long- particular protocolt = 0.0045, thex'-helix is lower in energy

range effects of nonbonded interactions.

As in Ty, we setty = 10.0 in all our calculations. We use a

fixed schedule ohy = 100 ands= 3 in eqgs 7 and 8 for forward

than thefs-hairpin. PS-NMLS fails to recognize the crossing
of energies for 0.0045 t < 0.0051 when the''-helix becomes
lower in energy than thg-hairpin.

smoothing and reversing and study capped polyalanine chains We used the NMLS search strategy to enumerate all local

of lengthn = 5—11in vacua For all values oh, DEM again
finds y-turn structures. PS-NMLS finds a set @fhairpin
structures for each of the sequences studied. A4hairpin
structures found are lower in energy than thdelices inl'y¢
for n=5-9.

For instance witih = 8, thet = 0 DOPLS energy for a local
minimum corresponding to the canonicahelix is —306.8196
kcal/mol. This structure was located using a model-fautttelix
as the starting conformation and then minimizing tonas

gradient convergence of 0.0001 kcal/mol/A. A PS-NMLS

protocol yields aB-hairpin structure that is 7.4179 kcal/mol
lower in energy than thie-helix. Results of all'\¢ calculations
for n = 5—11 chains of CHCO—(L-Ala),—NHCH; are sum-
marized in Table 5. Figure 1 shows the structures fora8

minima sampled from thg-hairpin anda’-helix minima along

all of the search directions corresponding to the 20 paigs-af
angles at = 0.0045 and = 0.0051. On thé = 0.0045 surface,
the o’-helix is lower in energy than thg-hairpin, Vo =
—383.2723 kcal/mol andly = —383.2569 kcal/mol. Structures
found from a local search were characterizedodselical if

the distances j+4 between the carbonyl oxygen atoms of residue
i and the amide nitrogen atom of residug- 4 were between
2.7 and 3.1A, implyinga-helical hydrogen bonds. If the
structures were such that the distances between the atom pairs
(Og—Ny3), (07—Ny), (Os—Nv), and (@—Ng) were between 2.7
and 3.1 A, the structure was deemegb-hairpin containing
interstrand hydrogen bonds. Of the 23 unique low-energy
structures found from a local search out of titehelix local
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TABLE 6: Hydrogen-Bonding Distances for the 23 Unique Local Minimum Energy Structures Sampled in a Local Search out
of the a'-Helical Local Minimum on the t = 0.0045 Surface

i—i+4, distances between carbonyl oxygérad i—j distances between carbonyl oxygénand
amide nitrogeni(+ 4) atoms if the distances are amide nitrogenjj atoms if the distances are
>2.7Aand<3.1A >2.7Aand<3.1A
rank energy 15 2—-6 3-7 4-8 5-9 6—-10 9-2 -4 2-9 4-7
1 —383.2723 2.87 2.96 2.87 2.91 291
2 —382.9076 2.87 2.95 2.88 2.90 2.92 2.95
3 —381.8493 2.92 2.90 2.94 2.90 2.91
4 —380.2025 2.87 2.95 2.89 2.93 2.80
5 —379.6051 2.87 2.98 2.89
6 —379.4903 2.87 2.95 2.90
7 —377.3410 2.81 2.92
8 —375.4960 2.96 2.89 2.92 2.88 3.09
9 —373.6687 2.87 2.95
10 —373.082 2.82
11 —372.6473 2.89
12 —371.9262 2.98 2.79
13 —371.5315 2.88 3.02 2.92
14 —370.9817 2.92 2.83 2.96
15 —369.4312 2.93 2.90 3.02
16 —368.719 2.86
17 —365.4600 2.96 2.90 3.01
18 —362.7182 2.98 2.89 2.83
19 —362.7182 2.98 2.89 2.83

20 —358.1491
21 —357.0376
22 —353.3007
23 —347.6971

aColumns 3-8 of the table correspond to the type of hydrogen bonds that clasdiBfical structures. All the very low energy structures show
typical a-helical hydrogen-bonding pattern. The numberefielical hydrogen bonds decreases with increase in conformational energy and the
higher energy structures sampled in this calculation are random coil conformations. The table reflects two important features of the local search
sampling. Thea-helical basin and thg-hairpin basin are disjoint sets and thehelical basin is a very narrow deep well reflected in the fewer
number of structures sampled, compared togHwirpin.

minimum, almost all show the hydrogen-bonding pattern of an protocol finds a structure that is not anhelix, but which is
o-helix. Results of this search are shown in Table 6. Similarly, lower in energy. The undeformed surface energy for this
alocal search out of the-hairpin minimum at = 0.0051 finds structure is 73.7718 kcal/mol. The DOPLS surface minimum
32 unique local minima including the originghairpin. More energy structure shows ams o.-carbon deviation of 1.8268 A
than 90% of the structures show hydrogen-bonding patternsfrom the undeformed CHARMM surface minimum energy
typical of a-hairpins; see Table 7. The lack of overlap in the structure. Thed,y) angles for the DOPLS and CHARMM22
conformational energies listed in these two tables show that localstructures are quite similar. For= 8 the CHARMM22a.-helix
searches out of the'-helical andpg-hairpin basins sample  energy is 141.8306 kcal/mol. PS-NMLS finds fhairpin
conformationally disjoint regions. Similar results were obtained structure with a lower energy of 133.5861 kcal/mol. The

for calculations on the= 0.0051 surface for which thghairpin DOPLS surface minimum energfthairpin forn = 8 shows a
is lower in energy than the'-helix, Vg = —382.7399 kcal/mol deviation of 1.2175 A ina-carbon atom positions from the
versusVy = —382.6904 kcal/mol. undeformed CHARMM surface minimum ener@yhairpin. this

Three important observations from these local search calcula-calculation demonstrates that PS-NMLS protocols using both
tions are as follows: (1) we systematically find more unique DOPLS and CHARMM22 force fields give qualitatively similar
local minima out of theg-hairpin minimum than thed'-hairpin results forT',c calculations on small polyalanine sequences. We
minimum, suggesting that thg-hairpin basin may be broader also performed & calculation using modified CHARMM22
than the o-helical basin; (2) the hydrogen-bonding pattern functions for am = 12 capped polyalanine sequence. The PS-
suggests that the two sets of conformations sampled from a localNMLS method recovers the-helix as the global minimum on
search out of amx-helical minimum ands-hairpin minimum the manifold of fixed idealized CHARMM22 bonds lengths and

are disjoint and are separated by a large barrier; (3) local searchbond angles.

cannot surmount the barrier between the narodvielix and The efficiency of the PS-NMLS method was compared to a
broad -hairpin regions fort < 0.0051 and stays within the  random search using approximately the same number of local
catchment region of thg-hairpin all the way back to the= minimizations, and to NMLS on the undeformed surface from
0 DOPLS surface. random starting conformations. Neither of these methods

To test the effect of force field parametrization we repeated succeeds in finding the global minimum for= 5-9. Forn
calculations for then = 5 and 8 capped polyalanine sequences = 10 the lowest energy conformer found using the random
in Ty using a deformable version of the CHARMM22 force search method is 17.2 kcal/mol higher in energy than the PS-
field in place of DOPLS. The only modification to the NMLS B-hairpin, and the lowest energy conformer found using
CHARMM22 energy functions was made in the substitution of thet = 0 surface NMLS is 6.34 kcal/mol higher in energy than
a Gaussian approximation to the 12-6 Lennard-Jones functionthe PS-NMLS structure.
for van der Waals interactions. An energy minimized canonical 4. Cycloheptadecane inl,c.. One of the better known
a-helix for n = 5 using modified CHARMM22 has an  benchmark problems for conformational search is the determi-
undeformed surface energy of 85.4704 kcal/mol. A PS-NMLS nation of low-energy conformations of the highly flexible
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TABLE 7: Hydrogen-Bonding Distances for 32 Unique Local Minima Sampled in a Local Search out of thgg-Hairpin Local
Minimum on the t = 0.0045 Surface

i—i+4, distances between carbonyl oxygérad i—j distances between carbonyl oxyg&nand
amide nitrogeni(+ 4) atoms if the distances are amide nitrogenjj atoms if the distances are
>2.7Aand<3.1A >2.7Aand<3.1A
rank energy 15 2-6 3-7 4-8 5-9 6—-10 9-2 -4 2-9 4-7
1 —383.2569 2.82 2.86 2.88 2.93
1 —383.2569 2.82 2.86 2.88 2.93
2 —381.8750 2.76 2.82 2.87 2.93
3 —380.7871 2.88 2.98 2.90
4 —378.7298 2.86 2.97 2.91
5 —377.0667 3.00 2.90 2.80 2.92¢
6 —376.5693 2.79 2.81 2.94
7 —376.3553 2.85 2.94
8 —376.2071 2.85 2.85 2.86 2.93
9 —375.9423 2.78 2.84 2.95
10 —375.5653 2.80 2.82 2.93
11 —375.0034 2.84 2.90 2.88 2.92
12 —374.3673 2.83 2.85 2.92
13 —373.6144 2.83
14 —372.4078 2.86
15 —372.2050 2.77 2.95 2.86 3.02
16 —372.1612 2.84 2.90
17 —370.1621 2.89
18 —370.0502 2.85 3.02 2.91
19 —369.6184
20 —368.6573 2.82 2.88 2.95
21 —367.5699 3.02 2.81
22 —367.1853 2.83
23 —366.6323 2.88 2.79
24 —365.6136 2.81 2.85 2.87 2.92
25 —365.5884
26 —365.0771 2.82 2.77 2.92
27 —365.0771 2.82 2.77 2.92
28 —361.5149 2.82
29 —360.0044 2.89
30 —359.0971 2.93
31 —359.0971 2.93
32 —352.6797 2.95 2.87 2.99

aThe last four columns of the table correspond to hydrogen bonds femnairpin. All low-energy structures sampled from théairpin local
minimum show hydrogen-bonding patterns typicaPefiairpins. Higher energy structures have feywdrairpin hydrogen bonds and in some cases
show a fewa-helical hydrogen bonds.

cycloheptadecarf. This system continues to attract attention structures are separated by about 0.4 kcal/mol from the third
and serve as a test for newly developed search mefhodéile best and subsequent structures. The low-energy tail of the full
not a particularly large molecule, cycloheptadecane presents adistribution is presented in Figure 3b.

difficult challenge due to its great flexibility and the close energy ~ Application of the PS-NMLS algorithm to cycloheptadecane
spacing of the lower lying minima. Extensive analysis via a in I'\c succeeds in finding the second lowest minimum. We
variety of search methods has located exactly 263 minima on used a maximum deformation gf= 25.0 at which point only
the MM2 energy surface within 3.0 kcal/mol of the purported one minimum remains on the smoothed surface. Variations in
global minimum. Since the full spectrum of energy minima the reversal protocohj = 100-150, ands = 2 or 3) coupled

for this molecule has not been described in the literature, we with variation in the number of modes searched during NMLS
undertook its generation. We used an iterative NMLS protocol (values from 3 to 16) also result in the procedure finding the
with the MM2 energy function surface to sample the PES of second lowest minimum.

cycloheptadecane. A local search was carried out from every The PS-NMLS protocol fails to find the global minimum for
uniqgue minimum found on the PES. All symmetry-distinct the same reasons that it fails for longer polyalanine chains in
minima found in this manner were added to the existing map T'yc. In Table 8 we summarize the evolution of minima on the
and the procedure was repeated until self-consistent conver-PES as a function of smoothing. There is a crossing of the
gence. The structures found are unique minima torras relative energies of the global minimum and the second lowest
gradient per atom of 0.000 01 kcal/mol on the MM2 potential minimum fort ~ 0.0061. If the PS-NMLS is to successfully
energy surfac® traditionally used in studies of this system. converge to the global minimum, the protocol would have to
Using the iterative NMLS scheme to hop between minima we be able to sample the global minimum for value$ 6f0.0061.
found 20 469 unique minimum energy structures with an MM2 Smoothed surfaces at very smailvhere the global minimum
energy distribution as shown in Figure 3a. Even with the use is favored closely resemble the original undeformed surface. If
of an efficient truncated Newton minimization meth8d, the second lowest minimum and the global minimum are in
generation of the full distribution required about 13 days of CPU widely separated regions of conformational space, a local search
time on a 250 MHz DEC Alpha workstation. The global will not be able to sample the global minimum. Further
minimum has an MM2 energy of 19.0680 kcal/mol. A second extensions of PS-NMLS that should be able to find several of
minimum lies only 0.01 kcal/mol above the global minimum the lowest energy structures of cycloheptadecane, including the
and has an MM2 energy of 19.0774 kcal/mol. These two global minimum, are discussed below. Figure 4 shows the
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300 . . . : TABLE 8: Evolution of the Lowest 15 Minima of
Cycloheptadecane as a Function of Increased Smoothifig
250 |- i MM2 t=0 t=0.001 t=0.01 t=0.1

energy energy energy energy energy
rank (kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol)

1 19.0680 19.6627 20.3561 26.8127  107.1554
2 19.0774 19.7145 20.3994 26.7791  106.3437
3 19.4372 20.0396 20.7415 27.2708  107.9972
4 19.4509 20.0627 20.7548 27.1992  107.4716
5 19.6571 20.2546 20.9480 27.4032  107.7382
6
7
8
9

Total of 20469 Minima

19.7292 20.3228 21.0136 27.4476  107.7838
19.7328 20.3453 21.0324 27.4308  107.2037
19.8400 20.4441 21.1275 27.4956  107.1938
19.8789 20.4998 21.1875 27.5913  107.4179

10 19.9579 20.5813 21.2675 27.6577  107.3900
0 25 30 35 4“0 11 19.9869 20.6134 21.3122 27.8120 108.2206
12 20.0954 20.7091 21.4031 27.8627  108.1181

13 20.1214 20.7466 21.4321 27.8163  107.4686
14 20.1470 20.7629 21.4537 27.8836  107.8315
15 20.2011 20.8072 21.5034 27.9811  108.3395

aColumn 2 shows the MM2 energies for the lowest energy
conformers found using an extensive NMLS-based search technique.

Number of Minima (0.1 kcal bins)
@
(=]

50 ]

MM2 Energy Value (kcal/mole)

30 T T T T T T

N

3]
T

L

[}
§ Global = 19.0680 We found 261 unique minima within 3 kcal/mol of the global minimum.
g2 Second = 19.0774 ! A smoothable variant of the MM2 PES which replaces the Buckingham
= Third = 19.4372 potential with a 2-Gaussian approximation has conformational energies
- 11 within 1 kealimole on thet = 0 surface as shown in column 3. The spacing between and
£ s 68 within 2 kcal/mole | ordering of conformational energies is similar to the original MM2
S 261 within 3 keal/mole surface. Columns-46 show the change in conformational energies as
S ol | a function of smoothing. Increase in smoothing is characterized by a
é reduction in the conformational energy spacing between minima and a
3 rearrangement of the rank ordering of minina,, for 0.001< t <

5 | 0.01 minimum 2 is the lowest in energy.

L1 e Lealilll I

19 19.5 20 20.5 21 21.5 22

MM2 Energy Value (kcal/mole)

Figure 3. (a, top) Energy distribution of the 20.469 unique minima
for cycloheptadecane located using a self-consistent NMLS-based searct @
to scan the complete potential energy surface. The number of minima
found in each 0.1 kcal/mol energy bin is plotted as a function of
increasing MM2 energy value. (b, bottom) Low-energy tail of (a)
showing the distribution of minima with MM2 energy values less than €
3 kcal/mol above the global minimum. The search procedure used to
generate both panels (a) and (b) found 11 minima within 1 kcal/mol of
the global minimum, 68 minima within 2 kcal/mol, and 261 minima
within 3 kcal/mol.

(@ (b)

global minimum for cycloheptadecane and the second lowest _ . )
Figure 4. (a) Global minimum structure for cycloheptadecane with

en%zgy strlIJc:]ure I?jcated by tr;ﬁ Cur_rltl-:'nt PS-NMLS. f the ad MM2 energy of 19.0680 kcal/mol. (b) Second lowest energy minimum
e cycloheptadecane problem illustrates some of the ad-,nq the stricture found by PS-NMLS algorithm with MM2 energy of

vantages of the PS-NMLS method for global optimization. It 19,0774 kcal/mol.

has been estimated that an extensive search procedure requires

approximately 10 000 independent minimizations before con- which is the structure found using PS-NMLS. This result is to

verging to the global minimum and locating the set of low- be contrasted with the deterministic nature of the PS-NMLS

lying minima$? A typical PS-NMLS run for cycloheptadecane protocol that converges to the second lowest minimum without

with ng = 100,s = 3, and local search along the three highest regard to the starting structure.

torsional modes finds the second lowest minimum in less than 5. Optimizations in Iy,. We applied PS-NMLS i, for

1 h of CPU time on the computer cited above and requires only docking two rigid canonicabi-helices of CHCO—(L-Ala)s—

440 energy minimizations. This number can perhaps be reducedNHCH3. The variables are the six rigid body degrees of

somewhat further by a coarse reversing schedule (reduging freedom for each helix. Since formation of complexes involves

with s = 2) while still yielding the same result as more rigid molecules, we optimize only the intermolecular interactions

exhaustive searching. The large reduction in the number of in T',,. Considerable work has been done on energetic ap-

independent minimizations compared with other search tech- proaches to determine the packing of polyalaninkelices®?

niques derives from the improved sampling on smooth surfaces.It was shown that lower energy packing orientations are minor
We calibrated the NMLS procedure on the undeformed variations of antiparallel arrangements. These studies also show

surface for cycloheptadecane using an iterative NMLS optimiza- that the most important contributions to packing of polyalanine

tion scheme starting from 500 independent randomized con-helices are from van der Waals interactions with minor

formations. Each self-consistent run of NMLS on the unde- contributions from electrostatic interactions. Helix packing has

formed surface requires approximately 200 minimizations. Only also been studied based on the packing preferences of side chains

one of the 500 NMLS runs finds the second lowest minimum, attached to model helical backborfés%¢ These analyses are
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40 1 . : . . . TABLE 9: Fifteen Lowest Energy Conformers for Docked
Polyalanine Helices in Descending Order of Interhelical
350 _ Energies
5 interhelical energy
< 30+ 1 minimum (kcal/mol) Q (deg) d(A)
§ 1 —16.4124 153.33 7.1624
) ] 2 —16.2582 149.82 6.9569
- 3 —16.0996 159.79 7.1126
§ 20 1 4 —16.0570 146.58 6.9445
S 5 —16.0258 —32.93 6.9680
5 15+ . 6 —15.8974 —28.92 7.1235
5 7 —-15.7974 —-25.24 7.0791
E 10} - 8 —15.5851 155.42 7.2866
z 9 —15.2452 157.45 7.3249
5| | 10 —15.5117 153.96 7.1943
11 —14.9027 161.98 7.0153
o 12 —14.8666 151.80 7.4602
-18 -16 -14 -12 -10 -8 -6 -4 13 —14.7943 158.09 7.1202
Interhelical Energy (kcal/mole) 14 —14.5419 150.36 7.1636
Figure 5. Distribution of interhelical conformational energies for the 15 —14.4517 —26.56 6.7842

1093 unique minima found from an extensive grid search over 18 000 aThg taple shows the values for the interhelical energies, the packing
unique starting positions for two rigid capped €HD—(L-Ala)io angles®, and the distance of closest approath
NHCH; a-helices. The global minimum has an energy-f6.4124

kcal/mol. N-Terminus Helix A

based on either a knobs-in-hdig% or ridges-in-grooved
picture of helix packing.

The orientation of two packed helices with respect to each
other can be computed in terms of two parameters, the distance
of closest approact and the packing angl®. The distance
of closest approach is the shortest distance between two points
on the two helix axes.Q is the angle between the two helix
axes when projected onto a plane normal to the line of closest
contact. It is computed as the dihedral angle defined by the
pointsN, cpi, Nz, andcp,, whereN; is the N-terminus of helix
i andcp is the point on helix which is along the line of contact.

Q varies from—180 to 18C; i.e, the helices are exactly parallel
if Q@ =0 and antiparallel iQ = +180°.

For rigid body optimizations the translational coordinates are
defined in terms of the center of mass and the rotations are the
Euler angles that describe independent rotations. We use an
“xyzconvention” to define the Euler angles. All calculations
were dondn vacuoand electrostatic terms were excluded.

I'ys was extensively searched to locate minimum energy
conformations for the two polyalanine helices. A grid of 18 000
starting conformations was generated by varying the distance N-Terminus Helix B
between the centers of mass, the packing angle betwa8er Figure 6. Conformation of the global energy minimum for the packing
and 180 in 20° increments, and the rotation angles about each &fﬁ’c":?_'capped' right-handesthelices of sequence GHO—(L-Ala)io—
helix axis from 0 to 360 in 40° increments. The network of ¢

18 000 structures includes an even sampling about the parallel helices. We used a maximum deformatiortof 4.0 beyond
antiparallel, and perpendicular orientations. The conformational which the calculation is numerically unstable without use of a
energy for each of these starting structures was minimized andconstraining basin function. We se = 150 ands = 3 for

duplicate minima removed to yield a set of 1093 unique minima. the smoothing schedule. Local searches are performed for all
We used a quasi-Newton method for all minimizations with an values oft < ty during the reversing schedule along the 12

rms gradient convergence criterion of 0.0001 kcal/mol/degree eigenvectors corresponding to the 12 degrees of freeddiy.in

of freedom. The distribution of energies for the 1093 confor- The global minimum on thé = 4.0 surface has orientation
mations is shown in Figure 5. The global minimum from this parameters ob = 20.90 A and® = 125.86. Upon returning
grid search has an interhelical van der Waals energy of to the undeformed surface, the PS-NMLS method finds the
—16.4124 kcal/mold = 7.16 A, andQ = 153.33. These  global minimum obtained from the grid search. This result is
values correspond to an antiparallel arrangement of the helicespbtained reproducibly from any arbitrary starting structure. The

with an approximately 30twist and denotes a “class a” type  global minimum conformation of the docked polyalanine helices
of packing of helices described by Walthet al8® which is is shown in Figure 6.

typical for helices from globular proteins. Table 9 show values _

of d, Q, andV;, for the 15 lowest minima found from the grid ~ Discussion

search. Features of Potential Smoothing. We illustrate some typical
PS-NMLS was tested to see if it could find the global features of the potential smoothing paradigm using one-

minimum energy conformation for docking the two polyalanine dimensional slices of a rugged PES shown in Figures 7 and 8.
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t= t!arge

Basin A

Global Minimum

Figure 7. One-dimensional schematic of the effect of a smoothing Miniénum
protocol on a potential energy surface. The original PES is transformed
by successive application of a smoothing operator, where the extent of
smoothing is dictated by a control parametérhe unsmoothed original
surface { = 0), the surface at an intermediate level of smoothirsg (

Minimum
A

Figure 8. Schematic of a more realistic potential smoothing protocol

A for molecular search problems. This figure shows a crossing between
tz) and a highly smoothed surfade tirgd are shown. As the surface  yhe 1o surviving minima on the= t, surface. A reversing schedule

:S tr?n_sformec_i, highecr| I)t/)ing_minirl?a merge into catchment regions |°f encounters the first bifurcation &t t,. At this level of smoothing the
ow-lying minima and barriers between minima are progressively ,i5c0| favors basin B over basin A due to a crossing of relative
lowered. Open circles are starting or intermediate points on each surfaceenergies which is an artifact of the averaging process. If bifurcations

Solid circles are local minima. Dashed arrows show the result of local 5¢ sampled where the relative energies of the alternative basins are
optimization ending at a local minimum. Solid arrows represent ;. erted from thet = 0 surface, then the simple method will not

adiabatic movement from a local minimum on one surface to the converge to the global minimum. Betwee t, andt = O there exist
corresponding starting point on a rougher surface. A simple smoothing 5 es oft for which the energy ordering resembles that of the original

pr(_)toco_l consists of repeated cycles of local optimization followed by pEg ™ A |ocal search process coupled to the smoothing schedule can

adiabatic transfer to the next surface. potentially recognize errors due to earlier energy crossings. For example,
) _ _ _ alocal search represented by the dotted arrow ort thet; surface

The process of transforming a potential surface via smoothing would correctly decide that basin A should be favored over basin B.

is characterized by three kinds of events: mergers, crossings,
and shifting of minima. 45 ' ' '

Two unigue minima on the undeformed surface can merge 4t 1
into a common basin at some level of smoothing. The multiple
minimum problem is circumvented by reducing the number of
minima through a series of such mergers with increasing
Consider a smoothing levelE= t; where two formerly distinct
minima M; and M; merge into the same basin identified by a
common structure and conformational energy. It at t; =
At during a smoothing reversal protocol the two minima
reappear and a minimization leadsvig then we label the basin
att = t; asM;; i.e, M; merges intdV; att = t;. If M; andM;
are equal in depth and width on the undeformed surface then a
merger of these two minima results from eliminating the barrier
and an equal translation of the two minima into the new basin. 0
If the energy gap between the two minima is pronounced, then Deformation Parameter (1)

the higher lying minimum slides into the broader basin of the Figure 9. Reduction in the number of minima for cycloheptadecane

lower lying minimum; i.e,, the position of the new single 557 function of increasing PES deformation. On the undeformed surface
minimum is close to the location of the lower minimum from  there are 20 469 unique minima. These minima merge into a single

the undeformed surface. Figure 9 shows the rate at which theminimum on thet = 25 PES. The figure shows a plot of the Jpgf
number of minima are reduced for cycloheptadecane as functionthe number of unique minima remaining on the PES as a function of
of increasing deformation. For a smoothing process fully increasing smoothing,
characterized by mergers, as shown in Figure 7, the minimum on the undeformed surface can have conformational energies
that is projected out on a highly smoothed surface is related to V4 andVz such thatva < Vg for somet = t;. Fort, = t; +
the global minimum and a reversal protocol will find the global At these two minima persist as unique conformations but their
minimum. relative energies can be reversed so #hat> Vg. The effect

A second feature of potential smoothing is the crossing of of crossings on a reversal schedule is shown in Figure 8. As
relative energies of two minima. Two unique minima A and B the deformation is slowly reduced, minima that merged at a

35} q

T

Log10 (Number of Unique Minima)

0 5 10 15 20 25
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higher level of smoothing reappear at distinct locations and TABLE 10: Smoothing Parameterst = tgeiour at Which
separated by a small barriére., the reversal protocol sees a Altgm?teym'ma \KVerer?bt?ged U%:“g a ’\:M'-.S Protocol
bifurcation. In Figure 8 the minimum in basBiis lower in in Iy for Varying Lengths of Capped Polyalanine

. CH3CO—(L-Ala),—NHCH 3 Chains
energy than minimunA on thet = t, surface. Because the

lower minimum att = t, is an artifact of a previous energy n letour Nd

crossing at somg <t < tp, the DEM reversal procedure will 6 0.0223 200
remain trapped in basin B and not converge to the global 7 0.0391 200
minimum. There has been some speculation that crossings are g 8'8%2 288
related to the free energy characteristics of the undeformed 10 0.0854 50
surface’®i.e., the minimum energy basin that becomes energeti- 11 0.1061 350
cally favored at large is related to the free energy minimum 12 0.1179 350

on the PES. This proposal is reasonable because narrow deep at, = 10.0 ands =
wells merge into minima defined by broader shallow wells.

Generally, the minima that survive on largely deformed surfaces s ¢ promote conformational variation such as poffigcal

tend tq be entropically favor_ed. . o ) enhanced sampling (LES),and Monte Carlo minimization
A third feature of smoothing is shifting in the location of (MCM)2° or basin hopping!
minima and an initial increase in conformational energies  \yawaket al7%7 have coupled an MCM method to two types

.associgted with minima as the level qf smoothing increases. This ¢ potential smoothing algorithms, DEM and the distance scaling
is a direct consequence of changing the local curvature of athod of Pillardy and Piefdl.’2 MCM-enhanced potential
minima and lowering barriers, so minima become more shallow smoothing algorithms were used successfully &r initio

and the basins become broader with an increase in deformation

Figures 7 and 8 show this shifting property as a function of an qjeculeg? Smooth surfaces generated by either DEM or DSM
increase in smoothing. were searched using the basin hopping MCM algorithm.
Figure 8 also shows how a PSS protocol works in correcting Minima generated using MCM on a smooth surface can be
certain kinds of energy crossings. #¢ t; a reversal protocol  followed back to the undeformed surface using a DEM or DSM
will first locate minimum B. Local search starting from this reversal protocol.
minimum will explore neighboring basins. If basin A is adjacent Computational Efficiency: PS-NMLS versus DEM. In a
to basin B on the smoothed surface, then a normal mode orgystem with no distance cutoffs on the range of nonbonded
transition state directed activation followed by minimization can interactions, the CPU time for a single energy/gradient calcula-
locate the lower energy minimum A. Subsequent return to the tjon scales a®(N?), whereN is the size of system. An efficient
undeformed surface will then correctly locate the global |5ca| optimization procedure will typically require CPU time
minimum in basin A. If the crossing between a pair of that scales as rough@(N%). The CPU time for DEM scales
minimum energy basins is introduced for a large valuetbén approximately as[O(N3)], whereng is the number of points
a local search protocol will most likely find the lower alternate  gjong the smoothing schedule. As described above, local search
minimum during the reversal. If there are other crossings on algorithms are essential for correcting errors due to energy
surfaces of very smal| a local search may not be able to correct crossings between minima. The CPU time in PS-NMLS
the energy crossing because the barrier heights and surfacncreases relative to DEM due to the increase in the number of
roughness are already comparable to those of the undeformecsyira O(N3) minimization calculations. The increase is deter-
PES. In essence, “local” search has a greater range ofmined by the number of search directions chosen and the number
convergence and can correct crossing errors over larger portionsyf points along the reversal schedule for which local searches
of conformational space on smoother surfaces. This reasoningyye performed. In the most extreme case, all possible normal
explains why PS-NMLS i’y finds very low energy minima,  modesO(N) of them in general, could be searched. The CPU
but not the absolute global minima, when applied to longer time for this kind of extensive local search PS-NMLS scales as
chains of capped polyalanine and cycloheptadecane. FOro(N%. For many problems, we have had success in locating
crossings built in at very small values bfa reasonable degree  yery |ow or global minimum energy structures using as few as
of Ic_>ca| search may not be able to sample the global minimum 35 search modes, reducing the computational complexity to
region. a small multiple of that for DEM. We are currently developing
Potential smoothing can be thought of as a projection method; various time saving strategies for implementing PS-NMLS
i.e., an important catchment region is projected out by reducing protocols, one of which is outlined below. Other improvements
barriers between minima. In direct contrast, barriers are presentto PS-NMLS, including coupling local search methods to
throughout a simulated annealing protocol and the global adiabatic Gaussian density annealing (AGE?&yand generat-
minimum is located by generating a trajectory that uses thermal ing families of low-energy structures instead of a single estimate
activation to move over barriers. Since the number of barriers of the global minimum, are also in progress.
to be negotiated by simulated annealing grows exponentially  Selecting Smoothing Windows for Local SearchesAn
with the size of the system, projection methods are in principle opvious method for increasing computational efficiency is based
more efficient for larger problems. on shortening the smoothing window over which NMLS is
Other Variants of Search-Enhanced Potential Smoothing. performed. Table 10 shows the largest value of deformation,
We have shown in this work that two types of secondary search termedtgeious at which NMLS found alternate lower minima
schemes can be coupled to DEM for improved sampling of for varying lengths of polyalanine chains ;. Values for
conformational space. NMLS or TSBS methods are not the tgerourincrease as a function of the length of the chain, which is
only search methods that can be coupled to potential smoothingappropriate since the conformational energy surfaces for the
for improved searching. Increased sampling on a smooth PESlarger peptides become increasingly rough and crossings can
could also be facilitated by a trajectory- or quench-based searchoccur on highly deformed surfaces. Figure 10 shows shows a
mechanism. These include molecular dynamics (KDheth- plot of tgetour@s a function of peptide chain length, The linear

5in eq 8 of the text.

prediction of crystal packing of hexasulfur and benzene
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Figure 10. A first-order least-squares fit to the smoothing parameter
taetour@s a function oh for application of PS-NMLS to Ckt+(L-Ala),—
NHCH; sequences iy for (n = 5—12). The fit could be used to
implement windowing schemes to estimate smoothing values for which
an NMLS search protocol is to be usedlin. Restricting local search

to a limited window oft values allows a reduction in computational
overhead by eliminating unnecessary and redundant local searches.

least-squares fit to this data givégwu = 0.0160 — 0.0716
with a correlation coefficient of 0.995. An accurate estimate
of tgetour provides an upper bound on the window tofalues
for which NMLS will be efficacious. For example, polyalanine
of lengthn = 8 has dgetourvalue of 0.0577. Then a PS-NMLS
protocol withng = 300,s =5, andty = 10.0 will require about
a factor of 3 fewerO[N?] minimizations using the abovgetour
value instead of 5.0 as an upper bound on the rangealfies
where NMLS will be used. This will translate directly into a
factor of 3 savings in overall CPU time required.

Summary. Our results demonstrate that potential smoothing

coupled to appropriate modulation and control mechanisms can

be a useful tool for global optimization problems. This assertion

is substantiated through the successful application of a set of

local search enhanced potential smoothing protocols to a cros
section of conformational problems that vary in size and
complexity of the underlying PES. We have also analyzed
limitations of a class of local search methods used to correct
errors inherent in smoothing protocols, and demonstrated in
simple terms the effect of smoothing on a typical rough PES.
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Appendix A

In this section we list formulas for diffusional smoothing of
DOPLS and MM2 potential function terms. The original
undeformed functional forms are the initial conditions for
diffusion.

1. Bond Length and Bond Angle Terms. For a one-
dimensional harmonic potential of the forkp(x — Xo)? the
diffusion equation solution is of the fornky(x — Xg)? +
2KbDboncI-

2. Torsional Energy Terms. Torsional energies are com-
puted as a sum of one-, two-, and threefold sinusoidal barriers.
The functional form is/,3;Vj(1 + cos{w + ¢)), whereV is
the amplitude (one-half the barrier height)is the phase factor
which determines the location of the minima, amdis the

Pappu et al.

torsional angle. The diffusion equation solution for torsional
potentials is of the form%.y;Vi(1 + cos{w + ¢) exp-
(—Dorsiog?t)). This is a solution to a diffusion equation in
torsional space in terms of the angular coordinates

In T the torsional potential can be rewritten in terms of a
1—4 distanceryi4, using the relation

2r,2— (A+B)
cos) A_B
whereA is the minimum value of the;4 distance atv = 0 and

B is the maximal distance fap = 180. This form is valid
only when the 2 and 13 distances remain fixed. Substitu-
tion into the original torsional potential/>y;Vj(1 + cos{w +

¢)), gives an expression for the energy as a higher order
polynomial inris. The smoothing of polynomial functions
results in smoothed functions that are polynomials of the same
degree as the undeformed function, as illustrated for the covalent
terms discussed above. Similarly, the smoothed forms for
trigonometric functions are trigonometric functions scaled by a
function of the smoothing parameter. Therefore, the qualitative
nature of a smoothed-14 distance potential for the torsions is
similar to smoothed form in terms of the torsions, provided the
1—4 distance potential is a good approximation to the Fourier
series torsional potential.

In Ty, however, the £4 distance potential becomes very
complicated because the change #ldistance is coupled to
changes in the 12 and 1-3 distances. It is not possible to
obtain a closed form for the undeformed potential in terms of
the 1—4 distance. We therefore smooth the torsional potential
in torsional space and scale the smoothed potential relative to
its distance space counterpaits,, the nonbonded electrostatic
and van der Waals terms, through a choice of diffusion
coefficients.

3. van der Waals Potential. A two-Gaussian approximation
to a 12-6 Lennard-Jones or exp-6 Buckingham function is
written as a sum of two Gaussians centered about the origin.

SThe form of these GaussiansHguw(rij,t=0) = a; exp(—bjri?).

The three-dimensional distance space diffusion equatiaq in
€ (0,0) is of the form

adew(rij !t) =D

82dew(rij ) 2 OF (i)
at T

2
ar;

vdw

The solution is of the form

2
Ngauss a“ b“ r i

&1 (14 4D, 4,1 ¥ 1+ 4Dyt
4. Coulomb Potential. For a Coulomb potentia¥/(rj) =

1/ryj as “initial condition” in three dimensions, the diffusion
equation solution is of the form

l er —rij
rij 2Dchargél/2

This formula, adapted from the work of Amara and StP4ub
and Moreand Wu’3 satisfies the three-dimensional distance
space diffusion equation of the form

8Fchargérij vt) .
ot — Ycharg

l:chargérij -t) =

2
d Fchargérij ,t) i g aFchargérij ,t)

2
ar;
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