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Introduction 

●  Chip Multiprocessor (CMP) 
●  Cache Sharing on CMP 

●  Inter thread communication + 
●  Cache Contention - 

•  Degrades performance 
•  Reduced fairness 

●  How to overcome these issues? 
●  Job Co-Scheduling 
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Performance Degradation 
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Job Co-Scheduling 

•  Assigning Jobs so as to reduce contention 
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Job Co-Scheduling 

•  Goal is to find optimal schedule on CMP 
–  Helps us as a benchmark to compare to 

–  Base case for developing runtime proactive scheduling methods 

•  Problem is how to solve optimal scheduling? 
–  Polynomial optimal solution on Dual-core systems 
–  NP-Completeness proof on K-core (K>2) systems 
–  Polynomial approximation algorithms on K-core (K>2) 

systems 
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Optimal Co-Scheduling Problem 

•  Co-run degradation 
 
 
•  Goal is to minimize overall degradation 
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Polynomial Solution 

 

 

 

 

 

 

 

 

 

•  Optimal Schedule : Minimal weight perfect matching 
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NP-Completeness proof on K-core (K>2) 
systems 

•  Reduce Multidimensional Assignment Problem (MAP a 
known NP-complete problem) to our optimal schedule 
problem  
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Polynomial approximation algorithms 

1.  Hierarchical Perfect Matching Algorithm 
 
2.  Greedy Algorithm 
 
•  Local Optimizations 
•  Performance Evaluation 
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Hierarchical Perfect Matching Algorithm 

•  Idea is to use polynomial solution for dual core 
systems & apply it k core CMPs  
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Hierarchical Perfect Matching Algorithm 
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Greedy Algorithm 

•  Schedule the least weighted edge jobs first 
•  Jobs with least degradation effect (polite) 
–  Sort unassigned jobs based on politeness 
–  Pick least polite job  
–  Schedule it 
–  Update unassigned jobs list 

•  Problems with this approach? 
–  Only less polite jobs remain after sometime 
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Local Optimizations 

•  reassign the jobs in every two assignments in the 
schedule 
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Local Optimizations 
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Performance Evaluation 

•  Machine 
–  AMD Opteron 4 core processors 

•  Benchmarks 
–  15 SPEC CPU2000, 1 Stream 

•  Metrics 
–  Performance Degradation 
–  Scheduling time 
–  Fairness  
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Performance Degradation 



18 

Performance Degradation 
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Scheduling Time 
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Fairness 
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Conclusion 

•  Job co-scheduling on CMP is crucial  
–  Different schedule performance varies 

•  Dual-core system 
–  Polynomial solvable 

•  K-core (K>2) system 
–  NP-Complete problem 
–  Heuristics 

•  Hierarchical 
•  Greedy  


