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Electrical Engineering 

(ABSTRACT) 

This thesis addresses the design of ferrite cores for inductive proximity 

sensors of the ECKO type. The purpose of this pursuit is to identify several ferrite 

cores that have the highest performance in terms of the sensor’s sensing ability. 

The purpose of the ferrite core in these sensors is to concentrate and focus 

the alternating magnetic field produced by a current-carrying winding. The 

magnetic flux is specifically aimed at the sensor’s metal target, and since the 

sensing operation is dependent on the generation of eddy currents within the metal 

target, the range at which the target can be detected is a direct function of how 

optimally the magnetic flux is cut by the target. In this study the target is a 

circular disk, just as is used in industry for standardization procedures. 

To begin with, a theoretical analysis is performed to identify those factors 

that affect sensing performance; this development makes use of fundamental 

electromagnetic theory. Subsequently, the performance of a score or so ferrite 

geometries is evaluated by computer simulation using the results of the theory to



facilitate effective comparison. The computer simulation is performed using finite- 

elements based electromagnetics solver software from ANSOFT. 

Lastly, some of the geometries studied with the simulation are constructed 

and their sensing performance evaluated as verification of the simulation and its 

theoretical backing.
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CHAPTER ONE 

INTRODUCTION 

1.1 Introduction 

Proximity sensors are devices used to detect and register the presence of 

specific objects depending on their variety or principle of operation. They may be 

based on a number of principles; capacitance, eddy currents, photoelectricity, or 

even the Hall effect. Depending on the principle of operation, each class of sensor 

will detect a certain class of objects (targets) only. 

In particular, inductive proximity sensors operate on the principle of eddy 

currents. In view of this, they are capable of detecting and registering the presence 

of metals only. They are used extensively in industry for a very wide variety of 

non-contact sensing operations; from controlling the movement of individual parts 

of complex robots to other operations like counting metal cans on a conveyor belt. 

Inductive proximity sensors consist of a coil of wire supporting high 

frequency current. This high frequency current gives rise to a magnetic field 

oscillating at the same frequency. The oscillating magnetic field induces eddy 

currents in the metal target which causes damping of the oscillator circuit feeding 

the senor’s winding. The damped oscillation is detected by associated electronics —a 

Schmitt trigger circuit and additional chatter-prevention electronics. Because of 

this mode of operation, inductive proximity sensor technology has acquired the



term ECKO technology, which stands for Eddy Current Killed Oscillator. 

In order to enhance the performance of the sensor, a ferrite core of some 

generic geometry (see Fig. 3.1) is used in the aforementioned winding, chiefly to 

increase the flux concentration in the neighborhood of the sensor. The primary 

endeavor represented by this thesis is to seek core geometry optimizations that will 

maximize the performance of the sensor. The constraint accompanying this work is 

to keep the diameter of all designed prototypes equal to that currently in use with 

the sensors. 

1.2 Method of approach 

As mentioned previously the main objective of the work in this thesis is to 

investigate the ferrite core of the sensor. To this end the following approach is 

taken. 

A Chapter is concerned with the development of the electromagnetic theory 

involved in the sensing operation. From this development is obtained some 

relatively simple relationships that can be used to compare one ferrite geometry 

with another. Throughout the development certain factors are kept constant; the 

number of windings comprising the coil, the current it supports, the target distance 

from the coil and the target size and its magnetic/electrical properties. 

The performance of the sensor in current use is then simulated using a 

numerical electromagnetics solver software package (Maxwell™) from ANSOFT 

corporation. The pertinent quantities which dictate its sensing abilities are



obtained and used as a reference. Next, a multitude of ferrite core geometries are 

tested (within the constraints of diameter previously mentioned), again with the 

simulator. The performance of all these varied shapes and geometries is then easily 

compared to that of the reference in a sort of iterative quest for that with the 

greatest aptitude. 

Finally some of the ferrite geometries obtained from the simulation were 

constructed by modifications to some of the cores in current use. These core 

geometries were experimentally evaluated for their sensing aptitude as a 

verification of the simulation results. 

1.3 Thesis layout 

In view of the method of approach just discussed the layout of the thesis is 

as follows. Chapter Two is a brief outline of the state of affairs with regards to 

different methods of inductive sensing and previous work done on this topic. 

Chapter Three presents the development of the relevant theory and its use 

in deriving sensing distance information from the simulation. The simulation 

results are also presented in chapter three. 

Chapter Four discusses the measurements that were made on some of the 

modified cores. The collaboration between simulated and measured performance is 

also presented there. A few other measurements that have no connection with the 

simulation (but related to other results from the theory) are also discussed. 

chapter Five is a general conclusion.



CHAPTER TWO 

INDUCTIVE PROXIMITY SENSORS - AN OVERVIEW 

2.1 Introduction 

This chapter presents a brief overview of different techniques that have been 

implemented in one form or another in the design of proximity sensors of the 

inductive type. It must be made clear that the design of all proximity sensors is a 

twofold problem; first, the specific principle on which the transducer operates must 

be decided upon. Secondly, the means by which the detector acquires and processes 

the information gathered by the transducer must also be conceived. For example, 

this thesis discusses, primarily, the analysis and design of one kind of transducer (a 

ferrite core inductor) operating on the inductive ECKO principle. Very little is 

mentioned on the detector system, which comprises an oscillator driver for the 

transducer and a threshold detector (with extra associated circuitry) for its ECKO 

mode of detection. 

In what follows, various transducers and their associated detectors operating 

on the inductive principle are reviewed.



2.2 Methods of Inductive proximity sensing 

By far, the most widely used method of inductive sensing is the the ECKO 

variation. As indicated earlier, this abbreviation stands for Eddy Current Killed 

Oscillator. The principle on which this operates is discussed in detail in chapter 

three. Sensors based on this mode of operation have a sensing range of up to about 

50mm for a standard 30mm diameter size; the average sensing distance for ferrous 

metals is in the neighborhood of 15mm [1]. Considerable ingenuity has been applied 

to the development of other techniques. Reference [2] provides various methods of 

inductive proximity sensing, a few of which are discussed below. 

One method, the inductance divider sensor, consists of a sensor inductor 

connected in series with an identical reference inductor between input and ground 

to form an inductive divider network. The sensor inductor is positioned so that its 

inductance can be varied in response to the proximity of a target while the 

inductance of the reference inductor remains constant. Voltage pulses are 

periodically applied to the divider network from a source and divide across the 

reference and sensor inductors in the ratio of their respective inductances. A 

detector monitors the output of the divider and provides information on the 

proximity of the target. It should not have escaped the attention that this method 

of detection is suitable for metallic targets only since non-metallic targets are 

incapable of altering flux linkage (and hence inductance). 

Another clever but elaborate scheme for detecting the spatial proximity of a 

ferrous object is the magnetic bridge proximity sensor. This configuration 

comprises a magnetic reluctance bridge formed from a combination of high and low



permeability sections. There is a ring core flux gate magnetometer positioned to 

form the center reluctance path of the bridge in order to sense flux when the bridge 

is unbalanced. A direct current magnetic field generator is positioned along a line 

of symmetry of the bridge to provide magnetic flux within the bridge. When a 

ferrous object appears within sufficient proximity of one of the low permeability 

sections it unbalances the bridge and causes flux to be detected by the flux gate 

magnetometer. Additional circuitry is provided for generating a triggering signal 

when the magnetometer detects sufficient flux. 

Yet another variation of proximity sensor operates by having a field- 

creating coil arrangement which produces a field having a field strength minimum. 

It also has a sensing coil positioned at that field strength minimum which is 

responsive to changes in position of that minimum. When a target is brought close 

enough to the field-creating coil arrangement, the position of the field strength 

minimum moves. The sensing coil registers this displacement of the minimum and 

thus information concerning the proximity of the target is ascertained. 

A fourth method of implementing target detection is based on the alteration 

of the magnetic flux pattern of a permanent magnet by the presence of a ferrous 

target. A permanent magnet is positioned within a chassis so that the axis and 

poles of the flux field are substantially normal to the front of the chassis. A switch 

is also positioned along the front of the chassis near the magnet. This switch has 

contacts operable by the magnetic flux field of the permanent magnet. Therefore 

the contacts of the switch operate in a fashion directly related to the proximity of 

the target and thus, information about its proximity is obtained. The flux pattern 

produced by the permanent magnet is further focussed by a ferrite core.



It is clear from the examples briefly presented that the vast majority of 

inductive sensors are capable of detecting only ferromagnetic targets. There are not 

very many metals that are ferromagnetic and this is the primary reason for the 

widespread use of the ECKO principle; it is capable of detecting non ferrous 

objects. It has, however, the additional requirement that the target be able to 

support eddy currents, i.e., that the target be an electrical conductor. Of course, it 

is most responsive to ferrous metals. 

2.3 Summary 

There is a scarcity of work done on optimum ferrite core shapes for 

inductive proximity sensors in the open literature. This is not surprising since there 

is strong competition between manufacturers of these devices. This competition is 

understandable when it is observed that a lot of manufacturers make ECKO 

inductive proximity sensors that have, more or less, identical range. Therefore, 

understandably, knowledge of this kind is apt to be sheltered since it is capable of 

rendering an advantage to its possessor.



CHAPTER THREE 

RELATED THEORY AND SIMULATION 

(CORE OPTIMIZATION) 

3.1 Introduction 

This chapter addresses the design of optimum coil/core assemblies for 

inductive proximity sensors. The design is implemented using a finite-elements 

based electromagnetics simulator from ANSOFT Corporation and guided by the 

theory governing the principles behind the sensing operation. A synopsis of the 

theory governing the operation of the simulator is furnished in the appendix to this 

thesis. 

The objective of the current research is to optimize the sensing performance 

of the coil/core assembly being presently used by Micro Switch. This approach has 

as its sole aim, the improvement of the sensor’s performance by altering some of its 

physical dimensions together with its overall geometry. Inherent in this approach 

are some constraints that have to be satisfied; the main one being that the 

diameter of the ferrite core be unaltered. 

The chapter first introduces the relevant electromagnetic theory to the 

sensing operation; from this is obtained the pertinent quantities instrumental in 

judging the performance of different coil/core geometries. These quantities are 

then sought for different geometries (via simulation) to facilitate comparison with



one another. In a subsequent chapter, a discussion is provided on the construction 

and relevant measurements of some of the ferrite geometries obtained from the 

simulation results. 

The opportunity will be seized here to clarify a potential source of confusion 

with regards to nomenclature. The term “inductive proximity sensor” ( “sensor” for 

short, hereafter) may severally be used to refer to the entire device (ferrite-core 

inductor plus accompanying signal-processing electronics) and also to just the 

ferrite-core inductor. In what follows, “sensor” will be used when referring to the 

ferrite-core inductor alone. 

3.2 Background 

Micro Switch manufactures a wide variety of inductive proximity sensors 

that differ chiefly in size and somewhat in geometry depending on intended use. 

For a particular size of sensor there is the further division into “shielded” and 

“unshielded” geometries, respectively. This differentiation is based on whether or 

not the sensor is capable of detecting targets approaching it sideways. This is in 

addition to its more usual ability to detect such targets as they approach it head- 

on. The “unshielded” variety are capable of both modes of detection while the 

“shielded” type will only respond to head-on approach. The aforementioned 

“target” is some manner of either magnetic or non-magnetic material; however in 

standardizing procedures it takes the form of a 2-inch square, 40-mils thick piece of 

iron (magnetic).
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In approaching this problem the 30mm type shielded sensor has been the 

starting point from which the research has begun. This type of ferrite geometry 

was supplied by Micro Switch initially since it is representative of the shape most 

commonly employed for all sizes of sensor. This is the shape whose cross-section is 

shown in figure 3.1(a). The constraint here is clear; any prototype design should 

also be capable of being housed in the casing for a 30mm sample, i.e. it should be of 

at least exactly the same diameter. 

With this in mind then, a discussion of the principle of operation and 

related electromagnetic theory is in order. 

3.3 Principle of Operation 

An oscillator resonates at the natural frequency of a parallel LC circuit. This 

serves as a frequency source feeding the windings of the sensor, which doubles as 

the inductor in the aforementioned parallel LC circuit. This alternating current 

flowing in the windings of the inductor results in a magnetic field in the 

neighborhood of the sensor which is oscillating at the same frequency. If an 

electrical conductor is placed well inside this alternating magnetic field, the level of 

the oscillating current in the sensor is reduced due to the generation of induced 

currents in the conductor. These generated eddy currents are responsible for the 

apparent reduction of the oscillator level, or the “loading” of the oscillator. This 

reduction in level is detected by electronic circuitry and the presence of the target 

is registered.



11 

  

Yj 

U; 
    

ae 
4 

4 
He 
aE 

MLE! 
            

R
M
X
 0°“ 

                    

    WS     

  

  N
S
 

    

Ferrite core simulation geometry — 

Reference Core 
L = 183,H 
SDF = 1.00 

Fig. 3.1(a)



12 

  

  
      

2.14e-006 

* 

1. 748-006 + 1 

+ 

1.34e-006 * 4 

+ 

9. 348-007 + 4 

+ 

5.318-007 + 4 

+ 

1.268-007 1 \ = 

@.00e+000 7.50e+0200 1.50e+001 2.25e+001 3.00e+001 
mm 

B vs. radial distance at target location 

Fig. 3.1(b)



13 

3.4 Theory 

Current-carrying conductors produce characteristic magnetic-field patterns. 

That for a solenoid is one of the better-known ones. Even though the geometries to 

which our attention will be devoted in this thesis are not strictly solenoidal, the 

development will be conducted for solenoidal geometries. This is because there is 

still sufficient similarity between the two geometries; in addition, the results 

derived for a solenoid are sufficiently general to be used in this context as well. Let 

us briefly address certain useful quantities. 

The magnetic-field intensity, H, is given by 

H = nl (A/m) (3.1) 

where nis the number of turns per unit length and J the current flowing. In Eqn. 

(3.1) above, H is used to represent the magnitude of the vector quantity H. This 

H-field is related to the magnetic flux density, B, by the constitutive relation 

B=,H (T) (3.2) 

with Bin Teslas and p the magnetic permeability of the region in question. For a 

solenoid of length | and N turns, we may define (in conjunction with Eqn. (3.1)
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above) 

n= N/A. (3.3) 

Then by combining Eqns. (3.1) through (3.3), the expression 

Bz=ypnlf (T) (3.4) 

is obtained. The total magnetic flux intercepted by a surface perpendicular to the 

flux lines is given, generally, by 

b= / [3-4 (Wb). (3.5) 
surf 

If we agree that we are primarily interested in only the axial component of Band 

represent it simply by B then the integral in Eqn. (3.5) above simplifies to BS, 

where S$ (m7) is the total area intercepting the flux perpendicularly. The error 

associated with ignoring the radial component of B is not significant, especially 

since our interests lie at a relatively distant location on the sensor’s axis. At any 

rate, at any location on the sensor’s axis, the axial component of B almost 

completely dominates in representing B. 

The self-inductance L, is defined as the ratio of the fluz linkage 4, to the 

current producing it. In this case, the current in question flows through the 

solenoid (previously designated J) and the entire flux © links the solenoid N times. 

Therefore
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\ = N® (Wb-t) (3.6) 

and Eqn. (3.6), in conjunction with Eqns. (3.4) and (3.5), is alternatively expressed 

as, 

d= wN* IS /1 (Wb-t). (3.7) 

The self-inductance is then obtained from 

L=\/I (H) (3.8a) 

i.e, 

L= »N*s /1 (H). (3.8b) 

Inductance may alternatively be calculated from energy-storage concepts. 

The instantaneous energy stored in the magnetic field of an inductor, JL, 

supporting J amperes of current is given by 

E=,1LP (5) (3.9a) 

and also by 

E=3 jpav Bed. (J) (3.9b) 
vol
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The volume over which the integration is performed is the entire volume 

surrounding the inductor in which its B and H fields have presence. By equating 

Eqns. (3.9a) and (3.9b) we obtain 

L=4 fav BH. (3.10) 
vol 

It is advantageous to introduce, at this point, the quantity known as 

reluctance, . This quantity, which may be thought of as the magnetic equivalent 

of electrical resistance, is defined such that 

L = N*/® (H). (3.11) 

Comparing Eqn. (3.10) with Eqn. (3.8b) immediately makes it clear that 

R= 1/pS. (w}). (3.12) 

Thus we observe that reluctance is inversely proportional to self-inductance, and 

therefore low reluctance (short magnetic path, large area and high relative 

permeability py, = p / Ho ) favors high inductance. For simple geometries such as a 

solenoid with some sort of magnetic core, it is obvious that the inductance is 

directly proportional to the relative permeability of the core. However, for less 

simplistic shapes this is not generally true; the reluctance becomes a much stronger 

function of geometry and depends less on pz, Also worth mentioning is the fact that 

as the relative permeability is increased past a certain value, the flux linkage tends
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to a maximum, i.e., the inductance does not increase any further. Thus for 

example, a solenoid with a core of pu, equal to 1000 may possibly have the same 

inductance as one with a core of yu, equal to 500. It must however be emphasized 

that these results are necessarily approximate since they apply exactly only for an 

infinitely long solenoid (or one for which the length is much greater than the 

diameter). Nevertheless the results are still useful, instructive and a good estimate. 

If an electrical conductor (a target) is placed within reach of the magnetic 

field of the solenoid it will intercept a portion of the Bfield. If this field is produced 

by alternating current excitation, then secondary currents (eddy currents) will be 

induced in the conductor. This is in accordance with Faraday’s law of induction 

coupled with Lenz’s law, and is expressed mathematically by Maxwell’s curl E 

equation; 

VxE= -0B/ dt. (3.13a) 

or for harmonic excitation and employing phasor notation, 

Vx E= —wwB. (3.13b) 

From Eqns. (3.13) it is clear that the eddy currents generated within the target are 

90° (temporally) out of phase with the source current. These eddy currents in turn 

do two things; they dissipate energy as heat within the conductor and themselves 

generate a magnetic field. The eddy current density J within the target is related 

to the electric field strength E (Eqns. (3.13) above) by,
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J=cE (A/m?) (3.14) 

where o is the electrical conductivity of the conductor in S/m. Eqn. (3.14) is 

actually Ohm’s law for electromagnetic field theory. The total power dissipated 

within the conductor as heat is given by 

Peddy= 1/2 Jf fay J-J* 1/0, (W) (3.15) 
vol 

where the symbol * represents the complex conjugate operation and the volume in 

question is that of the target. 

It can be seen by studying Eqns. (3.13) through (3.15) that the eddy current 

power loss is proportional to the square of the magnetic flux density at the target 

location, and thus to the total flux intercepted (granted that the target area and its 

proximity to the sensor are kept invariant). The same square law relationship 

exists between the eddy power loss and the operating frequency, i.e., P, ddy * f2 

The magnetic field generated by the eddy currents within the target opposes 

the source field in the following manner; the eddy-current-produced magnetic field 

induces further currents back in the source windings, the mechanism of which is 

again governed by Eqns. (3.13). Thus there appear within the windings, tertiary 

currents which are 180° temporally out of phase with (i.e., directly opposing) the 

source current. This is the result obtained by applying Eqns. (3.13) twice; the curl 

operator on the left-hand side (LHS) is simply a combination of directional 

(spatial) derivatives with no significant bearing on the results in which we have 

interest, at least under this discussion. It is these tertiary currents that are directly 

responsible for the apparent increase in resistance of the source winding when a
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target is placed close to the sensor. It is now possible to visualize the increase in 

resistance; it is manifest as a decrease in current or alternatively, a decrease in the 

sensor’s terminal voltage. It is clear, from Ohm’s law, that either of the latter two 

phenomena is equivalent to an increase in resistance (with the correct factor held 

constant). 

It now remains to make the appropriate connection to sensing distance. In 

order for the sensor to register the presence of a target certain factors must be 

considered. First, eddy currents must be generated within the target. The 

quantities that favor this are: 

t) A strong B field at the target location. The eddy current density within 

the target is directly proportional to the magnitude of B at the target location 

(Eqns. (3.13) and (3.14)). The strength of B anywhere in the magnetic path is 

inversely proportional to the reluctance of the entire magnetic circuit, i.e. the 

sensor, the target and the medium between them. 

it) Low reluctance ®. The factors associated with low reluctance have 

previously been mentioned in conjunction with Eqn. (3.12) and are briefly 

reiterated here; a large area presented to the magnetic flux, short magnetic path 

and high permeability in as much of the circuit as possible (with a keen eye on the 

lookout to avoid magnetic short circuits). Very rarely is any one of these three 

factors by itself capable of effecting marked differences; a synergistic combination 

of all three is usually required to achieve low reluctance. It should be clear from 

what has just been mentioned that a magnetic target will lead to lower total
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reluctance than a non-magnetic one. By token of this, therefore, eddy current levels 

will be increased by way of higher levels of magnetic flux density within the target 

(both being metals, of course). Also quite obviously, increasing the proximity of the 

target to the sensor will have precisely the same effect; there is no place for this in 

the ensuing endeavor, however, since it is meaningless in striving for increased 

sensing distance. A good understanding of the nature of magnetic reluctance is 

invaluable in executing judgment of this nature. The salient point here, though, is 

that at a particular frequency and for a particular target the eddy current levels in 

the target are directly proportional to the magnitude, and depend on the 

distribution of Bat the target location. We therefore have as an intermediate step 

Teddy X [ fase (A/m?), (3.16) 
surf 

where the integration is being done over the surface of the target; again, this 

surface area is assumed invariant. 

The eddy currents above are responsible for the tertiary currents in the 

source winding which are responsible for the “loading” of the sensor as mentioned 

before. These tertiary currents are produced by a mechanism precisely identical to 

that just described above, therefore the same dependencies (and hence identical 

equations) hold. If tt is understood that the proximity of the target from the sensor 

is fixed (this is of paramount importance and cannot be overemphasized), then we 

are immediately able to write 

1/2 

J, x ( / fase) (3.17) 
surf
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with J, representing the tertiary currents responsible for the loading. The square 

root follows from the two-way transit involved with the fixed distance. It is 

important to realize that B above (Eqns. (3.16) and (3.17)) is that produced at the 

target position by the source currents I in the sensor. J and the current represented 

by J, are mutually opposing (180° out of phase) by two successive applications of 

Eqns. (3.13). 

The practice of evaluating sensing distances is based on the experimental 

generation of a curve which reflects resistance increases versus target proximity 

(properly known as a Q versus distance curve; Q, quality factor, is briefly 

discussed later on in this chapter). This curve, while not globally linear, may be 

approximated as a piecewise linear one. In what follows, the assumption (which is 

ratified in chapter four) is being made that we are concerning ourselves with 

excursions along this curve that are sufficiently conservative to ratify the piecewise- 

linear approximation; in other words, we are operating on an approximately linear 

portion of the curve. In actuality the amount of stringency attached to this 

approximation is variable, depending on the extent of linearity of the @ versus 

sensing distance curve; the more linear the curve is the greater the permissible 

excursion over which linearity is valid. Many of these curves are plotted in chapter 

four (Figs. 4.10 through 4.13) and should be inspected to verify the approximate 

linearity that occurs in the middle section of the curves. Obviously the need for 

this approximation would be obviated by a globally linear Q versus sensing 

distance curve. Nevertheless this approximation permits us to state that sufficiently 

small changes in equivalent resistance of the sensor winding are linearly related to 

changes in target proximity. By reason of previously rendered arguments then, we 

are thus able to make the extension that the sensing distance is proportional to Jj.
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This then immediately implies that 

/2 

Ds « ( / fas B) | (3.18) 
surf 

where Dg is the sensing distance. Again, it must be stressed that Eqn. (3.18) has 

buried in it the assumption that the target is at a fixed location. Referring back to 

Eqn. (3.15), we note that 

2 
I eddy’ J” eddy = | Jeddy | ’ (3.19) 

and therefore that 

2 

In view of Eqns. (3.20) and (3.16), we see that 

1/2 
| [as Bx ( Peasy) (3.21) 
surf 

and therefore that 

1/4 Ds « ( Peady ) (3.22) 

It remains to make a further simplification concerning the integral of B over 

the surface of the conductor. Along the axis of the sensor the total B field
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magnitude is dominated by its axial component. If the radial variation of B at the 

target location is identical for any two sensors then the integrals of B over the 

target area in the equations above may simply be replaced by either the on-axis 

total Bmagnitude (B,), or the on-axis axial B magnitude, i.e., 

Ds « VBo - (3.23) 

This is equivalent to saying that the ratio of total magnetic flux is then almost 

equal to the ratio of magnetic flux density at a particular radial displacement at 

the target location; this displacement is being chosen to be zero, i.e., the axis of the 

sensor. 

Thus the sensing distance Ds; has been shown to be proportional to either 

the fourth root of the target eddy current power loss or the square root of the 

magnitude of the on-axis magnetic flux density, both of these at a fixed distance 

from the sensor face. It should be clarified that Eqn. (3.18) together with Eqn. 

(3.22) are the preferred expressions to use in comparing sensing distances since they 

are more accurate. However Eqn. (3.23) is acceptably reasonable under the 

conditions just mentioned. 

There is an important point that needs to be made in connection with the 

foregoing development and the interpretation of Eqns. (3.22) and (3.23). It might 

appear at first sight that merely increasing the source current would return an 

increase in sensing distance since both B, and P, ddy would increase. This is true, 

they would both increase, together with J,. However, this would be offset by J, 

having to be of a correspondingly greater magnitude to reduce the total current 

level in the sensor winding to the point at which a detection is made. This
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explanation is based on the premise (mentioned earlier) that the increase in 

resistance is actually the manifestation of reduced current in the sensor. This 

occurs because the current represented by J; adds to the source current but at 180° 

out of phase with it. Thus there is no net realizable increase in sensing distance by 

doing this. Alternatively put, target detection by the signal-processing electronics is 

made by determining when the equivalent resistance of the sensor coil has been 

driven up to an absolute value, therefore increasing the source current simply 

necessitates a larger value of J, to drive down the total current in the sensor 

winding to the detection threshold. It is important to grasp this explanation. 

It is now desirable to discuss the factors that will lead to increased target 

detection in light of the theory presented. Large on-axis B-field magnitude at the 

sensor location and slow decay along the radial component are the most important 

factors. Further discussion is in order. 

i) A larger target area to intercept more magnetic flux. The effect of this is 

to increase the term on the RHS of Eqn. (3.18). This is however only important if 

the target area is small compared to the cross-sectional area of the sensor. While 

this condition holds (i.e., relatively small target) a quick glance at Eqn. (3.18) will 

reveal that the sensing distance would increase in proportion to the square root of 

the target area, or equivalently for a circular target (as is used in the simulation), 

the sensing distance would increase in proportion to the fourth root of the radius of 

the target. Once the target area attains a certain size (perhaps of diameter of the 

order of a few times that of the sensor’s), there is no additional benefit to be 

derived since the majority of the flux ® has been intercepted. The reason for this is 

that for the sort of geometries under study, B decays rather rapidly along the radial 

coordinate from its maximum on the sensor’s axis. Perhaps more significant is the
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fact that the target used for evaluating sensing distance is of a standard size. Thus 

perhaps this point is more for academic interest than for anything else. 

ii) The presence of higher values of Bis encouraged by low reluctance. This 

explains why magnetic targets can be detected at greater distances — they reduce 

the reluctance of the magnetic circuit and this causes the value of B at the target 

location (as well as at other locations in the magnetic path) to increase with 

concomitant increases in the generated eddy current density within the target. 

Since the areas around the sensor are part of the magnetic path a reduction in 

reluctance may be achieved by judiciously increasing the quantity of ferrite around 

the sensor. This is not supposed to be as simple as it sounds since other factors may 

more than negate the effects of increased ferrite; the obvious one being the 

formation of magnetic short circuits as far as directing B ahead of the sensor is 

concerned. Incidentally, adding more ferrite is usually accompanied by an increase 

in inductance (see Eqn. (3.11)). Low reluctance is also favored by high values of yu, 

in the magnetic path, however the incremental reductions in # become negligible 

once pl, for the ferrite exceeds a few hundred. The explanation for this is identical 

to that furnished to explain why inductance is not continuously proportional to 

magnetic permeability despite Eqn. (3.10b). Thus, indeed, reluctance is inversely 

proportional to magnetic permeability but in a terminal fashion. 

iti) The area over which the Bfield is radiated is proportional to the cross- 

sectional area of the sensor face. If it were possible to court this line of action, a 

true solenoidal geometry would be expected to exhibit sensing distances that
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increased approximately in proportion, again, to the square root of the sensor’s 

cross-sectional area or to the fourth root of its diameter. It is much more difficult 

to make any such prediction for geometries resembling the sort under simulation 

here due to their rather complex cross-section. However, as mentioned earlier, 

increasing the diameter of the sensor is not an acceptable option. It should be 

rather obvious by now that there is a severe limitation on the number of different 

approaches that can practically be adopted to address this problem. 

iv) Brief discussion on frequency of operation is possibly of some interest. 

As stated before, the eddy current power loss within the target is proportional to 

the square of the operating frequency. This comes about as follows; the eddy 

current power loss is proportional to the square of the eddy current density J 

within the target (Eqn. (3.20)). J in turn is proportional to F (Eqn. (3.14)) which, 

for harmonic excitation, is directly proportional to frequency by Eqn. (3.13b). 

Hence by combination, the eddy current power loss is proportional to the square of 

the operating frequency. But despite the fact that we are able to increase the eddy 

current power loss by simply increasing the operating frequency we have not really 

gained anything since this action has absolutely no return effect on the source coil 

that aids sensing ability. The only effect of raising the frequency is additional heat 

dissipation in both the target and the source coil; while this may sound encouraging 

in the target it is of absolutely no help in the source coil where things ultimately 

matter. Practically, of course, there will always be negative returns associated with 

operating at a frequency which is not sufficiently high (or which is too high), but 

these concerns are relevant only from a materials standpoint. Amplification on this 

point is provided in the chapter four when sensing distance versus frequency
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measurements are presented. 

Before terminating this discussion one last important quantity needs to be 

addressed. Reference has previously been made to quality factor, Q, which is a very 

well-used quantity in discussions concerning these matters. Q is defined in 

accordance with Eqn. (3.24); 

2x X mazimum instantaneous energy stored 
Q= — (3.24) 

energy dissipated per cycle 
  

In the case of an inductor modeled with a series resistor Rs, the current I (this is 

the peak value of a sinusoidally varying current) is common to both elements. The 

only energy-storage component here is the inductor, therefore the numerator of 

Eqn. (3.24) becomes 27x (1/2)L while the numerator, on account of the series 

resistor only, assumes the expression (I7Rg)/(2f). On division, the simplified 

expression 

Q = 2nfl / Rs (3.25) 

is obtained (with f representing the frequency). Obviously then, the Q may also be 

increased by lowering the value of Rs (as well as by increasing the inductance). 

More will be said on quality factor in the next chapter. 

This concludes the discussion on the relevant theory for the development of 

an evaluation and comparison basis for sensors. The aim of this section was to 

examine those quantities which theoretically affect sensing distance. The theory 

discussed in this section will facilitate the analysis and design of different ferrite 

geometries for sensors.
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3.5 Method of Approach and Objectives 

To begin this section, a brief synopsis of the salient points that can be 

drawn from the foregoing discussion on theory is perhaps advantageous. These will 

serve to clarify the objectives that will guide the simulation. 

i) High Q is desirable. This is equivalent to high inductance. It should 

be borne in mind that in almost all cases the ferrite core is the only thing being 

altered, therefore increased inductance is the only way to theoretically increase Q. 

ii) High values of B are needed. It is necessary also for as much as possible 

of this B to be directed ahead of the sensor and to decay slowly in the radial 

direction. This is the most important factor. 

iii) It is very important to remember that increasing the source current to 

increase B does not reward us with increased sensing distance (see discussion 

following Eqn. 3.23). Therefore the only other practical choice is to aim for low 

reluctance while trying to satisfy, simultaneously, point (1) above. 

iv) In view of (ii) above it must be understood that, by far, most of the 

reluctance associated with the entire magnetic circuit is provided by the air 

between the sensor and the target. If it is recalled that the target location is fixed
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with respect to the sensor’s face, the difficulty entailed in trying to reduce the 

overall reluctance should be reasonably tangible. 

v) It also follows from point (iii) above that, quite often, high inductance 

(or high Q) will lead towards high values of B. 

It must be appreciated that the amount of realistic simulation that can be 

performed depends significantly on the abilities of the software being employed. 

This statement is rendered as a precursor to a brief discussion of what will actually 

be done with the simulator. Needless to say, this is a direct function of its 

capabilities and the supporting platform. 

In the magnetics simulation, the following conditions are held constant 

unless otherwise indicated: 

a) The target takes the form of a circular disk, 60mm in diameter and 1mm in 

thickness. Its relative permeability yz, is held at 700 and its conductivity o at 

2x10" S/m. 

b) The target is placed parallel to the face of the sensor and centered on its axis. 

The separation is set at 30mm. 

c) The real relative permeability for the ferrite is specified at 1200; the imaginary 

part pi," is set equal to 0.
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d) The number of turns of copper wire on the former is kept at 60. 

e) The current through the windings is maintained at 15mA. This current level 

was actually measured with one of the entire proximity sensors (coil/core assembly 

plus electronics — Honeywell ECKO IV modified). It is of no consequence however, 

since the results are independent of the current level used as long as it is kept 

constant from design to design. In other words linearity is being assumed to hold 

on all saturable materials (the ferrite and iron). This is is justifiable in even a 

practical sensor since the maximum value of H (at 15mA) produced by the coil is a 

mere 110 A/m, significantly less than the saturation point for the ferrite material 

being used. Furthermore, a generator and pickup coil arrangement was used to 

investigate and verify linearity (constant 4) up to at least 300 A/m. 

f) As stated before, the maximum diameter of the sensor is unalterable from 

design to design. 

The simulation proceeds from here. Changes to the ferrite dimensions and 

its global geometry are made. These are based on some combination of logic, 

educated guesswork and basic trial and error. To begin with, a reference had to be 

set. Quite logically, this was chosen to be the standard 30mm type shielded core. 

All successive shapes were compared to this reference. For each one, the following 

quantities are obtained; 

1) the total inductance, L (Eqn. 3.10), 

2) the power dissipated in the target by eddy currents, P,, dy (Eqn. 3.15), 

3) a plot of the magnitude and distribution of the total B-field at the target
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location (i.e., at its surface). 

It should be mentioned that for almost every case, even though not 

included, the Q of the sensor is directly related to its inductance by Eqn. (3.25). 

These simulation runs are the cases for which the coil is exactly the same in terms 

of number of turns, total length and orientation. The implication here is that the Q 

of the sensor is being altered strictly by the ferrite geometry alone. Therefore, if at 

a particular frequency, the Q for a particular coil in any of the ferrite geometries is 

known, then the same coil inserted into any of the displayed geometries will exhibit 

a Q given by the known value, scaled by the ratio of the respective inductances. A 

little reflection should render this premise plausible. 

All the simulations were run at a frequency of 1Hz. There were several 

reasons why such a low frequency had to be resorted to. These were chiefly 

concerned with software accuracy and limitations in computer memory. However, 

after the reference simulation had been run, this difficulty vanished since the 

concern then was not with absolute values but with ratios. As per the Micro Switch 

catalog on proximity sensors, the reference may be assigned a nominal sensing 

distance of 10mm. This then permits an immediate prediction of the sensing 

distance of a design from either 2) or 3) above. This is done by multiplying the 

fourth root of the ratio of its P.qg, to Pag, (reference) by 10mm. As mentioned 

earlier, the square root of the ratio of the areas under the B versus axial distance 

(at a fixed sensing distance) may be used as well. This method of sensing distance 

determination is a decidedly legitimate practice since in actuality there is no fixed 

sensing distance for the reference sensor (the sensing distance can be varied about 

10mm by altering the detection threshold). All that this means is that if the 

reference sensor detects the target at 1.0mm the new design will detect at a
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distance given by the ratio above. The absolute equivalent of this in practice is 

that as the target approaches, the Q of either sensor will drop by precisely the same 

ratio (compared with its target-at-infinity value) when the target reaches the point 

designated as the sensing distance by the ratio above. For example, suppose that 

when the target is 10mm away the Q of the reference sensor is 0.75 of what it is 

without the target there. If the simulation predicts a sensing distance of 15mm for 

a particular design then it would be expected that during measurement, the @ of 

this sensor with the target at 15mm be also precisely 0.75 of what it is with the 

target removed. 

With this discussion completed then, some of the results of the simulation 

will be presented and discussed. 

3.6 Simulation Results 

The ferrite geometries are represented by their respective cross-sections. Due 

to the cylindrical symmetry involved, the simulator performs all calculations on an 

rz plane (in cylindrical coordinates). Therefore only half of what is shown is 

actually fed into the simulator. For each geometry, the inductance and Sensing 

Distance Factor (SDF) is given. Also supplied is a B versus radial displacement 

graph, plotted at the target location (30mm). The SDF is simply the ratio of the 

design’s sensing distance to that of the reference, calculated as per the method 

furnished above, that is, with the fourth root of the ratio of the target eddy current 

power loss. Calculation of the SDF based on the square root of the ratio of the on- 

axis B-magnitude has not been documented but is easily verified to be
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approximately equal to the documented SDF. 

A. Beginning with the reference geometry, the first endeavor was to investigate 

the effects of dropping the outer wall. The results are presented in Figs. 3.2 through 

3.5. From these it is obvious that the ability to shield (in the lateral sense) runs 

counter to the ability to direct more flux in the forward direction. An explanation 

for this is that the ferrite on the sides causes some of the flux to be radiated out in 

the radial direction (dictated by the boundary conditions for the B field at the 

ferrite/air interface). But even though there is a definite trend, the gain in sensing 

distance is not substantial. It is interesting to note here that even though the 

reluctance is being steadily increased (decreasing inductance), the sensing distance 

is increasing. This is one of those situations that appears to depart from theory. 

B. Progressing again from the reference, the effect of placing a disc of steadily 

increasing radius on the sensor’s front face was investigated; these results are 

presented in Figs. 3.6 through 3.9. The thickness of the disc is equal to that of the 

ferrite forming the base of the sensor. Boundary conditions for the continuity of the 

normal component of B (which happens to be the axial component in this case) 

dictate that the flux lines leave the ferrite directed almost fully axially; this is due 

to the high permeability of the ferrite. The improvement here is chiefly due to the 

flux being spread out over successively wider areas. Cursory inspection of the 

accompanying flux density plots makes this clear. Here the improvements are more 

pronounced than the runs in A above, up to 55% improvement. The effect of an 

extremely pronounced magnetic short circuit comes into play when the ferrite disc 

starts to overlap the outer wall (radii greater than 9.4mm). The flux then becomes
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constrained to circulate around the sensor to the detriment of the axial component. 

Note the identical trend followed by both the inductance and the sensing distance. 

C. Next, the effect of the thickness of the ferrite front disc was investigated for the 

best case from B above. This logical progression was done for two other thicknesses, 

one less and the other greater than that shown in B. These cases are documented in 

Figs. 3.10 and 3.11. Here also, the results are intuitively satisfying. The advantage, 

though, is in being able to judge sensitivities. The extremely high inductance 

accompanying sensing distance may be objectionable though, since it may possibly 

render the device unstable. The reason for this, of course, is the correspondingly 

high quality factor. Compared with the reference, the Q for this geometry (Fig. 

3.11) is increased by a factor in excess of 5. 

D. The next investigation was aimed at providing the benefits in sensing distance 

associated with the geometries of B but at reduced inductance levels. Logically, an 

extension of the sensor’s height ought to lead towards this (increasing the 

reluctance). The cases are documented in Figs. 3.12 through 3.15. Here, all the 

significant improvement occurs within the first 2mm after which the performance 

levels off. However, for additions greater than 2mm, there is still the expected 

decrease in inductance. These geometries resemble hybrids of shielded and 

unshielded cores but would function well as unshielded sensors. Note the very 

marked reduction in inductance with seemingly modest increases in reluctance. 

Figure 3.15 is a case that has two different changes compared with Fig. 3.14; it is 

the case for which the radius of the top disc has been increased to that of the 

sensor (unlike Fig. 3.12 through 3.14) with the top disc raised by 3mm. The
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improvement in sensing distance attains a figure of about 78% over the reference. 

The ferrite geometry shown in Fig. 3.16 is a scaled-down version of Fig. 

3.15. The scaling is only in the vertical dimension and was done to reduce the total 

height of the geometry of Fig. 3.15 to precisely that of the reference (approximately 

6.7mm) instead of the 11.6mm of Fig. 3.16. The inductance remains essentially the 

same and a little over a millimeter in sensing distance is lost (on the basis of a 

10mm reference) compared with the larger geometry. Note however, that even 

though the number of turns has still been preserved at 60, the physical length of 

wire being represented by this simulation is greater than that of the coil of the 

reference sensor. The implication of this is that for this particular run, the ratio of 

the quality factors is not the ratio of the inductances; the former ratio is in fact a 

bit less than the latter. This is understandable when it is realized that a greater 

mean radius is obtained by having to compress the same 60 turns into less vertical 

space. 

E. The geometries in Figs. 3.17 through 3.19 are attempts at studying bidirectional 

geometries. On account of their symmetry, they possess identical radiation patterns 

“pehind” and “in front of” them. These geometries would be suitable only for use 

as unshielded sensors. The progression documents the effects of increasing sidewalls, 

1.e. a progression towards shielded geometries. The trend, although of very minor 

variation, is nevertheless once again intuitively satisfying. The real usefulness of 

these symmetrical geometries is their amenity to treatment somewhat reminiscent 

of reflection in dipole elements in the study of antenna theory. This is the subject 

of the discussion in part F following.
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F. Figs 3.20 through 3.22 investigate the implementation of a technique which 

may be regarded as bearing a lot of resemblance to reflection. Continuing from the 

best-performing geometry from the efforts of E above, successively less amounts of 

flux are restricted from radiating in one direction. This is done by steadily 

increasing the thickness of the ferrite at the “rear” of the sensor. The result of this 

is to increase the flux radiated in the opposite direction with concomitant 

improvements in sensing distance. 

The effectiveness of this treatment depends entirely on the device being 

symmetric in the sense depicted by the geometries in Figs. 3.17 through 3.19. To 

show the importance of this point, the same treatment was given to the reference 

geometry, the corresponding results are given in Figs. 3.23 and 3.24. As can be 

seen, there is little or no improvement and the reason for this lies in the 

unidirectional nature of this geometry to begin with. 

Some other results for which figures and graphs are not furnished will be 

discussed under the next two paragraphs. These results are probably just as 

important as those under parts A—F above but it is felt that the trends be simply 

discussed to avoid excessive quantities of graphs and figures (there is already a fair 

deal of them in association with parts A—F). 

G. The effect of filling (with ferrite) the hole in the center of an arbitrarily chosen 

geometry (that of Fig. 3.17(a)) was studied. The diameter of the (now) solid center 

“leg” was then progressively reduced and its effect on the SDF noted. Filling the 

hollow in the center with identical-p ferrite had absolutely no effect on the sensing
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distance, the increase in inductance was also insignificant. A plausible reason for 

this is as follows; the cross-sectional area of the hole in the center is less than thrice 

that of the surrounding ferrite. The existing ferrite therefore is the chief 

determinant of the reluctance in this part of the magnetic circuit. Hence the extra 

ferrite has insignificant bearing on the reluctance, and hence, on the flux radiated 

from this part of the sensor. 

Reducing the diameter of the now solid center “leg” did yield degradation of 

the sensing distance as expected. The diameter was reduced from the full 9.0mm, 

where the SDF is 1.69, down to 4.0mm with a corresponding SDF of 1.41, i.e. a 

17% reduction in SDF for a 56% reduction in diameter. Note that the sensing 

distance varies almost exactly as the fourth root of the diameter as suggested 

earlier. As would be expected from theory, the inductance decreased steadily from 

about 5064H (at 9.0mm diameter) down to about 330uH (at 4.0mm diameter). 

H. The effect of the permeability of the ferrite on the sensing distance was also 

investigated. This was done, again, for the geometry of Fig. 3.17(a). The results 

showed that the sensing distance suffered by only about 6% by reducing the 

permeability from 1200 to 150. For the same decrease in permeability, the 

inductance was lowered by 16%. These results show that the sensing distance is not 

at all sensitive to the permeability of the ferrite core above values of roughly 150. 

This value of » appears to mark the onset of saturation effects.



84 

3./ Summary & Conclusion 

In this chapter, the necessary theory for evaluating the performance of 

inductive proximity sensors against each other has been developed and presented. 

The development has been used to show that if certain factors are held invariant, 

(total number of windings, excitation current magnitude, target distance and target 

surface area) then the sensing distance is proportional to either the fourth root of 

the eddy current power loss within the target, or the square root of the total flux 

intercepted by the target. The development of the theory has been based on the 

assumption that for sufficiently small excursions in target proximity, the change in 

@ of the source coil is directly proportional to the change in target proximity. 

These results are stated by Eqns. (3.18) and (3.22) respectively. A further 

approximation to Eqn. (3.18) is given by Eqn. (3.23). 

The theory has been employed in the use of a finite-elements-based 

magnetics software simulator to study, mainly, the effects of different ferrite 

geometries on the sensing distance capability of inductive proximity sensors. The 

ultimate aim of these simulations has been to identify geometries (both shielded 

and unshielded) associated with the highest sensing distance capabilities. There has 

been the additional constraint that all of the tested geometries have precisely the 

same diameter. From all the simulations runs, the two best performing geometries 

of shielded and unshielded, respectively, are given by Figs. 3.15(a) and 3.22(a), 

respectively.



CHAPTER FOUR 

MEASUREMENT RESULTS 

4.1 Introduction 

The chief purpose of this chapter is to present and discuss some 

experimentally obtained results for the proximity sensors under study. The 

objective here is to provide some measure of the extent to which the results 

obtained from the simulation runs in the previous chapter are accurate. 

Some parameters of several ferrite geometries examined with the simulator 

in Chapter Three are measured and compared with the simulation results. These 

measurements include inductance, quality factor, and Q versus target distance to 

determine sensing distance. A reference set of data is established for the reference 

core; this facilitates comparison of the other cores to the reference. 

A few additional measurements are also made and their relevance to the 

topic under study discussed. The presentation of results is organized into 

subsections; each section addresses a specific relationship or factor. Brief 

recapitulation of the pertinent theoretical backing developed in chapter 3 is also 

provided. The first section presents theory that is a necessary continuation of the 

discussion begun in the previous chapter (the discussion on quality factor). Also, 

previously unmentioned theory (the skin effect) is briefly introduced subsequent to 

the discussion on Q. The reason for this is that, although relevant to a discussion 
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on sensing distance, the additional theory being presented here has no connection 

to the magnetics simulation and would not have been a suitable subject for 

discourse in chapter three. Specifically, the discussion on the skin effect is 

introduced on account of its relationship to stranded wire (Litzwire). 

4.2 Core Shapes Under Test. 

In order to judge the effectiveness of the simulation, it was necessary to 

obtain some of the core shapes reviewed in the previous section and measure their 

relevant parameters. The geometries that were chosen for measurement are not 

necessarily the highest performing ones; they were actually made first, measured 

(both physically and electrically) and then simulated. The reason for this is the 

relative inaccuracy to which the cores could be cut with a circular diamond saw. 

Some of the simulation dimensions are given to the nearest tenth of a millimeter; 

this degree of accuracy is quite impossible to achieve when cutting the cores. Thus 

the physical dimensions of the cut core were fed into the simulator a posteriori. 

Chronological order here is of no consequence; the common end is to evaluate the 

usefulness and exactitude of the simulation. 

The measurements were performed for four different geometries including 

the reference sensor. The other three geometries, together with their respective B- 

versus-radial-distance plots, are shown in Figs. 4.1 through 4.3. The radius of the 

top disc in Fig. 4.2 is identical to that in Fig. 4.3 and equal to 7.8mm. In terms of 

simulated performance this places Fig. 4.2 somewhere midway between Figures 3.7
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and 3.8. The top disc in Fig. 4.3 is raised by 4.8mm of ferrite above the plastic 

former; its performance is expected to be somewhat inferior to that of Fig. 3.15 on 

account of the smaller disc. 

These geometries were all constructed by modifying some of the reference 

core samples. All three samples in Figs. 4.1 through 4.3 consist of two separate 

pieces held together by a plastic screw and nut to insure inertness to the 

electromagnetic fields. The ferrite in all four samples is of exactly the same 

magnetic characteristics. 

Although not indicated in chapter three, sensing distance sensitivity to the 

joint in the ferrite mentioned above was also studied with the simulator; this was 

performed on the geometry of Fig. 4.1. There was some concern that the air gap 

accompanying the crack would degrade the sensor’s performance by the 

introduction of extra reluctance into the magnetic circuit. Therefore sensing 

distance was monitored versus crack widths between .5 and 10 mils (thousandths of 

an inch). The crack was placed across the entire width of the center “leg” and 

running parallel to the sensing face of the sensor. The results show that there is 

essentially no significant degradation in sensing distance for crack widths less than 

2 mils. 

4.3 Windings Under Test 

Three different coils of wire were used in each core shape; two of these were 

ordinary 35 and 36 gauge copper wire while the third was Litzwire. Figs. 4.1
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through 4.3 give the predicted inductance and sensing distance factor for each core 

shape. Some scaling needs to be done with the inductances since the simulations 

were all run for 60 turns whereas each of the three test coils had a different number 

of windings. The coils are designated as follows: 

2) coil ##1 — 57 turns copper wire, #35 gauge, 

st) coil ##2 — 47 turns copper wire, #36 gauge, 

#12) coil #3 — 60 turns Litz wire. (no scaling necessary) 

The scaling factors that need to be applied to the coils are easily obtained 

from Eqn. 3.8. The inductance is observed to vary as the square of the number of 

turns, therefore for each sample, the scaled (from the simulation results) expected 

inductance is given below for each coil in each core. The scale factor for each coil is 

simply the square of the ratio of the number of turns comprising that coil to 60. 

i) Reference: (L = 183yH for 60 turns by simulation) 

coil #1: scale factor = 0.9025, => expected L = 0.9025 x 183 = 165yH 

coil #2: scale factor = 0.6136, = expected L = 0.6136x183 = 112yH 

Litzwire: scale factor = 1.0000, = expected Z = 1.0000x 183 = 183yH 

ii) Sample 1: (L = 338,H for 60 turns by simulation) 

coil #1: scale factor = 0.9025, > expected L = 0.9025 x 338 = 305y4H 

coil #2: scale factor = 0.6136, = expected L = 0.6136 x 338 = 207pH 

Litzwire: scale factor = 1.0000, > expected Z = 1.0000 x 338 = 338y.H
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iii) Sample 2: (L = 430zH for 60 turns by simulation) 

coil #1: scale factor = 0.9025, = expected L = 0.9025 x 430 = 388yH 

coil #2: scale factor = 0.6136, = expected L = 0.6136x430 = 264yH 

Litzwire: scale factor = 1.0000, > expected L = 1.0000 x 430 = 430yH 

iv) Sample 3: (L = 527yH for 60 turns by simulation) 

coil #1: scale factor = 0.9025, = expected L = 0.9025 x 527 = 476yH 

coil #2: scale factor = 0.6136, => expected ZL = 0.6136x527 = 323yH 

Litzwire: scale factor = 1.0000, > expected Z = 1.0000 x 527 = 527yH 

The combination of the three windings above was chosen to evaluate two 

factors; the effect on sensing distance of the number of windings on the former (47, 

57 and 60 turns, respectively), and secondly, the merits of stranded wire (Litzwire). 

As will be discussed in due course, this second factor is frequency-related. 

4.4 Quality factor revisited 

In chapter three Q was introduced and briefly discussed. At that point 

brevity was appropriate since the goal was chiefly to discuss the magnetics 

parameters that were directly involved in a consideration of sensing distance. 

Because of this, only inductance was discussed at any length in connection with Q. 

It is appropriate at this point to dwell a bit more on this parameter before
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presentation of measurement findings is made. 

From Eqn. (3.25) we have 

Q = aE 
  

Actually, Rg is a composite quantity, which may be modeled as comprising the 

“isolated” resistance of the wire, R;,, and the eddy current-induced resistance, Rp. 

With this stipulation, we rewrite Eqn. (3.25) as 

_ — -Aanfl 

C= Fi, +R a) 

The expression in Eqn. (4.1) makes certain things clear. It must be understood that 

f, represents the loading of the sensor by the target; when the target is absent (or 

practically sufficiently far away) Ry = 0; Ry is solely determined by target 

proximity and sensor geometry and increases in some manner as the target is 

brought nearer to the sensor. For a particular geometry, the exact manner in which 

this increase in Ry, occurs is not yet understood well enough, but it is readily 

observable upon measurement. Thus, as the target approaches, Ry increases 

correspondingly. Ff... itself is defined to include frequency-related resistance (related 

to skin-depth phenomena) and is not simply the low frequency (d.c.) resistance of 

the winding. More generally then, Eqn. (4.1) may be written as, 

_ 27fL 2 

° = TRy,* Rac * F, a)  
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with the frequency dependent part of Ri» Rac(f), isolated for clarity. Rac(f) is 

solely the effect of skin effect phenomena and will also be discussed in due course. 

At relatively low frequencies, Rg-(f) can be considered to vanish so that the 

“isolated” resistance of the conductor returns to R de’ The “relatively” in the 

preceding sentence refers to frequencies so low that the magnitude of Rg-(f) is 

insignificant compared to R de’ 

In the operation of inductive proximity sensors high Q is indeed desirable 

but it must be achieved correctly. Increasing the quality factor of the sensor by 

simply increasing either of the variables in the numerator of the RHS of Eqn. (4.2) 

(either for ZL) does not necessarily yield significant increases in sensing distance. 

These factors have been discussed at length in chapter three. Neither of these two 

factors significantly amplifies the effect of the target on the source coil which is 

what is necessary to obtain greater sensing distances. Some increase in sensing 

distance may be observed to accompany increases in inductance but these increases 

should not be attributed to the mere increase in inductance (and therefore Q) 

alone; other factors which are geometry-related are usually more responsible for this 

increase. 

On the other hand decreasing R;, achieves higher values of quality factor 

with quite a different effect. Decreasing R;, may be accomplished by decreasing 

either R de Rac(f) or both. This effect is one that causes the Q to depend more 

and more heavily on Ry that is, the sensor becomes more sensitive to the target’s 

position. This action on its own would guarantee an increase in sensing distance. In 

fact, the ratio of R,, to R, will contribute significantly in determining the 

characteristic shape of the Q versus distance curve. If R;, dominates the 

denominator of Eqn. (4.1) the sensor will have to “wait” for the target to draw
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nearer before &) increases to a value that is large enough (in comparison with R,,) 

to begin altering the Q perceptibly. 

It may appear that with this approach we are obtaining something desirable 

with no concomitant sacrifice, an absolute engineering-practice abhorrence — this 

is not the case. It may be recalled that inductance varies as the square of the 

number of turns (Eqn. (3.11)); this is almost equivalent to stating that the 

inductance varies as the square of total winding length. Now if R,, is being 

decreased by simply shortening the length of the winding (i.e. decreasing Ry.) then 

it must be borne in mind that R dc Varies linearly with the length of the winding. 

Hence by employing a physically shorter length of wire for the winding we are 

decreasing the @ quadratically on the one hand, while on the other we are 

increasing it linearly! Thus the truth of the matter is, overall, we will have to 

indeed sacrifice Q (this way) in order to render the sensor more sensitive to the 

target. Practically though, there is a limit on how low we can go with regards to 

winding length before the sensor begins to experience degradation from related 

factors. 

Another solution from this viewpoint is to seek better conductivity without 

altering the length of the winding. Thicker wire appears to hold promise but its 

effect would only be positive at relatively low frequency (where skin depth 

phenomena have not yet come into play); because of skin depth phenomena it 

would not yield any significant improvements at higher frequencies. The solution at 

higher frequencies is stranded wire; this is capable of providing simultaneous high 

@ and high target sensitivity. More is said about this in the next section. 

Therefore, from the foregoing arguments, an optimization needs to be struck
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between low winding length for high target sensitivity (but low quality factor) and 

sufficiently high winding length for adequate inductance (and high quality factor). 

Analytically this is not a trivial task; it would probably be preferable to do this 

empirically. 

Lastly, the attempt to restrict the magnitude of Rg-(f) could be made. 

Since this factor is entirely frequency-determined the question immediately raised 

is at what frequency the sensor operates best. Plausible arguments in connection 

with this may be proffered after a brief introduction on the skin effect has been 

made. Let us therefore devote some attention to this phenomenon and its 

connection to Q by way of Ra-(f) in Eqn. (4.2). 

4.5 The Skin Effect (Frequency-Related Resistance) 

From the theory of plane waves in the study of electromagnetics comes the 

fact that both FE and H traveling plane waves in a conducting medium experience 

attenuation as they advance into the medium. Thus, the electric and magnetic 

fields tend to have presence only in a thin layer at the surface of the medium. This 

phenomenon is known as the skin effect. It is customary to define the skin depth, 

6, as that distance of propagation in which H and £E (and therefore J) have 

decreased by the factor 1/e from their value at the surface of the medium. For 

good conductors, the skin depth is approximately the reciprocal of the attenuation 

factor, a, from plane wave theory. In view of this we have,
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§ = (otn (4.3) 

with w, o and pw the radian frequency (27f), electrical conductivity and 

magnetic permeability, respectively. The frequency dependence of 6 is clear from 

Eqn. (4.3). The implication of this is that the electrical properties of the medium 

depend on the frequency of operation, for one. 

It must be understood from the foregoing paragraph that, at a particular 

frequency, the resistance of the conductor only has meaning within the volume in 

which current flows. Usually, the current density, J, is assumed to be equal to zero 

at a depth of 56 (the magnitude of J at 56 is 0.67% of its initial value at the surface 

of the medium). Therefore, if it is recalled that resistance is inversely proportional 

to conductor surface area, then the alternating current (a.c.) resistance of the 

medium is seen to increase with frequency (6 is directly proportional to the surface 

area in question). 

The significance of the skin effect to the magnitude of Rg-({f) in Eqn. (4.2) 

is that, as frequency is increased, the skin effect causes Rg-(f) to increase (slowly 

at first and then rapidly) from relative insignificance to the point where it could be 

at least an order of magnitude greater than R de’ Therefore, as far as frequency is 

concerned, quality factor cannot continually increase with frequency due to the 

eventually rapid growth of Rg-(f). It should be clear, also, that induced eddy 

currents in a conductor will also only exist, essentially, in the top 56 of a 

conductor. 

Thus we see that the skin effect forces alternating current to travel through 

successively smaller cross-sectional areas (with attendant increases in resistance) as
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frequency is increased. Therefore, for the most part at high frequencies, most of a 

conductor’s cross-sectional area is unused if its radius is much greater than a few 

skin-depths. 

4.6 Stranded Conductors 

If a solid conductor is “sliced” up into a bundle of thinner parallel 

conductors such that the sum of their respective cross-sectional areas equals the 

solid conductor which they replace, then we obtain a stranded conductor. 

If the radius of each individual strand is of the order of a few 6’s (or even 

smaller), then the high-frequency current is unable to discriminate, as it could 

before, on the basis of a thin layer of the conductor of thickness 56 on the 

periphery. Thus, still depending on the frequency, the high-frequency current 

travels through a much, much larger portion of the total area of the total stranded 

conductor than it would for the solid case. If the frequency is such that the radius 

of an individual strand is less than 56, then the entire cross-sectional area of the 

conductor is used by the high-frequency current. The implication of this is that at 

all frequencies below that referred to above, Rg-(f) is essentially insignificantly 

minute! The total resistance, then, of the stranded conductor to the transit of high- 

frequency current is almost identical to the low-frequency (d.c.) value, R de’ The 

advantage of this is very real at very high frequencies where the a.c. resistance of 

solid conductors substantially dominates their d.c. value. 

In terms of Q versus frequency then, the use of stranded conductors will
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delay the onset of falling Q to a much higher frequency. Therefore Q varies 

linearly with frequency (Eqn. (3.24)) up to higher frequencies. With regards to the 

quality factor of the sensor, stranded wire achieves simultaneous high @ and high 

sensor sensitivity to the presence of a target as discussed in Section 4.4. This 

translates directly into high @ and extended sensing range for suitably stranded 

wire; suitable in the sense that the dimensions of the wire and the frequency of 

operation are properly related as per the forgoing discussion. Presentation of 

experimental results and further discussion will now follow. 

4.7 Presentation of Results 

This section is further subdivided into subsections that address, individually, 

one each of some of the factors hitherto discussed in association with quality factor 

and sensing distance. 

For all subsections a brief discussion, tables and graphs are presented. The 

Schlumberger Solartron Gain/Phase Analyzer was used for all primary impedance 

measurements with verification provided by the Hewlett Packard HP 4192A and 

HP 4194, respectively. Distance measurement was made with a composite fixture 

consisting of a micrometer with a circular standard target (mild steel) attached to 

the traveling shaft.
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4.7.1 Q versus Frequency (coils only) 

One of the first measurements made was a series of Q and inductance 

versus frequency sweeps for the windings alone (no ferrite core). Tables 4.1 through 

4.3 present the data for the three coils. The graphs for these data are also supplied 

in Figs. 4.4 through 4.6, respectively. 

For the two solid conductors (coils #1 and #2), the accompanying tables 

and graphs show the initial linear relationship between Q and frequency and then 

the departure from linearity as frequency is increased. This clearly demonstrates 

the build-up of Rg-(f) from Eqn. (4.3) and its limiting effect on the Q. #36 gauge 

copper wire has a radius of roughly 0.1mm; copper has an electrical conductivity of 

about 6.0x10’ Sm! and the permeability of free space (42x 10°! Hm’). With 

these figures, a skin depth of 0.lmm in copper occurs at a frequency of about 

400KHz. It will be observed that, for coils #1 and #2, peak Q occurs in the 

neighborhood of this frequency. 

On the other hand, the Litzwire (coil #3) maintains an almost linear Q 

versus frequency plot up to the upper limit of the frequency sweep (1MHz). Also 

obvious (and expected) is its significantly higher quality factor; that this is not 

because of the greater number of turns it has (i.e., higher inductance) is easily 

verified by observing that it has almost identical inductance to coil #1. Its @ , 

therefore, is a result of significantly lower Rg (f) at the higher frequencies.
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Table 4.1 

L & Q versus frequency for coil #1 

  

frequency/KHz inductance/pH Q 

1.00 54 21 
10.8 54 2.3 
17.4 d4 3.7 
35.6 54 7.5 
57.4 54 12 
117 54 21 
149 54 25 
189 54 30 
240 54 88 
304 54 36 
386 54 37 
489 54 37 
621 54 35 
788 54 S4 
1000 54 38    
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Table 4.2 

L & Q versus frequency for coil #2 

  

frequency/K Hz inductance/pH Q 

1.00 37 LY 
10.8 87 1.6 
17.4 37 2.5 
35.6 87 5.1 
57.4 37 8.2 
117 37 16 
149 87 19 
189 37 23 
240 87 27 
304 37 32 
386 87 36 

489 | 37 39 
621 37 39 
788 87 B37 
1000 37 35    
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Table 4.3 

L & Q versus frequency for coil #3 

  

    

frequency/K Hz inductance/uH Q 

1.00 58 23 
10.8 58 2.5 
17.4 58 1.0 
35.6 58 8.1 
57.4 58 13 
117 58 26 
149 58 91 
189 58 {i 
240 58 52 
304 58 66 
386 58 86 
489 58 112 
621 58 140 
788 58 180 
1000 58 230



109 

OP 
S
y
 

© 
[109 

10jJ 
A
O
U
S
N
b
I
A
J
 

Snsitaa 
§ 

c0T 

(zyy) 
A
o
u
a
n
b
a
s
r
y
 

t 
6G 

2
0
1
 

6
 

6G 
TOT 

 
 

T
e
r
r
 

ror 
ot 

  
 
 

P
e
r
e
 

p
r
 

r
o
e
 

E
r
r
 
a
 
r
t
 

P
o
p
 
p
t
 

e
e
 

b
t
t
t
 

s
t
,
 

{
i
s
i
 

y
 

aaah 
e
h
 

p
e
p
e
 

yy 

1 

l
a
n
e
 

ede 
eeeclee   

 
 

G2 

OOT 

Gol 

OST 

GLT 

00c 

GGG 

O
G
e



110 

4.7.2 Q versus Frequency (coils with ferrite cores) 

The measurements of the preceding section were repeated for two of the 

coils (coils #1 and #2) in three of the four different core shapes (reference, sample 

1 and sample 3). These frequency sweeps were performed to determine the 

frequency at which to perform the Q versus sensing distance measurements of the 

next section; the frequency at which this is done is that where peak @ occurs. The 

results are presented in tables 4.4 through 4.6 and the corresponding graphs appear 

in Figs. 4.7 through 4.9. 

4.7.3 Sensing distance determination 

This subsection documents the actual evaluation of sensing distance for all 

combinations of the four different core shapes and the three different coils. 

It was shown in chapter three that the sensing distance for a particular 

coil/core combination is proportional to the fourth root of the eddy current power 

loss in a target at a fixed distance from the sensor. Additional constants in the 

development of the theory were frequency of operation, winding length (and 

therefore total number of turns), excitation current level, and winding profile. 

It was subsequently shown, also, that above a certain threshold, the level of 

current being supported by the sensor windings had no bearing on the sensing 

ability; this is equivalent to saying that, above a certain threshold, the terminal
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Table 4.4 

L & Q versus Frequency for coils #1 & #2 

in Reference core 

  

  

  

  

inductance/pH @ 

frequency/KHz | coil #1| coil #2| coil #1| coil #2 

1.00 175 | 120 68 46 
10.8 175 121 7.4 3.0 
17.4 175 | 191 12 8.0 
39.6 175 121 24 16 
57.4 175 121 37 26 
117 175 121 57 45 
149 175 121 67 56 
189 175 121 74 66 
240 176 121 76 16 
304 176 121 17 82 
386 176 121 72 88 
489 177 122 67 87 
621 178 128 og &1 
788 179 124 53 76 
1000 183 126 48 64            
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Table 4.5 

L & Q versus frequency for coils #1 & #2 

  

  

  

  

in sample 1 

inductance/pH Q 

frequency/KHz | coil #1| coil #2| coil #1| coil #2 

1.00 292 205 1.1 8 
10.8 292 205 12 8.6 
17.4 292 205 20 Lf 
35.6 292 205 40 28 
574 292 | 205 62 44 
117 293 205 96 75 
149 293 205 117 95 
189 293 205 137 116 
240 294 205 149 138 
304 295 206 157 157 
386 296 207 159 180 
489 298 209 160 190 
621 302 212 140 175 
788 309 216 124 165 
1000 320 224 108 155            
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Table 4.6 

L & Q versus frequency for coils #1 & #2 

  

  

  

  

in Sample 3 

inductance/pH Q 

frequency/KHz | coil #1| coil #2| coil #1| coil #2 

1.00 479 837 1.9 1.3 
10.8 479 S37 20 14 
17.4 479 887 33 22 
35.6 479 S87 64 45 
O74 479 SST 98 70 
117 479 837 141 118 
149 480 B87 178 144 
189 481 338 200 175 
240 482 339 220 207 
304 485 S41 283 231 
386 489 S44 215 218 
489 496 349 178 204 
621 507 857 147 187 
788 527 S71 111 146 
1000 562 396 81 100            
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voltage across the windings is not a determining factor in the sensing ability of the 

sensor. These thresholds in current or voltage are not rigidly defined, being 

material-determined. 

Therefore the differences observed between the twelve or so different 

coil/core combinations are seen to be determined solely by ferrite geometry. In 

other words, any of the three coils, when inserted in turn into all four geometries 

under test, should maintain the ratio of the SDF’s designated for the core shapes. 

This is because (at the risk of repetition) the SDF is strictly a function of 

geometry. 

Sensing distance (and not the SDF, which term has been coined to compare 

different ferrite shapes exclusively) may be improved by other factors besides 

esoteric ferrite geometries; these measurement results show that stranded wire 

(Litzwire) accomplishes this. The reasons for this ability have previously been 

furnished in Sections 4.5 and 4.6. 

For each coil/core combination, Q versus target distance data and the 

accompanying curve are provided (tables 4.7 through 4.10 and Figs. 4.10 through 

4.13). Since maximum Q for all the sensors appears in the neighborhood of between 

300KHz and 400KHz all sensing distances were obtained at 300KHz and at a 

generator level of 1Vrms. The data presented in tables 4.7 through 4.10 have been 

manipulated to extract the sensing distance for each of the 12 cases. The results are 

presented in simplified form in Tables 4.11 through 4.14. The sensing distance is 

derived from the data for each test run as follows: the reference sample was first 

run for al] three (3) coils. These data were used as reference standards to evaluate 

the other core samples. The sensing distance for coil #1 in the reference geometry
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is the overall reference. The sensing distance for this combination was set to 10mm 

by obtaining the ratio of the Q with the target at 10mm to the Q with the target 

removed. This ratio is given overleaf as the @ ratio. This precise ratio is then 

applied to each Q versus sensing distance set of data to extract the sensing 

distance. For example, core sample #1 was compared to the reference core a total 

of three (3) times; one for each of the coils mentioned above. The same holds for 

core samples #2 and #3. 

These set of runs were also designed to observe simultaneously, the effects of 

two other factors; (+) the effect on sensing distance of the number of turns 

and (#) the merits of Litzwire. The lLitzwire was evaluated against 

coils #1 and #2 for each core shape (a total of four times). To 

facilitate comparison the simulated sensing distance for each core 

sample is also supplied. And even though the measured entry for the 

sensing distance for the Litzwire coil in the reference geometry is 

marked “reference”, the 14mm was obtained by applying the Q ratio above 

to the data for the Litzwire. The “reference” is with respect to the Litzwire in the 

other cores. In other words, Litzwire sensing distances in the other three cores 

should be compared to 14mm (and not to 10mm as for coils #1 and #2) in order to 

obtain the experimental SDF. This had to be done in order to judge the 

effectiveness of the Litzwire.
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Table 4. 7 

L & Q versus target distance for Reference core 

(all three coils) 

  

  

  

  

Inductance/pH Q 

Target dist./mm coil #1| coil #2)| coil #8) | coil #1| coil #2) coil #8 

8 166 113 172 12.2 12.3 12.8 
4 169 115 176 18.0 18.8 | 19.9 
5 172 117 179 24.8 25.4 | 29.5 
6 1783 118 180 82.6 88.7 | 42.1 
7 175 119 182 39.7 41.4 56.4 
8 175 119 183 46.8 48.9 73.2 
9 176 120 183 52.7 55.4 90.2 
10 176 120 184 57.6 60.6 107 
12 177 120 184 64.8 68.5 137 
14 177 120 185 69.0 73.3 161 
16 178 — 121 185 71.9 76.3 177 
18 178 121 185 73.5 78.2 189 
20 178 121 185 14.7 79.2 | 198 
22 178 121 185 75.3 80.0 202 
24 178 121 185 76.0 80.6 | 205 
26 178 121 185 76.0 80.9 | 208 
28 178 121 185 76.5 81.4 | 209 
30 178 121 185 76.5 81.5 | 209 
35 178 121 186 76.5 81.5 | 209 
40 179 121 186 76.6 81.6 | 210 
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Table 4.8 

L & Q versus sensing distance for Core Sample #1 

(all three coils) 

  

  

  

  

  

Inductance/pH Q 

Target distance/mm| coil #1| coil #2| coil #3|| coil #1| coil #2| coil #3 

8 274 192 252 20.8 938.8 | 20.0 
4 279 195 258 26.6 99.8 | 26.3 
5 283 198 262 83.4 87.0 | 83.8 
6 286 200 265 41.1 45.2 | 43.1 
7 288 201 267 49.8 58.9 53.4 
& 290 202 269 58.2 68.2 65.5 
9 291 203 271 67.1 72.2 79.0 
10 293 204 272 76.2 81.8 | 98.0 
12 294 205 274 93.0 98.0 128 
14 295 206 275 106 112 154 
16 296 206 276 119 124 184 
18 297 207 276 128 183 210 
20 297 207 277 135 139 932 
22 297 207 QT7 140 145 958 
24 297 207 277 144 149 265 
26 298 207 277 147 152 277 
28 298 207 277 149 154 288 
80 298 207 278 150 155 295 
85 298 207 278 152 157 S03 
40 298 208 278 152 158 805                  
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Table 4.9 

L & Q versus target distance for Core Sample #2 

(all three coils) 

  

  

  

  

                

Inductance/uH Q 

Target distance/mm| coil #1| coil #2{ coil #8|| coil #1| coil #2| coil #3 

3 387 268 401 27 28 29 
4 893 272 407 38 36 87 
5 397 275 411 4 43 46 
6 400 277 415 49 2 57 
7 408 279 418 58 63 69 
& 405 280 420 67 72 8&2 
9 407 281 422 77 84 97 
10 408 282 423 &6 94 112 
12 411 284 426 103 115 143 
14 412 98, | 427 || 118 198 | 172 
16 418 - 285 428 131 148 208 
18 414 286 429 14] 160 225 
20 414 286 429 149 169 245 
22 414 286 430 154 175 260 
24 415 286 430 158 181 270 
26 415 286 430 162 185 280 
28 415 286 430 164 188 285 
30 415 286 430 165 191 290 
35 415 287 430 166 193 300 
40 415 287 430 166 198 300 
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Table 4.10 

L & Q versus target distance for Core Sample #3 

(all three coils) 

  

  

  

                

Inductance/pH Q 

Target dist./mm | coil #1| coil #2| coil #8|| coil #1| coil #2) coil #3 

3 461 909 | 44g |i 9 96 | 38 
4 466 $27 449 42 45 48 
5 471 929 | 453 || 58 54 | 52 
6 414 832 457 63 64 65 
7 477 834 460 7} 15 719 
8 479 835 462 85 86 95 
9 481 $36 464 97 98 111 
10 482 S37 466 110 110 129 
12 484 889 468 184 184 170 
14 486 840 470 155 155 935 
16 487 841 471 175 175 285 
18 488 B41 472 190 190 840 
20 488 842 472 205 200 875 
22 489 842 473 915 212 415 
24 489 842 478 220 219 460 
26 489 342 478 225 295 485 
28 489 842 478 230 280 525 
80 489 842 414 935 238 550 
85 490 $48 474 242 236 570 
40 490 843 414 248 240 590 
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4.1.4 Discussion on sensing distance measurements 

As stated earlier, the results presented in Tables 4.7 through 4.10 and 

subsequently summarized in Tables 4.11 through 4.14 document two factors; the 

verification of the SDF’s obtained from simulation and the verification of the 

merits of stranded wire (Litzwire). Therefore the results obtained will be discussed 

in association with both of these factors. 

The results show very good corroboration between the simulated inductance 

and sensing distance and the measured quantities. It is also quite clear that the 

SDF’s for all the cores are absolutely maintained for all the 3 different test coils 

used in them; this result reinforces the assertion that the SDF’s are indeed 

exclusively geometry-defined and independent of the winding. This is of course 

logical since the simulations were run for an arbitrary fixed coil. 

The Litzwire, although providing very good agreement, did not display the 

exceptional agreement that the other two coils did. This was due to the difficulty 

in obtaining stable readings for the high Q geometries. In the reference core the 

Litzwire exhibited a 40% superiority to the solid conductor coils; it maintained this 

percentage almost exactly in all the other three cores. Again, the implication is 

that, irrespective of the core shape (or the SDF), the Litzwire displays a well- 

maintained improvement in performance over the single solid conductors. 

Also, it is quite clear that, in this case, the number of turns on the former is 

not significant in terms of sensing distance; within the limits of experimental error 

there does not appear to be any between the 57-turn and the 47-turn coils. 

Practically, though, there is probably a certain threshold in terms of the number of
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Table 4.11 

Sensing distance comparison for simulation vs. measurement 

(Reference Core) 

  

  

a) coil #41 

snductance / pH sensing distance / mm 

simulation 165 10 (set) 

measured 176 10 (set) 

b) coil #2 

inductance / pH sensing distance / mm 

simulation 112 10 

measured 121 10 

c) Litz wire 

snductance / pH sensing distance / mm 

simulation 183 N/A 

measured 185 14 (reference) 
  

NOTE: The ratio of Q’s that is used to calculate sensing distance is 0.7529. This is 

the Q ratio obtained for a 10mm sensing distance for coil #1 in the reference core. 

There is no simulated sensing distance for the Litzwire because its performance was 

not explicitly simulated.
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Table 4.12 

Sensing distance comparison for simulation vs. measurement 

(Sample #1) 

  

  

a) coil #1 

inductance / pH sensing distance / mm 

simulation 305 15 

measured 298 15 

b) coil #2 

snductance / pH sensing distance / mm 

stimulation 207 15 

measured 207 15 

c) Litz wire * 

tnductance / pH sensing distance / mm 

simulation 338 21 

measured 278 20 
  

+ The predicted sensing distance is based on a reference of 14mm rather than 

10mm, since this is what was obtained with the Litzwire in the reference geometry. 

Thus 1.53x14 ~ 21.
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Table 4.13 

Sensing distance comparison for simulation vs. measurement 

(Sample #2) 

  

  

a) coil #41 

tnductance / pH sensing distance / mm 

simulation 388 16 

measured 415 15 

b) coil #2 

inductance / pt sensing distance / mm 

simulation 264 16 

measured | 287 16 

c) Litz wire 

inductance / pH sensing distance / mm 

simulation 430 22 

measured 430 19 
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Table 4.14 

Sensing distance comparison for simulation vs. measurement 

  

  

(Sample #3) 

a) coil #1 

inductance / pH sensing distance / mm 

simulation 476 17 

measured 489 17 

b) coil #2 

inductance / pH sensing distance / mm 

simulation 323 17 

measured 343 17 

c) Litz wire 

inductance / pt sensing distance / mm 

simulation 527 23 

measured 474 23 
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windings below which the sensing distance will suffer degradation. But it appears 

that the threshold is less than 47 turns for this kind and size of sensor. 

The inductance measurements were, in almost all cases, within 10% of the 

simulation results; in one case the agreement deteriorated to about 20% (Litzwire 

with sample #1). 

4.7.5 Sensing distance versus oscillator level 

In chapter three it was shown, after the development of the sensing distance 

equations, that the results were theoretically independent of either current through, 

or voltage across the coil. This section presents the results obtained from some 

measurements at two other voltage levels (100mVrms and 300mVrms). All 

previous measurements were taken at a coil terminal voltage of 1Vrms. Table 4.15 

makes it clear that no difference in the sensor’s performance exists between 

terminal voltages of 0.1Vrms and 1Vrms. Voltages greater than 1Vrms were 

unattainable from the test equipment without current overload and subsequent 

protective shutdown. 

4.7.6 Sensing distance versus frequency 

In chapter three the theoretical relationship between sensing distance and 

frequency of operation was discussed. Arguments were presented to show that,
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Table 4.15 

Sensing distance vs. oscillator level 

(some coil/core combinations) 

  

Sensing Distance/mm 

  

  

  

Oscillator level >| 100mVrms 300m Vrms 1Vrms 

Reference/coil #2 10 10 10 

Sample 1/coil #1 15 15 15 

Sample 2/coil #1 16 | 16 16         
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under theoretically ideal conditions, the frequency of operation is of no significance 

to the sensing operation. It was also mentioned that practical considerations 

rendered this not entirely correct. 

In a practical sensor, frequency will indeed affect the capability of the 

sensor. Firstly, at sufficiently high frequencies, Rg-(f) (Eqn. (4.3)) will become 

sufficiently large to seriously depress the quality factor of the sensor with attendant 

crippling of its sensing ability. On the other hand, at low frequencies the quality 

factor is also too low for optimum performance. Therefore, in actuality, there is a 

“passband” of frequencies within which the sensor will exhibit maximum (and 

frequency-independent) sensing distance. Notwithstanding this, it must still be 

understood that the frequency character of the sensing distance is exclusively 

material related (ferrite permeability variations with frequency and skin effect 

phenomena in the windings). This is so because the lower and upper limits of the 

“passband” are determined by the ferrite permeability, kind of winding and size of 

winding. Table 4.16 shows the results of some measurements of sensing distance 

versus frequency taken for one coil/core combination. The measurements verify the 

frequency characteristics of sensing distance in the manner just discussed. 

4.8 Summary and Conclusion 

This chapter has presented results of measurements taken in connection 

with various parameters regarding inductive proximity sensors. 

The paramount goal of this chapter was to experimentally verify the SDF
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Table 4. 16 

Sensing distance versus frequency 

(Core Sample 2/coil #2) 

  

Frequency/K Hz Sensing Distance/mm 

50 10 

100 13 

200 15 

300 15 

500 15 

700 15 

900 14 

1000 13  
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for some of the ferrite cores designed in chapter three with the magnetics 

simulator. These cores were constructed by suitably modifying some samples of the 

reference core. It has been verified that the simulated and measured performance 

ofthe samples are in almost perfect agreement. This outcome establishes the 

simulation as a valid and very useful tool in investigating ferrite geometries. The 

success of the measurements, as with the simulation, depended heavily on the 

availability of a “reference” sample against which to judge all others. 

Also, some other measurements were taken to demonstrate certain factors 

which were derived from the theory but not investigated with computer simulation. 

These factors involve frequency of operation and sensor-winding current (or 

voltage) levels. In accordance with the developed theory, the measurements have 

shown that, if certain allowances are made for the nature of the materials of the 

sensor (winding size, winding conductivity, ferrite » and its frequency distribution 

etc.), both of these factors do not have any significant bearing on the sensing 

ability of the sensor.



CHAPTER FIVE 

GENERAL SUMMARY & CONCLUSION 

5.1 Comprehensive Summary 

This thesis has documented some work done on inductive proximity sensors. 

The purpose of the effort has been to develop some sensor cores that yield 

improved sensing performance compared to a starting reference shape. The main 

tool for the design and analysis has been a numerical electromagnetics software 

package, Maxwell! from ANSOFT corporation. The equations governing the 

operation of this software are provided in the appendix to this thesis. 

To begin with, the theory governing the sensing operation was developed 

from basic electromagnetic theory; this was chiefly centered on the phenomenon of 

eddy currents. The developed theory provided a few simple relationships that could 

be used to compare different ferrite geometries. These relationships are concerned 

with the eddy current power loss in a metal plate (the target) at a fixed distance 

from the sensor’s sensing face , and, the magnitude of the on-axis B field at the 

location of the target. The sensing distance was shown to be proportional to the 

fourth root of the former and approximately to the square root of the latter, 

respectively. 

The performance of the reference core shape was then simulated and the 

pertinent quantities obtained for it. These quantities were then used as a reference 

137
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standard and when similarly obtained for a multitude of other ferrite shapes, 

allowed the immediate prediction of sensing ability for them. This resulted in the 

documentation of an SDF (Sensing Distance Factor) for each of about two dozen 

different (in either dimensions or general geometry) core shapes. Improvements of 

up to 90% in the sensing distance were obtained by a combination of logic, 

educated guesswork and trial-and-error. This, together with the development of the 

theory, is the subject matter of chapter three. Some other factors arising from the 

associated theory were also discussed. 

Subsequent to the simulation, some of the core geometries were made by 

modifying some samples of the reference core. These geometries were constructed 

from smaller sections cut from the reference with a diamond saw and held together 

with a plastic screw when necessary. Experimentally, the sensing distance for these 

samples was determined and compared with the prediction from the simulation. 

The corroboration was very favorable for all combinations of three different coils in 

four different core shapes (a dozen runs in all). 

Some of the other factors not investigated with the simulator but discussed 

in association with the theory (current and voltage levels, frequency of operation) 

were also experimentally studied and verified. This is the subject matter of chapter 

four. 

5.2 Future work & Conclusion 

To conclude then, a study of some aspects of the operation of inductive 

proximity sensors has been carried out with good success. This lends credulity to



139 

the results derived from the theory developed. 

In the presentation of results in chapter four, a few points should not have 

escaped the attention. One is that, generally, the inductance of the sensor ceases to 

change appreciably once the target is a few mm away from the sensor. This 

phenomenon places severe limitations (in terms of sensing capability) on methods 

of target detection based on changes in inductance. It would be of interest to 

investigate ferrite geometries whose inductance can be altered by targets at more 

distant locations. It is possible that some optimum ferrite geometries exist in this 

regard. 

The second point arises from the approximation employed in deriving the 

SDF relationship —the linearity of the Q versus target distance curve. It will be 

observed from the results presented in chapter four that these curves are not 

globally linear. It will also be of interest to determine the exact factors that 

globally linearize these curves, be it ferrite geometries or specific quality 

factor/frequency/inductance combinations. Linearization of these curves and 

control over their slope holds great promise for increasing the sensing distance of 

ECKO proximity sensors by very significant amounts. It should not be difficult to 

understand why a smaller slope for these curves should be courted by returns in 

sensing distance performance.
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APPENDIX 

THEORY GOVERNING OPERATION OF THE SIMULATOR 

The magnetics simulator used in this work was supplied by ANSOFT 

Corporation. It is the Eddy Current Azisymmetric solver module in the 

MAXWELL electromagnetics package. A brief derivation of the major equations 

that govern its operation is furnished here. 

The Eddy Current Azisymmetric module solves for A and ¢ using the two 

equations: 

VxEVxA=(o + jwe)(-jwA - V¢) (A.1) 

fe Lo + jwe)(-jwA - Vb) = i (A.2) 
¢ 

where, 

A is the magnetic vector potential 

@ is the electric scalar potential 

ji is the magnetic permeability 

w is the radian angular frequency at which all quantities are oscillating 

o is the electrical conductivity
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€ is the permittivity 

I, is the total current which must be specified to exist in the conductors. 

The development of these equations immediately follows. 

A.1 Maxwell's Equations 

The simulator solves for time harmonic electromagnetic fields governed by 

Maxwell’s equations: 

VxH=J +92 (A.3) 

VxE=- ae (A.4) 

V-D= (A.5) 

V-B=0 (A.6) 

where, 

Eis the electric field. 

Dis the electric flux density (electric displacement) €E. 

Bis the magnetic flux density. 

H is the magnetic field intensity, B
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J is the conduction current density, cE. 

p is the charge density. 

A.2 Phasor Representation 

If each time-varying quantity, in accordance with Euler’s formula, is of the 

form F(t) = Fm el? jut then we see that the temporal partials of D and B in 

Eqns. (A.3) and (A.4) respectively, can be replaced by jwD and jwB, respectively. 

In conjunction with the constitutive relationships B = pH, D=eKE and J=cE, 

then, Maxwell’s equations are recast. as: 

V x8 = (cE + jweR) (A.7) 

Vx E= -jwB (A.8) 

V -«E=p (A.9) 

V-B=0 (A.10) 

A.3_ The Magnetic Vector Potential 

The quantity that the simulator actually numerically computes is A, the
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magnetic vector potential. It is defined to satisfy 

VxA= B. (A.11) 

Substituting, then, Eqn. (A.11) into Eqn. (A.7), we obtain 

Vxd(Vx A) = (CE + jweb). (A.12) 

A.4 Placing E in Terms of A and ¢ 

E and 4, in electrostatics, are defined to be consistent with the relationship 

E = -V¢. (A.13) 

But also, for time-harmonic situations, direct substitution of Eqn. (A.13) into Eqn. 

(A.8) yields the solution 

E = -qwaA. (A.14) 

Hence, a solution for Eqn. (A.8) in terms of A is given by 

E= -jwA- Vo (A.15) 

Then substituting the RHS of Eqn. (A.15) for Fin Eqn. (A.12), we obtain 

V x EV x A = (o + jwe)(-jwA - V¢), (A.16)
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which is of course Eqn. (A.1). This equation is one of the two used to solve for A 

and V@¢. 

A.5 Current Constraint 

We note that the RHS of Eqn. (A.16) is in the form of a complex 

conductivity, (o + jwe), multiplied by the complex value of EF given by Eqn. 

(A.15). The result is, therefore, a complex current density. Because of this, the 

integral of this expression over the cross-section of a conductor is constrained to 

equal the total current that is flowing in the conductor: 

Jac Lio + jwe)(-jwA - V4) = i (A.17) 
( 

which will also be recognized as Eqn.(A.2). 

I, is comprised of three current densities: 

e I;, the current from an external source, (-0V¢) 

e I,, the induced eddy current, (-jwo A) 

e Ij, the displacement current, (jwe(-jwA - V¢)). 

In using the simulator, one is required to specify the total current flowing in the 

conductor, that is the sum of the currents represented by the three current
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densities immediately above. It is because of this requirement that some difficulties 

arise. All that one knows, really, is the magnitude of the source current and not the 

sum of all the three currents (i.e., the total current) as required. The displacement 

current is not significant at low frequency; it is many orders of magnitude (at least 

10) smaller than either of the other two at frequencies below the MHz region. The 

major difficulty arises when the eddy current magnitude is not very much less than 

the source current magnitude; errors in the source current begin to assume 

unacceptable levels on account of the explanation below. 

The simulator takes what is specified as the total current and assumes it 

does not change with frequency (this should be true only for the source current); it 

then calculates the eddy current and subtracts this from the total to yield the 

source current. This is not a necessarily legitimate way of performing the 

calculation especially if the eddy currents are being induced in one circuit that is 

magnetically linked to another, for, the source current flowing in one circuit has no 

relationship to the eddy currents induced within it by the source current in the 

other circuit. The result of this method of calculation is that as the eddy current 

magnitude grows significant (such as would occur with increased frequency), the 

source current is increased by a corresponding amount! This leads to associated 

errors and necessitated performing the simulation at a frequency that was 

sufficiently low to ensure that the eddy current magnitude was much less than the 

source current magnitude. A frequency of 1Hz was chosen.
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