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Analysis and Design of Impulsive Control Systems

Z. G. Li, C. Y. Wen, and Y. C. Soh

Abstract—Some sufficient conditions for asymptotic stability of impul-
sive control systems with impulses at fixed times were recently presented.
In this note, we derive some less conservative conditions for asymptotic sta-
bility of such impulsive control systems and the results are used to design
impulsive control for a class of nonlinear systems. The class of nonlinear
systems considered is also enlarged.

Index Terms—Impulsive control, impulsive systems, stability.

I. INTRODUCTION

There are many practical examples of impulsive control systems.
Three typical examples are the population control system of a kind of
insects with the number of insects and their natural enemies as state
variables, a chemical reactor system with the quantities of different
chemicals server as the states, and a financial system with two state
variables of the amount of money in a market and the saving rates of a
central bank [6]. Some other practical examples are given in [1] and [2].

Recently, impulsive systems and impulsive control have been studied
by many researchers. Bainov and Simeonov [1], Lakshmikanthamet
al. [2], and Lakshmikantham and Liu [3] have considered the stability
of impulsive systems by using Lyapunov functions and the Lyapunov
functions are required to be nonincreasing along the whole sequence
of the switchings. Liet al. [5] have relaxed this requirement and the
Lyapunov function is only required to be nonincreasing along a subse-
quence of the switchings. Yang [6] has obtained some sufficient con-
ditions for the impulsive control of a class of nonlinear systems by
using the results in [2]. Yang and Chua [7] and Yanget al. [8] have
presented some interesting applications of impulsive control in chaotic
secure communication systems and chaotic spread spectrum communi-
cations. Panaset al. [8] have given some methods for the experimental
settings to achieve the impulsive controls.

In this note, we shall also consider the impulsive control of nonlinear
systems as in [6]. We first derive some less conservative conditions
for the stability of impulsive systems with impulses at fixed times and
then the results are used to design impulsive control laws for a class of
nonlinear systems. Our method can be applied to a wider class of non-
linear systems and is helpful to improve the existing technologies used
in chaotic secure communication systems and chaotic spread spectrum
communications [7],[8].

The rest of this note is organized as follows. In Section II, some suffi-
cient conditions for stability of impulsive differential systems are given.
These results are used to design impulsive control law for nonlinear
systems in Section III. Finally, this note is concluded in Section IV.

II. STABILITY OF IMPULSIVE DIFFERENTIAL SYSTEMS

An impulsive differential system with impulses at fixed times is de-
scribed by [2]

_X(t) = f(t;X(t)); t 6= �k

�X(t) X(t+)�X(t) = Ik(X); t = �k; k = 1; 2 . . .
(1)
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where
f : R+ �Rn ! Rn(R+ = [0;1]) continuous;
Ik : Rn ! Rn continuous;
X 2 Rn state variable;
�+k time just after �k and

f�kg(1 � k < 1) sat-
isfy

0 < �1 < �2 < � � � < �k < �k+1 < � � � �k !1 as k !1:

To establish sufficient conditions for stability of impulsive differen-
tial systems, we shall introduce some basic definitions.

Definition 1: [1] Let V : R+�R
n ! R+, thenV is said to belong

to Classv0 if

1) V is continuous in(�i�1; �i] � Rn and for eachX 2 Rn, i =
1; 2; . . .

lim
(t;Y )!(� ;X)

V (t; Y ) = V (�+i ; X) (2)

exists;
2) V is locally Lipschitzian inX.

Definition 2: [1] For (t;X) 2 (�i�1; �i] �Rn, we define

D
+
V (t; x) lim

h!0

1

h
fV (t+ h;X + hf(t;X))� V (t; x)g: (3)

We also need the definition of a comparison system, which plays an
important role in stability analysis of impulsive differential systems.

Definition 3: [2] Let V 2 v0 and assume that

D
+
V (t;X) �g(t; V (t;X)); t 6= �k (4)

V (t;X +�X) � k(V (t;X)); t = �k (5)

where
g : R+ � R+ ! R continuous;
v0 set defined in [2];
 k : R+ ! R+ nondecreasing.

Then, the following system:

_w = g(t; w); t 6= �k

w(�+k ) =  k(w(�k))

w(t+0 ) = w0 � 0

(6)

is the comparison system of (1). LetS(�) = fX 2 RnjkXk < �g.
We can then obtain a comparing theorem as follows.

Theorem 1: [2] Assume that

1) V : R+ � S(�) ! R+; V 2 v0

D
+
V (t;X) � g(t; V (t; x)) t 6= �k

whereg : R+ � R
�
! R � g(t; 0) = 0, and g is contin-

uous in(�k�1; �k] � R+ and for eachx 2 R+; k = 1; 2; . . ..
lim

(t;y)!(� ;x)
g(t; y) = g(�+k ; x) exists;

2) there exists a�0 > 0 such thatX 2 S(�0) implies that
X + Ik(X) 2 S(�) for all k and V (t;X + Ik(X)) �
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 k(V (t; x)); t = �k; X 2 S(�0), where : R+ ! R+ is
nondecreasing;

3) �(kXk) � V (t;X) � �(kXk) onR+�S(�) where�; � 2 K
(class of continuous functionsa : R+ ! R+ such thata(0) =
0) [2].

Then, the stability properties of the trivial solutionw = 0 of (6) imply
the corresponding stability properties of the trivial solutionX = 0 of
(1).

Let g(t; w) = _�(t)w, � 2 C1[R+; R+],  k(w) = dkw, dk � 0
for all k � 1. Then, we have the following stability result.

Theorem 2: The origin of system (1) is asymptotically stable if the
following conditions hold:

1) supifdi exp(�(�i+1)� �(�i))g = �0 < 1;
2) there exists anr > 1 such that

�(�2k+3) + ln(rd2k+2d2k+1) � �(�2k+1) holds for all

d2k+2d2k+1 6= 0; k = 0; 1; . . . ; (7)

3) �(t) satisfies that

_�(t) � 0; (8)

4) there exist�(�) and�(�) in ClassK such that

�(kXk) � V (t;X) � �(kXk): (9)

Proof: It can be seen that the solutionw(t; t0; w0) of the com-
parison system

_w(t) = _�(t)w(t)

w(�+
k
) = dkw(�k)

w(t+0 ) = w0 � 0

(10)

is given by

w(t; t0; w0) = w0
t <� <t

dk exp(�(t)� �(t0)): (11)

We shall show that

w(t; t0; w0) �maxf1; �0gw0 exp(�(�1)� �(t0));

t �t0; 0 � t0 < �1 (12)

To do this, we shall first consider the case wheredk 6= 0 holds for all
k. In detail, the following three situations are considered.

1) t0 < t < �1. From (11), we have

w(t; t0; w0) =w0 exp(�(t)� �(t0))

�w0 exp(�(�1)� �(t0)):

2) �2k�1 < t < �2k for all k � 1. From (11), we have the
equation shown at the bottom of the page.

3) �2k < t < �2k+1 for all k � 1. From (11), we have

w(t; t0; w0) =w0

2k

i=1

di exp(�(�1)� �(t0))

� exp(�(t)� �(�1))

�w0

2k

i=1

di exp(�(�1)� �(t0))

� exp(�(�2k+1)� �(�1))

�
w0
rk

exp(�(�1)� �(t0))

Therefore, (12) holds.
We shall now consider the case that there exists adk = 0. In this

case, we have

w(t; t0; w0) = 0; 8t � �+k (13)

This implies that (12) holds for allt � �+
k

. The proof of (12) in the
case oft � �k is similar to the above process.

Hence, choosing� = �=2�maxf1; �0g exp(�(t0) � �(�1)), the
stability of the trivial solutionw = 0 of (6) follows.

Note thatk !1 ast!1. From Case 2 and Case 3, we know that

lim
t!1

w(t; t0; w0) = 0:

Thus, the trivial solutionw = 0 of (6) is asymptotically stable.
To use Theorem 1, we shall prove that 2) of Theorem 1 holds. Con-

sider the following two cases:

Case 1)�0 = 0: Obviously, 2) holds for any�0 > 0;
Case 2)�0 6= 0: Since� is a strictly increasing function with

�(0) = 0, then for any given�, there exists a�0 > 0,
such that

�(�0) �
�(�)

�0
(14)

From (9), we know that whenX 2 S(�0), we have

V (t;X) < �(�0)

It follows that

V (t;X + Ik(X)) �dkV (t;X)

�dk exp(�(�k+1)� �(�k))V (t;X)

� sup
k

fdk exp(�(�k+1)� �(�k))gV (t;X)

<�0�(�0)

<�(�)

Using (9), we obtain

�(kX + Ik(X)k) � V (t;X + Ik(X)) � �(�)

w(t; t0; w0) =w0

2k�1

i=1

di exp(�(�1)� �(t0)) exp(�(t)� �(�1))

�
w0

2k

i=1
di exp(�(�1)� �(t0)) exp(�(�2k+1)� �(�1)); d2k � 1

w0�0
2k�2

i=1
di exp(�(�1)� �(t0)) exp(�(�2k�1)� �(�1)); d2k < 1

�maxf1; �0g
w0
rk�1

exp(�(�1)� �(t0))
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Since� is a strictly increasing continuous function, it fol-
lows that

kX + Ik(X)k < �

This implies thatX + Ik(X) 2 S(�).Thus, the origin of
(1), from Theorem 1, is asymptotically stable.

Remark 1: If the conditions of Corollary 3.2.1 [1] hold, then�0 � 1.
This implies that our bound given in (12) is the same as that given in
Corollary 3.2.1 [1].

Remark 1: Equation (7) can be generalized to the following condi-
tion.

There exist a finite integerm0 > 0 and anr > 1 such that

�(�m (k+1)+1) + ln(rdm (k+1) . . . dm k+1) ��(�m k+1);

k =0; 1; . . . : (15)

Similar to the choice of a Lyapunov function, the choice ofm0 in (15)
depends on the actual system considered.

III. D ESIGN OFIMPULSIVE CONTROL

In this section, we will use the stability results obtained in Section II
to design impulsive control for a class of nonlinear systems. A formal
definition of impulsive control, which is slightly modified from [6], is
given first as follows.

Definition 4: Consider a plantP whose state variable is denoted
by X 2 Rn, a set of control instantsT = f�kg; �k 2 R+; �k <

�k+1; k = 1; 2; . . ., and control lawsU(k;X) 2 Rn; k = 1; 2; . . .. At
each�k,X is changed impulsively, i.e.,X(�+

k
) = X(��

k
)+U(k;X),

such that the system is stable and certain specifications are achieved.
In this note, we consider the impulsive control design for the fol-

lowing nonlinear systems:

_X(t) = AX(t) + �(X(t))

Y (t) = CX(t)
(16)

where
X 2 Rn state vector;
A n � n constant matrix;
y 2 Rm output vector;
C m � n constant matrix;
� : Rn ! Rn nonlinear function satisfyingk�(X)k �

LkXk with L being a positive number.
The control instant is defined by

0 < �1 < �2 < � � � < �k < �k+1 < � � � ;

�k !1 as k !1

and the time varying controlU(k;X) is given by

U(k;X(�k)) = BkY (�k); k = 1; 2; . . . (17)

then, we can obtain a nonlinear impulsive control system as follows:

_X(t) = AX(t) + �(X(t))

Y (t) = CX(t); t 6= �k

X(�+
k
) = X(�k) + U(K;X)

U(k;X(�k)) = BkY (�k); k = 1; 2; . . .

: (18)

To use the results obtained in Section II, the above system is rewritten
as

_X(t) = AX(t) + �(X(t)); t 6= �k

�X(t) = U(k;X(t)) = BkCX(t); t = �k; k = 1; 2; . . .

X(t+0 ) = X0
(19)

whereU(k;X(t) corresponds toIk(x) defined in (1).
Then, we can obtain the result on the design of impulsive controls as

follows.
Theorem 3: Suppose that ann� n matrix� is symmetric and pos-

itive definite, and�min and�max are respectively the smallest and the
largest eigenvalues of�. Let

Q = �A+A
T� (20)

andQ � 1� with 1 being a constant. Then the origin of impulsive
control system (19) is asymptotically stable if the following conditions
hold:

1)
(I +BkC)T�(I +BkC) � 2(k)� (21)

whereI is the identity matrix,2(k)(k = 1; 2; . . .) are positive
constants;

2) there exists anr > 1 such that

1 +
2L�max

�min
(�2k+3 � �2k+1)

� � ln(r2(2k+ 2)2(2k+ 1));

k = 0; 1; . . . ; (22)
3)

1 +
2L�max

�min
� 0 (23)

sup
i

2(i) exp 1 +
2L�max

�min
(�i+1 � �i)

= �0 <1: (24)

Proof: Let

V (X) = X
T�X

Similar to the proof of [6, Th. 3], we have

D
+
V (x) � 1 +

2L�max

�min
V (x); t 6= �k

and

V (X + U(k;X)) � 2(k)V (X); t = �k

Then, we can obtain the following comparison system:

_w(t) = 1 +
2L�
�

w(t); t 6= �k

w(�+
k
) = 2(k)w(�k)

w(t+0 ) = w0 � 0

: (25)

Note that

�(�2k+3)� �(�2k+1) = 1 +
2L�max

�min
(�2k+3 � �2k+1):

From Theorem 2, we know that the result holds.
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Remark 3: We do not require thatBC is symmetric. Moreover, we
do not require thatkI +BkCk � 1. Thus, our result can be used for a
wider class of nonlinear systems as compared to [6].

Remark 4: A necessary condition to achieve the asymptotic stability
of the origin of system (19) is thatC is nonsingular.

Remark 5: Equation (23) implies that the original system (16) is
unstable.

Remark 6: Similar to the impulsive control proposed in [6], a time
invariant control can also be used. That is,B1 = B2 = � � � = Bk =
Bk+1 = � � �.

Remark 7: Note that

sup
i

2(i) exp 1 +
2L�max

�min
(�i+1 � �i) �

1

r
< 1

holds in [6]. This implies that (24) is also required in [6].
Remark 8: Note that when

1 +
2L�max

�min
(�k+1 � �k) � � ln(r02); r0 > 1 (26)

holds for allk and somer0 > 1 [6], we can obtain (22) as follows:

1 +
2L�max

�min
(�2k+3 � �2k+1)

= 1 +
2L�max

�min
(�2k+3 � �2k+2)

+ 1 +
2L�max

�min
(�2k+2 � �2k+1)

� �2 ln(r02)

= � ln r
2
0

2
2

However, (26) cannot be derived from (22) as (22) is only required
along a subsequence of�k. Thus, Theorem 3 is less conservative than
[6, Th. 3].

Remark 9: Condition (22) can be generalized to (27) given below.
There exist a finite integerm0 > 0 and anr > 1 such that

�3 +
2L�max

�min
(�m (k+1)+1 � �m k+1)

� � ln(r�m4 ); k = 0; 1; . . . ; r > 1 (27)

Similar to the choice of a Lyapunov function for a particular system,
the choice ofm0 is related to the actual system considered.

IV. CONCLUSION

We have considered the problem of impulsive control based on the
theory of impulsive differential equations. Some sufficient conditions
were derived to ensure the asymptotic stability of an impulsive differen-
tial system. The results are also applied to design an impulsive control
for a class of nonlinear systems. Our method is helpful to improve the
existing technologies used in chaotic secure communication systems
and chaotic spread spectrum communications.
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Robust Stability of a Class of Hybrid Nonlinear Systems

Z. G. Li, Y. C. Soh, and C. Y. Wen

Abstract—In this note, we analyze the discrete behavior to identify all
kinds of cycles of hybrid nonlinear systems and then study the continuous
behavior along each kind of cycle. Based on these analysis, we construct
some continuous functions to bound Lyapunov functions along all subsys-
tems and identify a subsequence of time points where the Lyapunov func-
tions are nonincreasing. We use these results to derive some new sufficient
conditions for the robust stability of a class of hybrid nonlinear systems
with polytopic uncertainties. These conditions do not require the Lyapunov
functions to be nonincreasing along each subsystem nor the whole sequence
of the switchings. Furthermore, they do not require the knowledge of con-
tinuous trajectory.

Index Terms—Hybrid nonlinear systems, robust stability.

I. INTRODUCTION

Recently, the stability of hybrid dynamic systems (HDS) has been
studied by many researchers. Piece-wise Lyapunov functions have been
applied to consider the stability of some nonimpulsive HDS in [2], [12],
[8]. The Lyapunov function is required to be nonincreasing and these
results can only be used to study the stability of a limited class of HDS
without impulsive effects. However, HDS do have impulsive effects be-
cause of the switchings [1]. So, it is of practical and theoretical interest
to consider the stability of a wider class of HDS which can compose
of unstable systems with impulsive effects. Houet al. [7] and Li et al.
[9] have derived some sufficient conditions for the stability of such im-
pulsive HDS without perturbations and the Lyapunov function is only
required to be nonincreasing along a subsequence of the switchings.
However, no method has been presented to identify the nonincreasing
subsequence in [9]. Moreover, these results cannot be used to study the
robustness of HDS because the knowledge of the continuous trajectory
is needed.

In this note, we consider the robust stability of a class of infinite
switching hybrid nonlinear systems (HNS) with polytopic uncertain-
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