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Analysis and VLSI Architecture for 1-D and 2-D
Discrete Wavelet Transform

Chao-Tsung Huang, Po-Chih Tseng, and Liang-Gee Chen, Fellow, IEEE

Abstract—In this paper, a detailed analysis of very large scale in-
tegration (VLSI) architectures for the one-dimensional (1-D) and
two-dimensional (2-D) discrete wavelet transform (DWT) is pre-
sented in many aspects, and three related architectures are pro-
posed as well. The 1-D DWT and inverse DWT (IDWT) architec-
tures are classified into three categories: convolution-based, lifting-
based, and B-spline-based. They are discussed in terms of hard-
ware complexity, critical path, and registers. As for the 2-D DWT,
the large amount of the frame memory access and the die area
occupied by the embedded internal buffer become the most crit-
ical issues. The 2-D DWT architectures are categorized and ana-
lyzed by different external memory scan methods. The implemen-
tation issues of the internal buffer are also discussed, and some
real-life experiments are given to show that the area and power
for the internal buffer are highly related to memory technology
and working frequency, instead of the required memory size only.
Besides the analysis, the B-spline-based IDWT architecture and
the overlapped stripe-based scan method are also proposed. Last,
we propose a flexible and efficient architecture for a one-level 2-D
DWT that exploits many advantages of the presented analysis.

Index Terms—B-spline factorization, discrete wavelet transform,
lifting scheme, line-based method, VLSI architecture.

I. INTRODUCTION

T
HE DISCRETE wavelet transform (DWT) has been de-

veloped as an efficient DSP tool for signal analysis, image

compression, and even video compression [1]. There are many

architectures proposed for the implementation of DWT. For the

1-D DWT, the architectures can be categorized into the convo-

lution-based [2], lifting-based [3], [4], and B-spline-based [5].

The first one is to implement two-channel filterbanks directly.

The second one is to exploit the relationship of lowpass and

highpass filters for saving multipliers and adders [6], [7]. The

third one can reduce the multipliers based on the B-spline fac-

torization [5]. The B-spline-based architectures could provide

fewer multipliers while the lifting scheme fails to reduce the

complexity.

When extending the 1-D DWT module to the 2-D DWT ar-

chitecture, the memory issue is the most important design con-

sideration because the 2-D DWT requires a large amount of data

access and storage. The design tradeoff mainly comes from the
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frame memory access bandwidth and the internal buffer size. In

[8], the design alternatives are evaluated in the aspects of power

and memory requirements. However, the evaluation only covers

three specified 2-D architectures. The frame memory is usually

off-chip so that the external frame memory access would con-

sume the most power and waste much system memory band-

width. As the cache is used to reduce the main memory access

in the general processor architectures, the internal buffer is used

to reduce the frame memory access for 2-D DWT. However, the

internal buffer would occupy much die area. Many 2-D DWT

architectures using different memory structures have been pro-

posed [9]–[13].

In this paper, we discuss the performance of different 1-D and

2-D DWT/IDWT architectures. The 1-D DWT and IDWT archi-

tectures are analyzed in terms of hardware complexity, speed,

and register number. Then two independent issues of the 2-D

DWT architectures are discussed. The first one is the tradeoff be-

tween the external frame memory access and the internal buffer

size. The second one is the real-life implementation methods

for the internal buffer. Furthermore, the B-spline-based IDWT

architecture and one efficient frame memory scan method are

also proposed. Last of all, a flexible and efficient 2-D DWT ar-

chitecture is proposed.

The organization of this paper is as follows. The 1-D DWT

and IDWT architectures are analyzed in Section II in which the

B-spline-based IDWT architecture is also proposed. Then, we

categorize previous 2-D DWT architectures and propose an ef-

ficient scan method in Section III. In Section IV, we propose a

flexible and efficient architecture for one-level 2-D DWT using

the performance analysis. A summary is given to conclude this

paper in Section V.

II. ONE-DIMENSIONAL DWT AND IDWT ARCHITECTURES

The multiresolution DWT and IDWT can be viewed as cas-

cades of several two-channel analysis and synthesis filterbanks,

respectively [14]. The analysis and synthesis filterbanks are

shown in Fig. 1, where and are the analysis lowpass

and highpass filters. For perfect reconstruction, the synthesis

lowpass and highpass filters can be defined as

(1)

Many very large scale intergration (VLSI) architectures have

been proposed to implement DWT and IDWT, and they can be

categorized into three categories, as shown in Fig. 2, including

the convolution-based, lifting-based, and B-spline-based archi-

tectures. In the following, these three categories of architectures

1053-587X/$20.00 © 2005 IEEE
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Fig. 1. Two-channel filterbank for DWT and IDWT. (a) Analysis filterbank for forward DWT. (b) Synthesis filterbank for inverse DWT.

Fig. 2. Categories of DWT and IDWT architectures and the corresponding coverage.

Fig. 3. Polyphase decomposition of two-channel filterbanks. (a) Analysis filterbank. (b) Synthesis filterbank.

are introduced first, and then, the general performance analysis

is given.

A. Convolution-Based

The straightforward implementation for DWT and IDWT is

to construct the lowpass and highpass filters independently with

fundamental VLSI DSP design techniques, such as folding, un-

folding, and pipelining [15]. For 100% hardware utilization, the

polyphase decomposition [16] is usually adopted, and there are

two possible decomposition types as follows:

Type-I decomposition:

(2)

Type-II decomposition:

(3)

After polyphase decomposition, the convolution-based architec-

tures for DWT and IDWT can be constructed as Fig. 3, where

two-input two-output per cycle is assumed to achieve 100%

hardware utilization. Then, the four separate filters of Fig. 3(a)

or (b) can be implemented by use of serial or parallel filters.

B. Lifting-Based

The lifting scheme [6] has been widely used to reduce the re-

quired multiplications and additions by exploring the relation

of lowpass and highpass filters spatially. According to [7], any

DWT filterbank of perfect reconstruction can be decomposed

into a finite sequence of lifting steps. This decomposition corre-

sponds to a factorization for the polyphase matrix of the target

wavelet filter into a sequence of alternating upper and lower tri-

angular matrices and a constant diagonal matrix, which can be

expressed as follows:

(4)
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Fig. 4. B-spline-based architecture for DWT.

Fig. 5. Proposed B-spline-based architecture for IDWT.

where is the polyphase matrix. The lifting scheme of

IDWT is similar to that of DWT and can be derived from the

above equation.

Most of the lifting-based architectures in the literature are im-

plemented with the above lifting factorization directly [3], [11].

Although the lifting scheme can provide many advantages, such

as fewer arithmetic operations and in-place implementation, the

potentially long critical path is a drawback for hardware imple-

mentation. In [4], this timing crisis is discussed in detail and

addressed by use of the flipping structure instead of pipelining.

C. B-Spline-Based

1) Previous Work: According to [17], the lowpass and high-

pass filters of any DWT can be factorized as

(5)

where the first, second, and third terms of the right-hand side can

be called the B-spline part, distributed part, and normalization

part, respectively. The B-spline part is responsible for all im-

portant properties of DWT, such as order of approximation, re-

production of polynomials, vanishing moments, and multiscale

differentiation property. The distributed part is used to derive ef-

ficient finite impulse response DWT filters [17]. Thus, the order

of the distributed part is usually designed as small as possible

when the order of the B-spline part is given. The normalization

part can be implemented independently from the other parts and,

further, together with the following quantization if image com-

pression is needed. It is very similar to the normalization step

in the lifting scheme. The B-spline-based architecture for DWT

has been proposed in [18], as shown in Fig. 4.

2) Proposed B-Spline-Based Architecture for IDWT: Using

(1) and (5), we can derive the similar B-spline factorization for

IDWT as follows:

(6)

Then, substituting this equation into Fig. 1(b), the general archi-

tecture can be derived by use of polyphase decomposition [16],

as shown in Fig. 5, where and

.

Similar to the B-spline-based DWT architectures, the IDWT

architecture in Fig. 5 comprises the distributed part and the

B-spline part. The normalization part is not extracted because

usually, no other operations need to be performed before IDWT.

The four filters of the distributed part ( , , ,

and ) can be implemented by use of many DSP VLSI

techniques, such as serial filter, parallel filter, pipelining, and

retiming. The B-spline part can be constructed with the direct

method or the Pascal method [18]. The Pascal implementation

exploits the similarity of the two B-spline parts to reduce

adders. However, the Pascal implementation of long-tap filters

will be too complex to be derived, and the complexity reduc-

tion is not guaranteed. Then, the direct implementation of the

B-spline parts can be used instead.

The concept of the direct method is to implement

and first, and then, the B-spline parts can be con-

structed by serially connecting and , respec-

tively. However, two-input-two-output structures of

and cannot be derived from polyphase decomposition

directly. Here, we propose to implement them by considering

the physical connection of signals, as shown in Fig. 6, where the

even signals are assumed to be prior to the odd signals. When
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Fig. 6. Direct implementation for the B-spline part. (a) For (1+z ). (b) For
(1 � z ).

connecting the B-spline part to the distributed part, the order of

even and odd signals needs to be handled carefully.

D. Case Study

Since some cases of DWT have been studied in [18], we only

study the case of IDWT in this paper. The (10,18) filter is chosen

because its hardware complexity is quite high, and the corre-

sponding lifting scheme cannot reduce the complexity as the

(6,10) filter.

1) (10,18) Filter: The coefficients of the (10,18) analysis

filterbank are given in [19]. The analysis lowpass filter is a

symmetric 10-tap filter, and the highpass filter is an antisym-

metric 18-tap filter. The coding efficiency can be better than the

well-known JPEG 2000 lossy (9,7) filter [19], [20]. The syn-

thesis filterbank can be derived from (1).

By use of polyphase decomposition, the convolution-based

architecture of the synthesis (10,18) filter can be constructed

as Fig. 7, where ’s and ’s are the coefficients of and

, respectively, and the filter notation of Fig. 8 is used.

and are mirror images of each other, and so are

and . Thus, the number of multipliers can be reduced by

using mirror images, but it would require more registers. Here,

we discuss two possible architectures. The architecture I im-

plements the four filters as parallel filters directly to minimize

the number of registers. The required numbers of multipliers,

adders, and registers are 26, 26, and 14, respectively. ( and

can be shared because they are parallel filters.) The archi-

tecture II minimizes the number of multipliers by use of mirror

images. The required numbers of multipliers, adders, and reg-

isters are 14, 26, and 24, respectively. The critical path of these

two architectures are both , where and are the

execution time taken for a multiplier and an adder, respectively.

2) Proposed B-Spline-Based Architecture: The B-spline

factorization of the synthesis filterbank is as follows:

(7)

where , , ,

, , ,

, and .

The proposed architecture of the synthesis (10,18) filterbank

is shown in Fig. 9. The four filters of the distributed part are all

symmetric such that the number of multipliers can be reduced

by half. The denominators (8 and 4) of the (7) are introduced

only for the precision issues. These two denominators are im-

plemented by shifting right the signals between the

and stages, which are not shown in Fig. 9 for sim-

plicity.

There are two possible implementations for these filters: se-

rial or parallel filters. If the four filters are implemented as serial

filters, the critical path will be . Because the regis-

ters cannot be shared among these filters, the required number

of registers is 24. On the other hand, the critical path will be

, the registers can be shared, and the number is re-

duced to 20 if parallel filters are adopted. In Fig. 9, retiming

can be performed to and to decrease the number

of registers. Pipelining can also be used to shorten the critical

path. In concept, the pipeline can be cut at half the critical path

with four additional pipelining registers.

3) Comparison: The proposed B-spline factorized architec-

tures as well as the convolution-based ones have been verified

by use of Verilog-XL and synthesized into gate-level netlists

by Synopsys Design Compiler with standard cells from Artisan

0.25- cell library. The comparison and synthesis results are

shown in Table I, where the internal wordlengths are all 16-bit,

the multipliers are all 16-by-16 multiplications, and the adders

are also 16-bit for comparison. The gate counts are given in com-

binational and noncombinational parts separately. The former

contributes to the multipliers and adders, whereas the latter is re-

sponsible to the registers. For circuit synthesis, the timing con-

straints are set as tight as possible. The lifting-based architec-

ture cannot reduce the hardware complexity as the case of the

(6,10) filter because the lifting steps cannot be all linear. Thus,

the lifting-based architecture is not included in this comparison.

For this cell library, we choose the pipelining points for the

proposed architectures, as shown in Fig. 9, to minimize the crit-

ical path. According to Table I, the proposed architectures could

require fewer gate counts under the same timing constraints. Al-

though the proposed architectures need more adders, most of the

adders are not on the critical path such that they can be imple-

mented with smaller area and lower speed.

E. Performance Analysis

In the following, we analyze the performance of the three cat-

egories of architectures for DWT. The result of IDWT is sim-

ilar to the DWT. Furthermore, the DWT filters are assumed to

be Daubechies wavelets that are optimal in the sense that they

have a minimum size support with a given number of vanishing

moments [21]. In other words, all DWT filter lengths are con-

strained with the given vanishing moments and , as fol-

lows:

(8)

where and are the filter lengths of the lowpass and high-

pass DWT filters, respectively. Daubechies wavelets satisfy the

equal sign. In practical applications, Daubechies wavelets are

usually adopted because there is no reason to use a longer filter
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Fig. 7. Convolution-based architecture for IDWT with the (10,18) filter.

Fig. 8. Notation for filters.

of the same vanishing moment. Besides the general case, the

linear filters are discussed as well. From the length condition in

[22], we can derive the following:

(9)

where is a positive integer. Thus, and can only be

both odd or even. The odd-tap linear lowpass and highpass fil-

ters are both symmetric. The even-tap linear lowpass filters are

symmetric, but the even-tap highpass filters are antisymmetric.

1) Multipliers and Adders: In the general case, the convo-

lution-based architecture requires multipliers and

adders. For the odd-tap linear filter, the four

filters in Fig. 3(a) are all symmetric such that in total,

multipliers and adders are re-

quired. For the even-tap filter, and are mirror im-

ages of each other, and so are and . Thus, only

multipliers and adders are needed.

For comparison, the following analysis of lifting scheme will

contain the normalization step. According to [7], the complexity

of lifting scheme can be approximated with the assumption that

all lifting steps are of degree one, except for the final stage. Then

the normalization step requires two multipliers, and so does each

of the lifting steps. The final lifting step needs

multipliers. In total, lifting scheme requires

multipliers in the general case. For odd-tap

linear filters, each lifting step can be also linear because

and are both symmetric. Thus, each of the

lifting steps requires only one multiplier, and the final lifting

step needs multipliers. Therefore, in total,

multipliers are required. For even-tap

linear filters, the lifting step cannot be factorized into linear

phase because the is only the mirror image of . The

number of required multipliers is the same as that of the general

case. As for adders, each of the lifting steps re-

quires two adders, and the final one requires

adders. For all cases, the number of adders

is . The normalization part

is also not extracted for the B-spline-based architectures here.

Based on the definition of Daubechies wavelets, the following

equation can be derived:

(10)

where and are the lengths of and , respec-

tively. For the general case, the B-spline-based architecture re-

quires multipliers. For the linear

filters, and are also linear because of the linearity

of the B-spline part. Thus, they can be implemented with the

symmetric property, and the number of required multipliers is

that can be simplified to

or according to (10). As-

sume that the direct implementation is used for the B-spline part.

Then, the number of required adders is

.

The above-deduced results are summarized in Table II. Rel-

ative to the convolution-based architectures, the B-spline-based

ones can reduce the multipliers into by half in all cases. The

lifting-based ones can reduce by half the multipliers for the gen-

eral case and the odd-tap linear filters. For the even-tap linear

filters, the lifting-based architectures fail to reduce multipliers

and even require more multipliers than the convolution-based

ones. However, the B-spline-based ones need about 1.5 times

of adders than the convolution-based ones, whereas the lifting-

based ones need only about one half the adders of the latter.

However, the complexity of adders is always much less than

that of multipliers. In summary, the B-spline-based architec-

tures require the fewest multipliers but the most adders. The

lifting-based ones fail to reduce the multipliers for the even-tap

linear filters but always require the fewest adders.

2) Critical Path and Registers: The above analysis can be

used to evaluate the performance of both hardware and soft-

ware implementations. For hardware implementation, the crit-

ical path and the register number are very important. However,

they are hard to estimate exactly because pipelining can be used

to reduce the critical path with additional registers. Here, we ap-

proximate them without pipelining and ignore the difference of

, based on the assumption that is very

large.

If the convolution-based architectures are implemented with

parallel filters, there will be about registers, and the critical

path is about by the use of the adder tree.

The critical path can be reduced to if serial filters are
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Fig. 9. Proposed B-spline-based architecture for IDWT with the (10,18) filter.

TABLE I
COMPARISONS FOR IDWT ARCHITECTURES OF THE (10,18) FILTER

TABLE II
PERFORMANCE COMPARISONS OF 1-D DWT ARCHITECTURES FOR DAUBECHIES WAVELETS IN THREE CASES: GENERAL CASE, ODD

LINEAR FILTERS, AND EVEN LINEAR FILTERS

implemented instead, but the number of registers will become

.

The conventional lifting-based architectures implement the

lifting factorization directly and would introduce a long critical

path with registers because there are about

lifting stages. The flipping structure is proposed to reduce

the critical path to without any additional register

[4].

The B-spline-based architectures require registers

of which of them are in the distributed part and

of them are in the B-spline part. If the distributed part is

implemented with parallel filters, the critical path will be

of which comes from the B-spline

part, and the other term comes from the distributed part. The

critical path can be reduced to if serial filters are

implemented instead. The approximation is listed in Table III.

The flipping structure and the convolution-based architectures

with serial filters are the most efficient in terms of the register

number and the critical path, respectively.

In summary, the B-spline-based architecture can provide the

smallest area, and the lifting-based one can use the fewest reg-

isters with a proper critical path if the flipping structure is used.

The above analysis shows the tradeoff among hardware com-

plexity, critical path, and the number of registers. The impor-

tance of the register number will be discussed in the following

section.

III. TWO-DIMENSIONAL DWT ARCHITECTURES

When the 1-D DWT and IDWT are both implemented into

two-input two-output systems, the methods extending them into

2-D DWT and IDWT are the same. The following analysis of

2-D DWT architectures is also applicable to 2-D IDWT. A 2-D

DWT architecture mainly consists of two parts: One is the frame

memory scan method, and the other is the implementation of the

internal buffer. The former would consume the most power [8]

and occupy a lot of system memory bandwidth. The latter would

enlarge the chip size and also consume a lot of power.
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TABLE III
APPROXIMATION OF THE REGISTER NUMBER AND THE CRITICAL PATH FOR 1-D DWT ARCHITECTURES WITHOUT PIPELINING

When extending the 1-D DWT modules to the 2-D line-based

architectures, the registers will become the internal line buffer,

which is called the temporal buffer in [10]. Besides, if the image

pixels are input in the raster scan, one additional internal buffer,

called the data buffer, will be required as the transpose memory

between row-wise and column-wise DWT modules because the

1-D modules are usually two-input two-output per cycle for

100% hardware utilization. The implementation of the temporal

buffer is dependent on the adopted 1-D modules, which will be

discussed in Section III-C. The data buffer only corresponds to

the raster scan and can be minimized to only one line [10]. Fur-

thermore, if the image pixels are input in Z-scan fashion [13],

the data buffer can be eliminated. Thus, the data buffer will be

excluded in the following discussion.

In [13], an optimal Z-scan is proposed for the JPEG 2000

system to minimize the total size of the internal buffer, including

the temporal buffer of the DWT and the word-to-bitplane buffer

of the Embedded Block Coding (EBC). However, if EBC is per-

formed in the parallel bitplane context mode, the word-to-bit-

plane buffer can be discarded [23]. As a result, the temporal

buffer of the DWT is a very important factor for a JPEG 2000

system. In the following, the frame memory scan methods and

the implementation methods of the internal buffer are discussed.

A. Previous Frame Memory Scan Methods

In this section, we will focus on the one-level 2-D archi-

tectures that perform one-level 2-D DWT [10]. There are two

ways to extend them to multilevel decompositions. The first

one is recursively performing one-level DWT on the LL sub-

band, which increases the frame memory access by the factor

[24] if J-level de-

compositions are required. However, the internal buffer size is

unchanged. The other one is to extend the one-level architecture

to the multilevel one that performs all levels of DWT decompo-

sition at a time, which will be mentioned for each scan method

except the first one.

1) Direct Scan: The direct scan is the straightforward im-

plementation of 2-D DWT and uses the frame memory to store

the intermediate DWT coefficients. The row-wise DWT is per-

formed first, and then, the column-wise DWT is performed.

Thus, the frame memory reads and writes are both words

for the one-level DWT, where is the image width and height.

2) Line-Based Scan: The line-based scan method uses some

internal line buffer to store the intermediate DWT coefficients

[9], [10]. The scan order is the raster scan. The size of the tem-

poral line buffer is , where is the number of registers

in the adopted 1-D DWT module. For example, is four and

Fig. 10. Block-based scan methods. (a) Nonoverlapped block-based scan. (b)
Overlapped block-based scan.

Fig. 11. Details of the overlapped blocks.

seven for the lifting-based and convolution-based (9,7) filters

without pipelining, respectively [4]. The frame memory reads

and writes are both words for one-level DWT. For the mul-

tilevel architecture, the size of line buffer is increased by the

factor .

3) Nonoverlapped and Overlapped Block-Based

Scan: Block-based methods scan the frame memory

block-by-block, and the DWT coefficients are also computed

block-by-block. If the blocks are not overlapped with each

other, the frame memory reads and writes are both words

for one-level DWT [11]. For each block, some intermediate

data need to be stored for two neighboring blocks, as shown

in Fig. 10(a), where the grey area represents the intermediate

data. The blocks are assumed to be scanned in the row direction

first. Then, the size of the internal buffer is . For the

multilevel architecture, the size of line buffer is also increased

by the factor .

On the other hand, the buffer can be eliminated if the

column-wise intermediate data are not stored. Instead, we can

retransmit the required data at the block boundary from the

frame memory. The block-based scheme in [12] is general-

ized to the overlapped block-based scan method, as shown in

Fig. 10(b), where . That is, the blocks are

overlapped pixels in the column direction. The overlapped

area is described in Fig. 11 in more detail. The DWT coeffi-

cients of the first and last columns are not valid. Thus, the
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TABLE IV
COMPARISONS OF SCAN METHODS FOR ONE-LEVEL 2-D DWT

Fig. 12. Nonoverlapped stripe-based scan method.

Fig. 13. Proposed overlapped stripe-based scan method.

overlapped pixels are for deriving all DWT coefficients.

The retransmission scheme increases the frame memory reads

to words, whereas the frame memory

writes are still words. The internal buffer size can

be reduced by shrinking the block size, but it would also in-

crease the frame memory read bandwidth. As for the multilevel

architecture, the overlapped area will become , which

increases exponentially as , and the frame memory reads

become words. Thus, the overlapped

block-based scan is not feasible for multilevel architectures.

4) Nonoverlapped Stripe-Based Scan: The optimal Z-scan

method is proposed in [13], which is equivalent to performing

the line-based scan in the wide block . As a concept,

the wide blocks can be viewed as stripes. Therefore, this kind of

method is categorized as the nonoverlapped stripe-based scan,

as shown in Fig. 12. The internal buffer size is , where

is the width of the stripe. The first term is for the intermediate

buffer between stripes, and the second term is for the line buffer

inside stripes. For the multilevel architecture, the size of line

buffer is also increased by the factor .

B. Proposed Overlapped Stripe-Based Scan Method

The overlapped stripe-based scan method is proposed as

shown in Fig. 13. All parameters are the same as that of the

overlapped block-based scan method, except the stripe width

is used instead of . This scan method can avoid the complex

control circuits for block-based DWT architectures. It can be

implemented by use of a line-based 2-D DWT architecture with

the width and an external memory address generator that

provides the address of the scan patterns. One simple control

circuit is also required to inform the line-based architecture

about the first and last lines of the stripe for boundary extension.

1) Comparison: The comparisons of the six scan methods

are listed in Table IV. The tradeoff between the external

memory access and the internal buffer size is presented. The

direct scan requires no internal buffer but suffers nearly double

external memory bandwidth than other scan methods. The

line-based scan method minimizes the external memory ac-

cess but requires larger internal buffer size. According to this

table, the two nonoverlapped scan methods are worse than the

line-based scan method due to the larger internal buffer and the

higher control complexity. Between the two overlapped scan

methods, the proposed stripe-based one may be preferred for its

simplicity. Especially, the proposed scan method is degenerated

to the line-based scan when . As a result, the proposed

overlapped stripe-based scan method can provide the best

tradeoff among external memory access, internal buffer size,

and the control complexity.

2) Case Study: In the following, the HDTV image quality

(1080 p 24 frames/s YUV 4:2:0) is considered as the implemen-

tation specification for a five-level 2-D DWT with the (9,7) filter.

The column DWT module is assumed to be flipping-based, and

for the internal buffer. The image pixel rate can be cal-

culated as follows:

words/s

If the one-level architecture is used to recursively perform

five-level decomposition, the memory reads and writes need be

timed by .

On the other hand, the size of the internal buffer would be

increased by if the multilevel architecture is used.

The comparisons of different scan methods are shown in

Table V. Since the two nonoverlapped scan methods are worse

than the line-based one, we only show the line-based one in

this table. The direct scan and two overlapped scan methods

are considered to perform one-level DWT recursively because

the extension to multilevel architectures is infeasible. Besides,

the DWT can be performed on the whole image or only on

smaller tiles separately in JPEG 2000 systems. Two cases are

considered here, in which no tiles and the tile size 256 are
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TABLE V
COMPARISONS OF 2-D DWT ARCHITECTURES WITH FIVE-LEVEL DECOMPOSITION FOR HDTV IMAGES (K = 4 FOR THE (9,7) FILTER)

Fig. 14. Three methods to extend the registers of 1-D DWT modules into the internal buffer of 2-D DWT, which use one two-port RAM, two single-port RAM,
and one single-port RAM, respectively.

assumed, respectively. In this table, the tradeoff between the

frame memory access and the internal buffer size is shown

clearly. The overlapped scan methods would be preferred in

the case of no tiles because the frame memory access can be

decreased very much with few overheads of the internal buffer.

However, the line-based scan would be better in the case of

the tile size 256 because the overheads of the overlapped scan

methods are quite large.

C. Internal Buffer Implementation Methods

In the following, we discuss the implementation methods for

the internal buffer. The resulting performance is related to not

only the required memory bits but to the memory structures as

well, such as two-port or single-port memories. However, only

the required memory size is discussed in the literature. Based on

Table III, the B-spline-based DWT module is not suitable to be

extended to line-based 2-D DWT because of the large number

of registers, so it will be excluded in the discussion.

1) Lifting-Based DWT Module: The registers in the

lifting-based 1-D DWT module can be constructed to the

internal buffer, as shown in Fig. 14. One method is to use a

two-port memory to replace the registers because one-read

one-write per cycle is required. The other method is to use

two single-port memories and exchange the roles of reads

and writes for each different line in a ping-pong fashion. The

required memory bits for the second method are double that of

the first one. However, two-port memories are always larger

and more power-consuming than single-port memories due to

the memory cell design technologies.

Besides the above methods, we can slow down the DWT

module by two to change the memory access to only one-read

or one-write in one cycle. Thus, one single-port memory is suf-

ficient, but the throughput of this method is halved. All registers

can be merged into the same corresponding address for higher

density. Thus, only one two-port memory, two single-port mem-

ories, and one single-port memory are required for the first,

second, and folded methods, respectively.

2) Convolution-Based DWT Module: The registers in the

convolution-based DWT module can be constructed as Fig. 14

as well. The number of registers is usually larger than the

lifting-based architectures, so the required memory size is also

larger. However, the first-in first-out (FIFO) register chain of

the parallel filters can be implemented in a more efficient way.

The data in the memories are not necessarily changed in every

cycle. Instead, only two data need to be updated in every cycle.

Thus, we can use separate single-port memories for this

rotation-like read-and-write method. In every cycle, two of

them are written, and others are read.

As for the folded architecture, it can be implemented as the

lifting-based module to a unified single-port memory. It can also

be constructed by (F-2) separate single-port memories. Two of

them are written in every other cycle, and all of them are read

in every other cycle.

3) Experiments: To examine the real-life implementation,

we use the Artisan TSMC 0.25- m Process High-Density

Single-Port SRAM Generator and the High-Speed Two-Port

Register File Generator to generate the required single-port and

two-port memories. In these experiments, the (9,7) DWT filter

is adopted, and the width of line buffers is set as 64 or 128. The
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TABLE VI
COMPARISONS OF REAL-LIFE IMPLEMENTATION FOR THE INTERNAL LINE BUFFER AT 50 MHz

TABLE VII
COMPARISONS OF REAL-LIFE IMPLEMENTATION FOR THE INTERNAL LINE BUFFER AT 100 MHz

TABLE VIII
FOLDED METHODS OF THE INTERNAL BUFFER IMPLEMENTATION AT 100 MHz FOR EQUIVALENT THROUGHPUT AT 50 MHz

internal wordlength is set as 16-bit. We use the flipping struc-

ture to implement lifting-based architectures to save the internal

buffer [4]. The flipping structures can be synthesized by the

Synopsys Design Compiler to about 70 and 130 MHz by using

four and seven registers, respectively, with the Artisan 0.25- m

cell library, while the conventional lifting-based architectures

need four and ten registers for 30 and 100 MHz, respectively.

The convolution-based architectures are implemented by use

of parallel filters, and 93 MHz can be achieved with seven

registers.

The results of all implementation methods are listed in Ta-

bles VI and VII for working frequencies 50 and 100 MHz, re-

spectively. The best performance in terms of area and power is

dependent on the image width and working frequency. This il-

lustrates that the performance is highly related to the memory

structures and design technology. The smallest number of the

required memory bits cannot guarantee the best performance.

The throughput of folded methods at 100 MHz is equiva-

lent to that of nonfolded ones at 50 MHz. The results of folded

methods are shown in Table VIII. Compared with Table VI, the

folded method in Section II-B can provide the smallest area in

these cases.

IV. FLEXIBLE AND EFFICIENT ONE-LEVEL

2-D DWT ARCHITECTURE

In this section, we propose a flexible and efficient one-level

2-D DWT architecture, as shown in Fig. 15. The B-spline-based

architecture is adopted as the row 1-D DWT module because of

its smallest area. The column DWT module is proposed to be

constructed by use of the flipping structure or the convolution-

based architecture. Which one should be chosen will depend on

the specification and the implementation results, as described in

Section III-C.

The frame memory is scanned by use of the overlapped stripe-

based scan method. It can provide the flexibility to perform 2-D

DWT on images of any size if the address generator is designed
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Fig. 15. Proposed one-level 2-D DWT architecture.

as programmable or parameterizable. The overheads of the ex-

ternal memory bandwidth and the internal buffer size are trade-

offs but can be very small. For example, if the 2-D DWT with the

(9,7) filter is to be implemented and the column DWT module

adopts the flipping structure , the external memory

bandwidth will be 7.14% more than the minimum, and the re-

quired memory size will be 256 words for the stripe size .

If the stripe size is 128, the external memory bandwidth will be

only 3.33% more than the minimum, and the required memory

size will be 512 words.

V. CONCLUSION

This paper provides a detailed and practical analysis of the

VLSI architectures for 1-D and 2-D DWT/IDWT. The 1-D DWT

and IDWT architectures are categorized into convolution-based,

lifting-based, and B-spline-based. The B-spline-based one can

provide the smallest hardware cost, whereas the lifting-based

one can use the fewest registers with a proper critical path if the

flipping structure is used. Many frame memory scan methods

for 2-D DWT are analyzed in terms of the tradeoffs between

the external memory bandwidth and the internal buffer size. The

implementation methods of the internal buffer are also discussed

and simulated. According to experimental results, the resulting

performance is related to not only the required memory size but

also to the memory technology.

Besides the analysis, three architectures are also proposed.

The first one is the B-spline-based architecture for IDWT. The

second one is the overlapped stripe-based scan method that can

provide an efficient tradeoff for the 2-D DWT. At last, we pro-

pose a flexible and efficient architecture for one-level 2-D DWT

by involving many advantages of the presented analysis.
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