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Abstract 
 

The localized fire in a 3-D tunnel is analyzed by solving a combined mode natural convection 

and radiation problem.  Non-local thermal equilibrium between air and smoke is considered.  

Separate energy equations are used for the two species.  The density and temperature fields 

required for the solution of the energy equation are computed using the lattice Boltzmann 

method. The finite volume method is used to compute radiative information.  The energy 

equations are solved using the fully explicit upwind scheme. Boussinesq approximation is 

used to account for the buoyancy effect. Effects of the scattering albedo, the convection-

radiation parameter and the wall emissivities on temperature profiles in the tunnel have been 

studied.  

 

Nomenclature 
 

A  - area 

a  - anisotropy factor 

b  - external force field vector 

pc  - specific heat 

D - single – species diffusion coefficient 

if  - particle distribution function in the i  direction 

( )0
if  - equilibrium particle distribution function in the i  direction 

g  - gravitational field vector 

G  - incident radiation 

I  - intensity              

k  - thermal conductivity  

M - molecular weight 

Mθ  - number of discrete � directions 

Mφ  - number of discrete φ directions 

m  - particle mass  

N  - convection-radiation parameter, ( )3
ref4

f

T
κ β

σ
 

n̂  - outer normal 

p - pressure 

P  - cell center 
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Rq  - radiative heat flux 

R - universal gas constant 

S  - source term 

T  - temperature 

t  - time 

U - macroscopic velocity component 

u  - macroscopic velocity vector 

v  - microscopic velocity vector 

V  - microscopic velocity tensor 

V  - volume of the cell 

w  - weight in the LBM 

, ,X Y Z  - length of the rectangular enclosure in x, y  and z directions 

x - mass concentration 

y - volume (or molar) concentration 

 
Greek Symbols 
 

α  - thermal diffusivity  

β  - extinction coefficient or thermal expansion coefficient 

γ  - finite-difference weighing factor 

ε  - emissivity 

θ  - polar angle 

, ,µ ξ η  - direction cosines 

aκ  - absorption coefficient 

λ  - direction cosine or relaxation time frequency 

ρ  - density 

σ  - Stefan-Boltzmann constant (= 5.670 × 10-8 W/m2 K4 ) 

sσ  - scattering coefficient 

τ  - relaxation time constant 

Φ  - scattering phase function 

φ  - azimuthal angle 

ω  - scattering albedo 

Ω  - direction in the FVM and rate of change of the particle distribution 

function if  in the LBM 

∆Ω  - elemental solid angle 
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Subscripts 

 

 

E,W, N, S, F,B  - east, west, north, south, front and back 

b  - boundary 

x, y, z - x, y and z reference faces 

m - mixture 

P  - value at the cell centre 

σ  - index for species 

0 - reference value 

Superscript  

e  - equilibrium  

m  - index for direction  

 

1. Introduction 
 

In the recent years, analysis of natural convection with and without radiation in enclosures 

has received considerable attention [1-14].  This has practical applications in areas such as 

thermal insulation, cooling of electronic components, building design, etc. Natural convection 

in a single or partitioned enclosure was reported in [1-11].  House et al. [6] analyzed the 

effects of a centrally located conducting body on the heat transfer in an air filled vertical 

enclosure. The same geometry was also considered by Oh et al. [7].  They considered the 

effect of heat generation. Ha et al. [8] investigated steady state natural convection in a 

differentially heated vertical cubic enclosure containing a cubic heat generating body. A 

numerical study of the interaction between thermal radiation and laminar mixed convection 

for ascending flows of absorbing and emitting gases in a vertical tube was studied by Sediki 

et al. [9]. In their analysis, they considered the effect of temperature dependent thermo-

physical properties. Balaji and Venkateshan [10] reported numerical results of interaction of 

surface radiation with free convection in an air filled open cavity. In most of the previous 

studies on natural convection in a cavity with or without heat generating partitions, the effect 

of volumetric radiation was not considered [1-10]. Radiation was only considered as the 

boundary conditions [10].   

 

In a partitioned enclosure, literature dealing with combined convection and volumetric 

radiation is scarce. Chang et al. [11] considered interaction of radiation and natural 
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convection in a square enclosure having vertical partitions of equal lengths and finite 

thicknesses located at the centre of the ceiling and floor. They considered an idealized 

configuration. In real life, geometries involved are more complex.  In the present work, 

therefore, a combined mode natural convection and volumetric radiation in a practical 

geometry representing a road tunnel is considered.  

 

The fire on 24th March 1999 in the Mont Blanc Tunnel in Europe (boarder of Italy and 

France) was one of the most severe accidents [12, 13]. Many lost their lives. During the 

accident, due to a large fire, the ventilation system was less effective.  The safety systems did 

not work properly.  The operator did not observe the onset of the fire and thus could not 

signal the same and took safety precautions to save the passengers trapped in the tunnel.  

 

To detect the onset of a fire, thermal sensors are installed in the tunnel.  In case of a fire, the 

temperature and heat flux profiles within the tunnel change abruptly. The extent of a possible 

damage can be assessed with the knowledge of temperature and heat flux profiles.  Thus, 

numerical and experimental investigations bear significance.    

 

To minimize/avoid casualties in tunnels, researchers undertook heat transfer analysis by 

simulating a fire in the tunnel. The control of fire in the Mont Blanc Tunnel with a special 

emphasis on the effect of ventilation has remained a very important aspect of investigation 

[12-15].  Both numerical and experimental studies have been carried out to propose 

recommendations for the operator and assess damages in case of a fire [12-15].   

 

Earlier investigations [12-15] on analysis of fire in the tunnel have not considered the effect 

of volumetric radiation.  The present work, therefore, deals with the numerical analysis of fire 

considering the effect of radiation in a 3-D tunnel representing the Mont Blanc Tunnel. 

 

The lattice Boltzmann method (LBM) is one of the promising numerical techniques [16–30]. 

In comparison with the conventional CFD solvers, advantages of LBM include simple 

calculation procedure, simple and efficient implementation for parallel computation, easy and 

robust handling of complex geometries. Although the LBM has found wide usage in fluid 

mechanics [16, 18, 19, 21, 24], its application to heat transfer problems has also received 

attention [17, 20, 22, 23, 25-30].   

 

In the present work, the LBM and the finite difference method (FDM) in conjunction with the 

finite volume method (FVM) for radiation are used to analyze heat transfer in a 3-D tunnel 
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caused by a localized fire.  The density and the velocity fields are computed using the LBM. 

The FVM is used to compute the radiative information required in the energy equation which 

is solved using the FDM based upwind scheme.  Boussinesq approximation is considered to 

take into account the buoyancy effects. One of the other objectives of the present work is 

also, therefore, to check the workability of three different classes of solvers on a common 

platform. 

 

2 Physical Geometry of the Problem 

 
In this study, the combined effect of natural convection and radiation is analyzed due to a 

localized fire inside a 3-D tunnel (Fig 1). A fire is assumed to take place in the middle of the 

tunnel. The dimensions of the tunnel are as follows: length mX 840=  (Fig. 1a, b), width 

mY 8.8=  (Fig. 1c) and height mZ 9.7=  (Fig. 1c).  From both entrance and exit sides:  a flat 

ceiling up to a distance of 4.8 m (Fig. 1a), an arch ceiling (Fig. 1c) for  rest of the length 

(830.04 m), coordinates of the centre of the half-circle (4.38 m., 3.48 m.) (Fig. 1c), radius of 

the half-circle 4.41 m (Fig. 1c); basement size along the length of the tunnel 0.7906 m (Fig. 

1c). 

In the present work, computations were performed on a simpler model problem, because the 

main goal is to successfully establish that three different classes of solvers (LBM, FD up-

wind and FVM) could be coupled. For this reason, only a portion of roughly mX 4.68=  of 

the total tunnel length (including the fire region) has been considered.   

 

3. Formulation 

 
When the fire is caused in a tunnel, air and smokes are the two main species having different 

properties.  Particulate matters also result from fire outbreak and for the sake of simplicity, 

they are considered part of the smoke.  Thus, in the problem under consideration, we have 

two species, viz., air and smoke, and the governing energy equation for the generic speciesσ , 

is given by 

( )1
j R

j j j p

T T T
U T T

t x x x C
σ σσ σ σ

σ σ ζ σ ξ ζ σσ
ζ

ρ ρ ρ
� �∂ ∂ ∂∂+ = Γ + ∇ ⋅ + Ω −� �� �∂ ∂ ∂ ∂� �

�q , (1) 

where for species σ , σρ  is the density, σ
pc  is the specific heat, σΓ  is the diffusion transport 

coefficient, σ
jU  is the velocity vector and ζσΩ  is the thermal transfer kernel which takes into 
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account the transfer between species σ  and species ζ . In the above equation, Rq  is the 

radiative heat flux. 

 

In the problem under consideration, a distinct interface between air and smoke is considered 

to exist. Thus since there is no direct contact except at the interface  between species air σ  

and species smoke ζ , the last term in energy equation (1) that accounts for coupling term 

between two species is neglected. The two species are coupled through radiative exchange. In 

the light of the above, after dropping the subscripts identifying the species, the energy 

equation becomes   

1
.j R

j j j p

T T T
U

t x x x C
ρ ρ

� �∂ ∂ ∂ ∂+ = Γ + ∇� �� �∂ ∂ ∂ ∂� �
q  (2) 

 

The solution of energy equation (2) requires determination of divergence of radiative heat 

flux . Rq∇  and knowledge of the velocity field jU . In the present work, . R∇ q  is computed 

using the FVM.  Density ρ  and velocity jU are determined using the LBM. The energy 

equation (Eq. (2)) is then finally solved using the FDM based fully explicit upwind scheme. 

Selection of three classes of methods namely viz. the FVM for . R∇ q , LBM for ρ  and jU  and 

FDM for calculation of temperature field T is based on suitable methods which are 

compatible to each other to exchange the information.  

 

In the following pages, we provide a brief formulation for the determination of the 

divergence of radiative heat flux . R∇ q  using the FVM. Its details can be found in Mishra and 

Roy [28]. Next we provide LBM formulation for determination of density ρ  and velocity 

field jU . The FDM based upwind scheme to solve energy equation (Eq. (2)) is described 

next. 

 

2.1 The Finite Volume Method  

 

The radiative transfer equation in any direction ŝ  identified by the solid angle Ω  about an 

elemental solid angle dΩ  is given by [32] 

dI
I S

ds
β= − +  (3) 

where β  is the extinction coefficient and S is the source term which is given by  
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4

4

( ) ( , )
4

s
a

T
S I d

π

σ σκ
π π ′Ω =

� � ′ ′ ′= + Ω Φ Ω Ω Ω� �
� �

�  (4) 

where aκ  is the absorption coefficient, sσ  is the scattering coefficient and Φ  is the scattering phase 

function. Resolving Eq. (3) along the Cartesian coordinate directions and integrating it over 

the elemental solid-angle m∆Ω , we get   

m m m
m m m m m m m
x y z

I I I
D D D I S

x y z
β∂ ∂ ∂+ + = − ∆Ω + ∆Ω

∂ ∂ ∂
 (5) 

If n̂  is the outward normal to a surface, then mD  is given by  

( )ˆ ˆ
m

m mD n s d
∆Ω

= ⋅ Ω�  (6) 

where the direction ( ) ( ) ( ) ˆˆ ˆˆ sin cos sin sin cosm m m m m ms i j kθ φ θ φ θ= + + . When n̂  is pointing 

towards one of the positive coordinate directions, ,m m
x yD D  and m

zD  are given by [28] 

( )sin cos cos sin cos 2 sin
2m

m
m m m m m
xD d

φθ φ φ θ θ θ
∆Ω

� �∆ 	 
= Ω = ∆ − ∆� �� � � �
� �

�  (7a) 

( )sin sin sin sin cos 2 sin
2m

m
m m m m m
yD d

φθ φ φ θ θ θ
∆Ω

� �∆ 	 
= Ω = ∆ − ∆� �� � � �
� �

�  (7b) 

( )cos sin cos sin
m

m m m m m
zD dθ θ θ θ φ

∆Ω

= Ω = ∆ ∆�  (7c) 

For n̂  pointing towards the negative coordinate directions, signs of  ,m m
x yD D  and m

zD  are 

opposite to what are obtained from Eq. (7). In Eq. (3), m∆Ω  is given by  

2sin sin
2m

m
m m md

θθ φ
∆Ω

� �∆∆Ω = Ω = ∆� �� �
� �

�  (8) 

Integrating Eq. (5) over the control volume and using the concept of the FVM for the CFD, 

we get 

EW NS FB
m m m m m m m m m m m m
E W x N S y F B z P PI I A D I I A D I I A D VI VSβ	 
 	 
 	 
 	 
− + − + − = − + ∆Ω� � � � � � � �  (9) 

where EWA , NSA  and FBA  are the areas of the x-, y- and z-faces of the 3-D control volume, 

respectively. In Eq. (9), I  with suffixes , , , ,E W N S F  and B  designate east, west, north, 

south, front and back control surface average intensities, respectively.  On the right-hand side 

of Eq. (9), V dx dy dz= × ×  is the volume of the cell and m
PI  and m

PS  are the intensities and 

source terms at the cell centre P , respectively.  
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In any discrete direction mΩ , if a linear relationship among the two cell-surface intensities 

and cell-centre intensity m
PI  is assumed, then 

( ) ( ) ( )1 1 1m m m m m m m
P x E x W y N y S z F z BI I I I I I Iγ γ γ γ γ γ= + − = + − = + −  (10) 

where γ the finite-difference weighting factor and its value is normally considered to be 0.5.  

While marching from the first octant of a 3-D enclosure, for which ,m m
x yD D  and m

zD  are all 

positive, m
PI  in terms of known cell-surface intensities can be written as 

( )
mm m
y NSm m m m mx EW z FB

W S B P
x y zm

P m mm
y N y F mx E

x y z

D AD A D A
I I I V S

I
D A D AD A

V

γ γ γ

β
γ γ γ

+ + + ∆Ω
=

+ + + ∆Ω

 (11) 

where  

( ) ( ) ( )1 , 1 , 1EW x E x W NS y N y S FB z F z BA A A A A A A A Aγ γ γ γ γ γ= − + = − + = − +  (12) 

are the averaged areas.  When any one of the ,m m
x yD D  or m

zD   is negative, marching starts 

from other corners.  In this case, a general expression of m
PI  in terms of known intensities and 

source term can be written as  

( )i i i

e e e

m m m
x x y y z zm m m m m

x y z P
x y zm

P m m m
x x y y z z m

x y z

D A D A D A
I I I V S

I
D A D A D A

V

γ γ γ

β
γ γ γ

+ + + ∆Ω
=

+ + + ∆Ω

 (13) 

where in Eq. (13), ,i ix y  and iz  suffixes over mI  are for the intensities entering the control 

volume through x-, y- and z-faces, respectively and ,x yA A  and zA  are given by 

( ) ( ) ( )1 , 1 , 1
e i e i e ix x x x x y y y y y z z z z zA A A A A A A A Aγ γ γ γ γ γ= − + = − + = − +  (14) 

In Eq. (14)  A  with suffixes ,i ix y  and iz  represent control surface areas through which 

intensities enter the control volume, while  A  with suffixes ,e ex y  and ez  represent control 

surface areas through which intensities leave the control volume.    

 

For a linear anisotropic phase function ( ), 1 cos cosa θ θ′ ′Φ Ω Ω = + , the source term S  at any 

location r
�

 is given by  

( )( )
24

0 0

, 1 cos cos sin
4

s
a

T
S I a d d

π πσσκ θ φ θ θ θ θ φ
π π

� � � � ′ ′ ′ ′ ′ ′= + +� � � �� � � �� �
� �  (15) 

which in terms of the incident radiation G  and net radiative heat flux Rq  is written as  
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[ ]
4

co s
4

s
a R

T
S G a q

σσκ θ
π π

� �
= + +� �

� �
 (16) 

 In Eq. (16), G  and Rq  are given by and numerically computed from the following [28] 

( )
4

1 10

( , ) 2 s in s in
2

M M m
m m m m ml

l k l k
k l

G I d I
φ θπ θθ φ θ φ

= =Ω =

� �∆= Ω Ω ≈ ∆� �
� �

� ��  
(17) 

 

( )
4

,
1 10

cos ( ) sin cos sin( )
M M

m m m m m m m
R l k l l l k

k l

q I d I
φ θπ

θ θ φ θ θ θ φ
= =Ω =

= Ω Ω ≈ ∆ ∆� ��
 

(18) 

where Mθ  and Mφ  are the number of discrete points considered over the complete span of 

the polar angle  ( )0 θ π≤ ≤ and azimuthal angle  ( )0 2φ π≤ ≤ , respectively. Therefore, 

M Mθ φ×  constitute the number of discrete directions in which intensities are considered at 

any point. 

 

While marching from any of the corners, evaluation of Eq. (13) requires knowledge of the 

boundary intensity. For a diffuse-gray boundary/wall having temperature bT  and 

emissivity bε , the boundary intensity bI  is computed from 

( )
4 2

1 1

1
, sin cos sin

MM
m m m m m m mb b b

b l k l l l k
k l

T
I I

θ
φε σ ε θ φ θ θ θ φ

π π = =

−� �= + ∆ ∆� �
� �

��  (19) 

In Eq. (19), the first and the second terms represent the emitted and the reflected components 

of the boundary intensity, respectively. 

 

Once the intensity distributions are known, radiative information Rq∇ ⋅ �  required for the 

energy equation is computed from  

( )
4

. 1 4R
T

G
σβ ω π

π
� �

∇ = − −� �� �
� �

q  (20) 

where in Eq. (20), sσω β=  is the scattering albedo. 
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2.2 The Lattice Boltzmann Method  
 
A multi–component flow can be modelled by means of two possible approaches: (1) multi-

fluid (i.e. a set of equations for each species), (2) single-fluid i.e. a set of equations for the 

mixture barycentric velocity and for the smoke concentration. In terms of the kinetic 

elementary equations (like those considered by the LBM), the first approach is most natural. 

In this case, we have to solve the following equations: 

1. a discrete set of equations for continuity and momentum equations for air, 

2. a discrete set of equations for continuity and momentum equations for smoke, 

3. a discrete set of equations for energy equation (advection – diffusion – source 

equation) for air (coupled with the barycentric fluid flow equations and smoke 

equation), 

4. a discrete set of equations for energy equation (advection – diffusion – source 

equation) for smoke (coupled with the barycentric fluid flow equations and smoke 

equation), 

5. a discrete set of equations for the full radiation transfer equation (including the 

effects due to the participating  media). 

 

In particular, we use the multi-species approach for solving the continuity and momentum 

equations for both air and smoke. Under some proper assumptions, this is equivalent to 

solving a barycentric equation for the mixture (mass-averaged), velocity and diffusion 

equations for the smoke concentration [24]. This set of equations is solved by means of the 

LBM. 

 
Following the derivation of the Boltzmann equation for a simple system with a single species, 

the kinetic equations for a mixture can be derived in a similar way [35]. Let us consider a 

mixture composed of only two types of particles labeled a and b. The Boltzmann equations 

for the binary system are 

baaaaaa
a QQff
t
f +=∇⋅+∇⋅+

∂
∂

vgv , (21) 

bbabbbb
b QQff
t
f +=∇⋅+∇⋅+

∂
∂

vgv , (22) 

where ),,( tf a vx  is the continuous single particle distribution function for the a species, v  is 

the microscopic velocity, ag  is the acceleration due to an external field (buoyancy) for 
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species a. A similar definitions hold for the species b too. The quadratic expressions aaQ and 

bbQ  are the collisional terms which describe the collisions among particles of the same type 

(self-collisions), while baQ and abQ  are the collisional terms due to the interactions among 

different species (cross-collisions). 

 

Each collision term in Eqs. (21) and (22) has a well–known structure similar to the collision 

operator involved in the Boltzmann equation for a single fluid [35]. The time evolution of the 

distribution function for each species is affected both by collisions with particles of the same 

type and with particles of different type. These two phenomena are the kinetic driving forces 

of the equilibration process for the whole mixture. 

 

A simplified kinetic model which allows one to separately describe both the driving forces, as 

they appear in the original Boltzmann equations, would be desirable. Essentially the key idea 

is to substitute the previous collisional terms with simplified ones, which are selected with a 

BGK–like structure. The model obtained is due to Hamel [36–38]. In the following, only the 

equation for a generic species ba ,=σ  will be considered. The simplified kinetic equation 

has the general form 

[ ] [ ]e
m

m

e ffffff
t
f

)(

11
σσσσ

σ
σσσ

σ

ττ
−−−−=∇⋅+∇⋅+

∂
∂

vgv  
(23) 

where στ  is the relaxation time constant for self-collisions, mτ  is the relaxation time constant 

for cross-collisions, efσ  is a Maxwellian distribution function centered on the specific 

velocity, while e
mf )(σ  is a Maxwellian distribution function centered on a characteristic 

velocity for the mixture. The explicit expressions of these Maxwellians are 

( ) 
�



�
�

	 −−=
σ

σ

σ

σσ
σ π

ρ
ee

m
f D

e
2

2/

)(
2
1

exp
2

/ uv
, (24) 

( ) 
�



�
�

	 −−=
σσ

σσ
σ π

ρ
ee

m
f D

e
m

2

2/)(

)(
2
1

exp
2

/ uv
. (25) 

where σρ  is the single species density, σm  the particle mass, TUUU ],,[ 321
σσσ

σ =u  is the 

macroscopic velocity, TUUU ],,[ 321=u  is the macroscopic barycentric (mass – averaged) 

velocity, σe  is the internal energy, and D  the number of physical dimensions. The 

barycentric (mass – averaged) velocity is defined as 
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� �� ==
σ σ

σσσ
σ

σσ ρρ /uuu x  
(26) 

where σx  is the mass concentration (mass fraction) for the generic species. Local momentum 

conservation implies that the relaxation time constant mτ  for the cross-collisions must be the 

same for all species. 

 

Macroscopic quantities, such as the density ),( txσρ , the macroscopic specific velocity 

),( txuσ , and, consequently, the macroscopic barycentric velocity ),( txu  can be calculated 

as the moments of the density distribution function, i.e. 

�
+∞

∞−

= vx dfmt σσσρ ),( , (27) 

�
+∞

∞−

= vvxu dfmt σσσσρ ),( . (28) 

Unfortunately, the Hamel model (and all those resulting by a proper linearization of it) is not 

completely self-consistent [24, 39]. In fact, if one sums over the species equations, one does 

not exactly recover the momentum equations (as one should). For this reason, a new lattice 

Boltzmann model was, thus, developed [24] for recovering the transport coefficients. The 

continuous (pseudo–) kinetic model used as the theoretical starting point is a proper 

simplification of the BGK model proposed by Aoki et al. [40]. The simplified kinetic 

equation has the general form 

[ ]e
m

m

ffff
t
f

)(

1
σσσσσ

σ

τ
−−=∇⋅+∇⋅+

∂
∂

vgv  (29) 

To solve the continuous kinetic equation (Eq. (29)), the discrete ordinates method can be 

applied [41, 42]. According to this method, a set of discrete microscopic velocities iv  must 

be defined for which the distribution function is evaluated. The generic function ),( tf i xσ  is 

the single particle distribution function evaluated for velocity iv  at ),( tx . In the present 

paper, a three-dimensional lattice called D3Q19, which makes use of nineteen discrete 

velocities (Q), is considered [43]. The specific lattice used in the calculation is identified by 

the magnitude c  (all the lattices in the same set have the same proportions among the 

elements, but they are all scaled to the physical microscopic velocity c  called the lattice 

speed). 
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This assumption simplifies the development of the numerical code, and it is essential for the 

physical model, because the discrete lattice is used for overcoming the intrinsic constraints of 

the continuous simplified model. Thus, the kinetic equation, which is an integro-differential 

equation, reduces to a system of differential equations. Since the reference lattice has been 

defined, it is possible to write the operative formula in vectorial form, namely, 

[ ]σσσ
σ ffAfV

f
−=∇⋅+

∂
∂ e

mmt )( , (30) 

where V  is the matrix collecting all the lattice components ( V  has dimensions Q x D, i.e. 19 

x 3) and the scalar product between matrices must be thought of as saturating the second 

index (in fact σf∇  has dimensions 19 x 3 and consequently σfV ∇⋅  is a column vector 

19x1). Since only the distribution functions for discrete microscopic velocities are 

considered, an interpolation test function must be adopted to calculate the macroscopic 

quantities. In this way, the previous integrals which define the macroscopic moments reduce 

to weighted summations of the considered discrete functions. The interpolation test function 

should be as similar to the local Maxwellian distribution function as possible in order to 

easily include the equilibrium conditions. If we consider a low Reynolds number, the 

equilibrium distribution function can be linearized around the state at rest [42]. This 

assumption allows one to compute the lattice weights for performing the calculation of the 

macroscopic quantities. The final result is that all the macroscopic (both hydrodynamic and 

not-conserved) moments are proper linear combinations of the discrete distribution functions 

(modified in order to directly included the selected quadrature weights); or, equivalently, a 

linear mapping exists between the macroscopic moments and the discrete distribution 

functions. In the present application, the term that takes into account the effect of the external 

force field (buoyancy) can be modeled by simply modifying the definition of the discrete 

macroscopic momentum, namely 

�
=

=
Q

i
it

1

][),( σσρ fx , (31) 

σσσσσ τρ bfVxu m

Q

i
iit +=�

=1

][][),( , (32) 

where the additional term can be expressed by means of the Boussinesq approximation for 

modeling buoyancy effects in small density varying flows, namely 

ggb )()( 000 TT −−=−= σσσ βρρρ , (33) 

where 0ρ  is the (roughly constant) density of the flow, 0T  is the operating temperature, β  is 

the thermal expansion coefficient and g  is the gravitational acceleration. 
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Comparing the previous expressions with the original continuous one, the collisional matrix 

should be diagonal, namely IA mm τ/1= . However, in order to increase the number of 

tunable parameters, the collisional matrix is assumed to be 

DmDm MDMA 1−= , (34) 

where DM  defines a proper orthonormal basis for the D3Q19 lattice and mD  is the diagonal 

matrix, namely, 

],,,,,,,,

,,,,,,,,,,0[)( 211111

IV
m

IV
m

IV
m

III
m

III
m

III
m

III
m

III
m

III
m

II
m

II
m

II
m

II
m

II
m

II
m

I
m

I
m

I
mmdiag

λλλλλλλλλ
λλλλλλλλλ=D

, (35) 

collecting the generalized relaxation frequencies for self and cross collisions. As will be clear 

later on, I
mλ  controls the molecular diffusivity, II

m1λ  and II
m2λ  control the mixture kinematic 

and bulk viscosity respectively, while III
mλ  and IV

mλ  are free parameters affecting the stability 

of the model (usually 1== IV
m

III
m λλ ). 

 

Once the hydrodynamic moments are computed, it is necessary to verify that they satisfy the 

desired macroscopic transport equations. For achieving this goal, diffusive scaling [44] can 

be properly applied. There are three characteristic time scales in this system: the time scale 

which properly describes the collision phenomenon; the time scale which properly describes 

the particle dynamics on the lattice and, finally, the time scale which properly describes the 

slow fluid dynamics. The fast fluid dynamics (acoustic waves) is neglected. Since a lot of 

collisions are needed in order to travel across the system, it is possible to apply an asymptotic 

analysis of the previous scheme by investigating the solutions which are much slower than 

the characteristic collision time. Once the characteristic time scales are defined, the basic idea 

is to express the previous equation in terms of some normalized quantities in order to analyze 

the slow fluid dynamics only. Application of the diffusive scaling to equation (30) for a 

binary mixture yields 

0)( =⋅∇+
∂

∂
σσ

σ ρρ u
t

, (36) 

( ) σσσσ ρρ ∇−=− Duu , (37) 

( ) �+∇+∇−=⊗⋅∇+
∂
∂

σ
σρ

ν
ρ

buuuu 11 2p
t

, (38) 

where IeD σσσ λ/= , ( )II
mc 1

2 3/ λν = , �=
σ

σpp and σσσ ρep = . The internal energies can be 

expressed by means of the molecular weights, namely σσσ MRTe /=  where R  is the 
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universal gas constant (8.31441 J mol-1 K-1). Consequently, it is possible to define an 

equivalent molecular weight for the mixture in such a way that MRTp // =ρ , i.e. 

�
=

σ
σσ Mx

M
/

1
. (39) 

This equivalent molecular weight for the mixture depends on the local mass concentrations 

( ρρσσ /=x ), because it is not an intrinsic property of the components. By selecting the 

relaxation frequency such as 

D
p

MM
M

ba

I
m ρ

λ
2

= , (40) 

where D is the mutual diffusivity of the binary mixture, which is a molecular property due to 

the  molecular interaction potentials, the species velocity difference can be rewritten as 

( )

�



�
�

	
��
�

�
��
�

�
∇

−
+∇−=−

0

ln
p
p

M
MMyy

y
yy

D abba
a

ba
a buu , (41) 

where ppy /σσ =  are the volume/molar concentrations. The previous expression is fully 

consistent with the Maxwell – Stefan macroscopic model (in case of binary mixtures, the 

Maxwell – Stefan model is equivalent to the Fick model), which is actually quite popular for 

modeling multi – component fluid flow. This is an important result because it proves that, in 

the continuous limit (i.e. if a sufficiently large number of particles is considered), the 

developed mesoscopic model recovers the Maxwell – Stefan macroscopic model.  

 

This last confirmation completes the proposed hybrid numerical scheme, which is based on 

LBM in order to compute the mixture barycentric velocity and diffusion process (consistently 

with Stefan – Maxwell model); the fully explicit upwind scheme for the convective transport 

and the FVM for the radiation transfer equation.  

 

2.3 The Upwind Scheme 

 

The density and velocity fields result from the solution of the continuity and momentum 

equations or in the present work from its LBM equivalent.  The solution of density and 

velocity fields is obtained using the multiple–relaxation–time LBM for multi – component 

flows [24]. Once the flow field has been computed using the LBM, the temperature filed is 

calculated by solving Eq. (2) by the fully explicit upwind scheme. In the centre difference, 

the convection property at the interface is considered as the average of its values at two the 

consecutive nodes.  This is considered a weak point for the central difference scheme and the 

upwind scheme proposes a better prescription [34].  In the upwind scheme, the diffusion term 
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is discretized by means of the central difference approximation, but the convective term is 

calculated using the following assumption. 

 

The convection – diffusion part of Eq. (2) is  

j
j j j

T T T
U

t x x x
ρ ρ

� �∂ ∂ ∂ ∂+ = Γ� �� �∂ ∂ ∂ ∂� �
 

 

(42) 

The density and velocity are considered to vary in each direction. Since density is always 

positive, there is no need to consider the value of density for the upwind scheme. Mainly 

depending upon the velocity, Eq. (42) is discretized using upwind scheme.  

 

In the present 3-D geometry, the 8 combinations of velocity directions are the following: 

0xU > , 0yU >  and 0zU >  (43 a) 

0xU > , 0yU <  and 0zU >  (43 b) 

0xU > , 0yU <  and 0zU <  (43 c) 

0xU > , 0yU >  and 0zU <  (43 d) 

0xU < , 0yU >  and 0zU >  (43 e) 

0xU < , 0yU >  and 0zU <  (43 f) 

0xU < , 0yU <  and 0zU >  (43 g) 

0xU < , 0yU <  and 0zU <  (43 h) 

In the upwind scheme, for each of the velocity combinations, discretization of Eq. (2) is done 

differently.  For the above 8 combinations, discretization are given in the Appendix.  

3. Results and Discussion 

As previously pointed out, a simpler model problem has been defined by considering a 

shorter tunnel with actual size m9.78.84.68 ×× . In the present work, the computations were 

done for 101 15 15× ×  control volumes. Since some proper ghost cells must be considered at 

the boundary of the physical domain in order to impose some proper boundary conditions, the 

actual mesh size is mm 68.0)215/(8.8 =−=δ . Considering the size of the geometry, a finer 

mesh was desirable.  However since, one of the objectives of the present work was to see 

how three different types of solvers work together, as a preliminary work in this direction, 

results in the following pages are presented with a relatively rough mesh.  With the finer 

mesh, because of the exorbitant computational time (a few days), parallelization of the hybrid 
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solver become inevitable and currently work in this direction in underway at Politecnico di 

Torino [24]. 

A simple fire is assumed in the middle of the tunnel.  The fire volume is 368.004.236.1 m××  

(please note that the size of the fire in Fig. 1(a) is not to the scale), which means 132 ××  in 

grid spacing, and it starts from the ground floor ( 7.89mZ = ). The initial temperature of air 

was taken as the environmental temperature ( )300K and the temperature of the smoke 

originating from fire was taken as 1200 K. The computations were made for 1000 collisions 

(time steps with 1.0t∆ = ) which corresponds to the arrival of the smoke to the entrance and 

exit of the tunnel. 

 

In the following pages, we provide isotherms in three planes, viz., Y-Z, X-Y and X-Z.  These 

isotherms are provided for with and without the effect of radiation.  With radiation, isotherms 

are given for the effect of the scattering albedoω , the convection-radiation parameter 

34
f

ref

K
N

T
β

σ= and the emissivities ε of the tunnel walls. 

 

Isotherms in the Y-Z (vertical) plane in the middle ( )420mx = of the tunnel are shown in Fig. 

2.  For results in Fig. 2, the boundaries of the tunnel have been assumed black.   

 

In Figs. 2a and 2b isotherms are shown for the case without and with the effect of radiation, 

respectively.   In Fig. 2b, isotherms are shown for extinction coefficient 1.0β = , scattering 

albedo 0.0ω = and convection-radiation parameter 170.0N = .  It is observed that in the 

absence of radiation, temperature close to the ceiling in the central region is about 0.55 (Fig. 

2a) which is lower than that for the case with the effect of radiation (Fig. 2b).  It is seen from 

Figs. 2a and 2b that temperature in the Y-Z plane is more intense in the presence of radiation. 

 

With extinction coefficient 1.0β = and convection-radiation parameter 170.0N = , for 

scattering albedo 0.5ω = and 0.9, isotherms have been compared in Figs. 2c and 2d, 

respectively. A comparison of Figs. 2b, 2c and 2d show that when the medium is more 

scattering, effect of radiation on temperature gradients are more pronounced.  For a higher 

value ofω , temperature in the region close to the ceiling is less.    

 

With extinction coefficient 1.0β =  and scattering albedo 0.0ω = , for the two values of 

convection-radiation parameter 220.0N = and 300.0, isotherms are shown in Figs. 2e and 2f.  

When the convection-radiation parameter 220.0N = , the isotherms very close to the ceiling 
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are 0.717 (Fig. 2e) and for 300.0N = , the same are 0.67 (Fig. 2f). As seen from Figs. 2b, 2e 

and 2f, it is clear that for a higher value of N, the radiation effect is less and thus the 

temperature gradient is more near the fire zone. 

 

Isotherms in the X-Y (horizontal) plane at a height 3.945mz =  of the tunnel are shown in Fig. 

3.  For results in Fig. 3, the boundaries of the tunnel have been assumed black. 

 

Fig. 3a and 3b show contours without and with the effect of radiation, respectively.   Cases in 

Figs. 3a and 3b are analogous to Figs. 2a and 2b, respectively. Considering the effect of 

radiation, with 1.0β = , 0.0ω = and 170.0N = , isotherms are shown in Fig. 3b.  It is observed 

from Figs. 3a and 3b that in case of radiation, temperature in the tunnel in the axial 

( )x direction is more than the case without radiation.  Further in the central region of the X-Y 

plane, because of the fire, temperature is more. 

 

The effect of scattering albedo on isotherms in the X-Y plane is shown in Figs. 3c and 3d.  

With 1.0β = and 170.0N = , results are given for 0.5ω = and 0.9 in Figs. 3c and 3d, 

respectively. At the central region of the X-Y plane, the isotherms value 

for 0.0ω = , 0.5ω = and 0.9ω = are very close to the 0.83, 0.72 and 0.65 respectively.  It is 

observed from Figs. 3b, 3c and 3d that when scattering is more, temperature in the central 

region and also along the axial ( )x direction is less.  This observation is similar to that of Fig. 

2b, 2c and 2d.  

 

Figs. 3e and 3f show the effect convection-radiation parameter on isotherm in the X-Y plane 

at the middle of height of the tunnel. Isotherms for two values of 220.0N = and 300.0 are 

shown in Figs. 3e and 3f respectively with 1.0β =  and 0.0ω = . It is clear from Figs. 3b, 3e and 

3f, the effect of radiation is very much dependent upon the convection-radiation parameter. 

At the central region of the X-Y plane, the isotherm value is 0.836 for 170.0N = (Fig. 3b), 

0.751 for 220.0N = (Fig. 3e) and 0.709 for 300.0N = (Fig. 3f).  

 

Isotherms in the X-Z (vertical) plane at 4.41my = are shown in Fig. 4.  Results are presented 

for black boundaries.  In Figs. 4a and 4b, isotherms are shown for the case without and with 

the effect of radiation and they correspond to the cases shown in Figs. 2a, 2b, 3a and 3b. It is 

observed that in the absence of radiation, temperature close to the ceiling in the central region 

is about 0.59 (Fig. 4a) which is lower than that for the case with the effect of radiation (Fig. 

4b).  Further in the axial ( )x direction, temperature is more in the presence of radiation. 
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The effect of the scattering albedo ω  on isotherms in the X-Z plane is shown in Figs. 4c and 

4d. At the middle of the tunnel, near the ceiling, the approximate values of isotherms are 0.8 

(Fig. 4b), 0.69 (Fig. 4c) and 0.62 (Fig. 4d) for 0.0ω = , 0.5ω = and 0.9ω =  respectively. A 

comparison of Figs. 4b, 4c and 4d show that temperature close to the ceiling is less when the 

scattering of radiation is more, thus in the z − direction, the gradient in temperature increases 

with increase in ω .   

 

Effect of convection-radiation parameter N on the isotherms in the X-Z plane is shown in 

Figs. 4e and 4f. Observation of Figs. 4b, 4e and 4f show that with increase in N, radiation 

effect decreases.  For 170,220N =  and 300, in the central region, near the ceiling, the 

approximate values of temperatures are 0.8 (Fig. 4b), 0.7 (Fig. 4e) and 0.66 (Fig. 4f), 

respectively.  Further in the axial ( )x direction away from the centre, for higher values of N, 

temperature decreases.  

 

Effects of the emissivity of the boundaries of the tunnel on isotherms in different planes have 

been shown in Figs. 5a-5f. At the middle ( )420mx = of the tunnel in Y-Z plane with 1.0β = , 

0.0ω =  and 170.0N = , for 0.1ε =  and 0.5, isotherms have been shown in Figs. 5a and 5b, 

respectively. It is observed from these figures that the radiation effect is more for higher 

value ofε . When the emissivity of walls of the tunnel is 0.1ε = , the isotherms very close to 

the ceiling are 0.665 (Fig. 5a) and for 0.5ε = , the values are slightly above 0.723 (Fig. 5b). 

From these figures it is clear that temperature gradient near the ceiling of the tunnel is less 

than that near the floor. 

 

With 1.0β = , 0.0ω = and 170.0N = , for 0.1ε =  and 0.5, isotherms in the X-Y plane at the 

middle ( )3.945mz =  of the tunnel have been shown in Figs. 5c and 5d, respectively. When 

the emissivity of walls of the tunnel is 0.1ε = , the isotherm very close to the central region is 

slightly more than 0.711 (Fig. 5c).   When the emissivity of the walls is increased to a value 

of 0.5ε = , the isotherm value at the central region of X-Y plane is found to be 0.762 (Fig. 9b). 

From these figures it is clear that temperature gradient near the central region of the X-Y 

plane is less. 

 

Effects of wall emissivity on isotherms in the X-Z plane at the middle ( )4.41my =  of the 

tunnel are shown in Figs.5e and 5f for 0.1ε =  and 0.5, respectively. These results are shown 
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for 1.0β = , 0.0ω = and 170.0N = . It is observed from these two figures that when the walls 

become more reflecting, in the central region, near the ceiling and also in the axial 

( )x direction, temperature rise is more. 

5. Conclusions 

Temperature field in a 3-D tunnel owing to a localized fire was analyzed. Separate energy 

equations for air and smoke were considered.  Buoyancy effect was considered in the 

combined mode convection-radiation problem. Velocity and density fields required in the 

energy equations for the two species were computed using the LBM.    Radiative information 

for the energy equation was computed using the FVM.  With velocity, density and radiative 

terms known, energy equation was solved using the fully explicit upwind scheme. Three 

different classes of solvers, viz., LBM for density and velocity fields, FVM for volumetric 

radiation and FDM based fully explicit upwind schemes were found compatible. For different 

values of the scattering albedo, the convection-radiation parameter and wall emissivities, 

isotherms were obtained in Y-Z, X-Y and X-Z planes.  Isotherms were also obtained without 

considering the effect of radiation.  In the presence of radiation, temperature was found to be 

more in the tunnel.  When the scattering was more, temperature in the tunnel was less.  With 

increase in convection-radiation parameter, a similar trend was observed.   However, with 

decrease in the emissivities of tunnel boundaries, temperature was found to increase.   

 

Although in the present work, computations were performed on the course grid, the work 

could successfully establish that three different classes of solvers could be coupled and 

incorporation of volumetric radiation effect in the fire simulation is inevitable.   Since the 

tunnel size was very big, a precise computation required a huge amount of fine grids and 

because of the involvement of volumetric radiation, the computational requirement became 

enormous.  This type of practical computations cannot be achieved without parallelization of 

the codes and running the same on a high end computational platform. The work in this 

direction is underway.   
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Appendix  

For 3-D geometry considered in the present work, Eq. (42) is written as 

2 2 2

2 2 2x y z

T T T T T T T
U U U

t x y z x y z
ρ ρ ρ ρ � �∂ ∂ ∂ ∂ ∂ ∂ ∂+ + + = Γ + +� �∂ ∂ ∂ ∂ ∂ ∂ ∂� �

 

and for the 8 velocity combinations given in Eq. (43), the above equation is discretized in the 

following way in the upwind scheme:  

 

Condition 1: 0xU > , 0yU >  and 0zU >  (refer to Eq. (43a)): 
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Condition 2:  0xU > , 0yU <  and 0zU >  (refer to Eq. (43b)): 
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Condition 3: 0xU > , 0yU <  and 0zU <  (refer to Eq. (43c)): 
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Condition 4: 0xU > , 0yU >  and 0zU < (refer to Eq. (43d)): 
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Condition 5:  0xU < , 0yU >  and 0zU >  (refer to Eq. (43e)): 
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Condition 6: 0xU < , 0yU >  and 0zU <  (refer to Eq. (43f)): 
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Condition 7: 0xU < , 0yU <  and 0zU > (refer to Eq. (43g)):  
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Condition 8: 0xU < , 0yU <  and 0zU < (refer to Eq. (43h)) 
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 List of Figures 
 

Figure 1: (a) The view (X-Z Plane) along the length of the tunnel (b) the head difference 

along the length of the tunnel and (c) the cross section (Y-Z Plane) of the tunnel. 

 

Figure 2: Isotherms at the middle ( )420mx =  of the tunnel in Y-Z plane (a) without radiation, 

with radiation for 1.0β = (b) 0.0ω = and 170=N , (c) 0.5ω = and 170N = , (d) 

0.9ω = and 170N = , (e) 0.0ω = and 220=N  and (f) 0.0ω = and 300=N . 

 

Figure 3: Isotherms at the middle ( 3.945mz = ) of the tunnel in X-Y plane (a) without 

radiation, with radiation for 1.0β = (b) 0.0ω = and 170=N , (c) 0.5ω = and 170N = , (d) 

0.9ω = and 170N = , (e) 0.0ω = and 220=N  and (f) 0.0ω = and 300=N . 

 

Figure 4: Isotherms at the middle ( 4.41my = ) of the tunnel in X-Z plane (a) without 

radiation, with radiation for 1.0β = (b) 0.0ω = and 170=N , (c) 0.5ω = and 170N = , (d) 

0.9ω = and 170N = , (e) 0.0ω = and 220=N  and (f) 0.0ω = and 300=N . 

 

Figure 5: Isotherms with radiation for 1.0β = , 0.0ω = and 170=N  at the 

middle ( )420mx =  of the tunnel in Y-Z plane (a) 1.0=ε  (b) 0.5ε = ; at the middle 

( 3.945mz = ) of the tunnel in X-Y plane (c) 1.0=ε  (d) 0.5ε = ; at the middle( 4.41my = ) of 

the tunnel in X-Z plane (e) 1.0=ε  (f) 0.5ε = . 
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Figure 1: (a) The view (X-Z Plane) along the length of the tunnel (b) the head difference 

along the length of the tunnel and (c) the cross section (Y-Z Plane) of the tunnel. 
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Figure 2: Isotherms at the middle ( )420mx =  of the tunnel in Y-Z plane (a) without radiation, with radiation  

for 1.0β = (b) 0.0ω = and 170=N , (c) 0.5ω = and 170N = , (d) 0.9ω = and 170N = , (e) 0.0ω = and 220=N  and (f) 

0.0ω = and 300=N  

 
 



 32 

 

0.474798

0.488351

0.508331

0.5311

0.55665

0.588862 0.
62

48
99

0.63246

0.588862

0.55665

0.5311

0.488351

0.508331

0.474798

X

Y

Z

 

0.
66

46
97

0.
7

0.
75 0.
8

0.
82

29
51

0.832192

0.835721
0.811712

0.774212

0.723798 0.
67

88
03

X

Y

Z

 

(a) (b) 

616

0.525616

0.536262

0.55

0.573045

0.6

0.628663
0.65

0.675475 0.
71

09
7

0.525616

0.
53

62
62

0.
55

0.
57

30
45

0.
6

0.
62

86
63

0.
65

0.
67

54
75

0.
7

0.723023

Z X

Y

 
0.

50
59

96 0.523627

0.553774

0.6

0.640336 0.
62

11
87

0.
57

53
29

0.
52

36
27

0.
50

59
96

0.658614

Z X

Y

 
© (d) 

0.
59

47
74

0.
61

35
68

0.
63

32
62

0.
65

86
58

0.
68

53
04

0. 7126 07

0.738163
0.750746 0.

73
81

63

0.
71

26
07

0.685304

0.658658

0.633262

0.613568 0.
59

47
74

Z X

Y

 

0.705548
0.

67
76

46

0.642217

0.606353

0.578191

0.55

0.677646

0.642 217 0.
60

63
53

0.
57

81
91

0.
55

Z X

Y

 
(e) (f) 

Figure 3: Isotherms at the middle ( 3.945mz = ) of the tunnel in X-Y plane (a) without radiation, with radiation 

for 1.0β = (b) 0.0ω = and 170=N , (c) 0.5ω = and 170N = , (d) 0.9ω = and 170N = , (e) 0.0ω = and 220=N  

and (f) 0.0ω = and 300=N . 
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Figure 4: Isotherms at the middle ( 4.41my = ) of the tunnel in X-Z plane (a) without radiation, with radiation  

for 1.0β = (b) 0.0ω = and 170=N , (c) 0.5ω = and 170N = , (d) 0.9ω = and 170N = , (e) 0.0ω = and 220=N  

and (f) 0.0ω = and 300=N . 

 
 
 
 
 
 
 
 



 34 

0.664771

0.669776

0.677432

0.688611
0.7

0.717536

0.75
0.8
0.85
0.950.966764

Y

Z

X

 

0.980788
0.9
0.85

0.808231

0.774174

0.755829

0.741724

0.73345

0.728531

0.723383 Y

Z

X

 

(a) (b) 

32735

0.
53

27
35

0.
57

35
82

0.
6

0.
62

74
03

0.
65

0.
67

64
26

0.676426

0.65

0.6

0.573582

0.532735

0.
0.53273

0.71411

0.710754

Z X

Y

 

0.
59

64
99

0.
65

0.
68

61
46

0.
71

73
9 0.71739

0.65

0.5964990.
75

0.761888

Z X

Y

 
(c) (d) 

0.
57

36
6

0.
6

0.
62

37
96

0.
65

0.66632
0.674258

0.7
0.75

0.95

0.65
0.623796

0.6

0.57366

X

Z

Y

 

0.95

0.786297
0.75

0.734676

0.723554 0.68687

0.659357

0.6222870.
68

68
7

0.
65

93
57

0.
63

67
09

0.
62

22
87

0.608211

X

Z

Y

 
(e) (f) 

Figure 5: Isotherms with radiation  for 1.0β = , 0.0ω = and 170=N  at the middle ( )420mx =  of the tunnel in Y-Z 

plane (a) 1.0=ε  (b) 0.5ε = ; at the middle ( 3.945mz = ) of the tunnel in X-Y plane (c) 1.0=ε  (d) 0.5ε = ; at the 

middle( 4.41my = ) of the tunnel in X-Z plane (e) 1.0=ε  (f) 0.5ε = . 

 
 

 


