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Analysis of a WDM Packet Switch with Improved
Performance Under Bursty Traffic Conditions
Due to Tuneable Wavelength Converters

Soren L. Danielsen, Carsten Joergensen, Benny Mikkelsen, and Kristian E. Stubkjeder, IEEE

Abstract—For realistic traffic, i.e., bursty traffic patterns, the
use of tuneable wavelength converters is recognized as essential
for reducing the complexity of photonic wavelength division mul-
tiplexing (WDM) packet switches. Results are obtained from an
analytical traffic model that includes buffering in the wavelength
domain and accounts for bursty traffic. The theoretical model
is verified by simulations and from the model we find that
higher traffic loads as well as burstiness can be accepted when
tuneable wavelength converters are used. Consequently, a larger
throughput of the photonic packet switches is obtained and very
importantly, this is achieved while keeping the number of gates
needed to realize the space switches nearly constant.

M Ay

Index Terms— Optical buffering, optical networks, optical Ay

packet switching, traffic analysis, wavelength conversion.

I. INTRODUCTION

HE implementation of future transparent optical networks
is likely to use wavelength division multiplexing (WDM) Fig. 1. General WDM network where wavelength channels are transmitted
to obtain high flexibility and network throughput [1]-[3].Petween each switching node.
Moreover, better use of the bandwidth is attained by imple-

menting packet switched network layers [4]. Consequentlayelengths in the fiber delay-line buffers we show that a
the study of optical WDM packet switches is of considerablgquction of the number of fiber delay-lines in the WDM
interest [S]-[7]. The buffers in such switches can be realizgghcket switch is obtained. Consequently, the implementation
with fiber delay-lines [6], [7]. However, the complexity of theys large buffers usually needed under bursty traffic conditions
switch increases with the number of fiber delay-lines, soj& ayvoided.

reduction of the fiber buffers is preferable. This is especially oyr investigation is carried out as follows. First we derive
true under bursty traffic conditions where the required buffegection I1) and second verify (Section 11l) an analytical traffic
capacity increases significantly compared to uniformly dignodel that describes the performance of the optical packet
tributed traffic [8]. Here, we present an analytical traffic modelyitch with fiber delay-line output buffers. In Section IV, the
for bursty traffic that is a generalization of the model presentggygel is then used to analyze the traffic performance of the
in [9]. The presented model is aIs_o extendE{d to accognt fQKitch focusing on packet loss probabilities as well as possible
the use of the wavelength domain to avoid contention gfyitch throughputs when the burstiness of the traffic changes.
optical packets at the switch outlet. By using tuneable opticaljgitionally, we consider the number of wavelength channels
wavelength converters (TOWC's) to assign packets to unusgskded for a desired throughput. The investigation compares

the performance with and without TOWC's.
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DMUX ~ Tuncable wavelength Buffer with B positions

converters Buffer with
B positions Input channels
) positions

aNxNg B

Space switch

Load per channel = ~£—

N Fig. 4. Arrival process to the queue:- N traffic sources of loagh/N all
address the given queue leading to a totahofp packets in mean going to
the queue in each time slot (time slet packet period).

Fig. 2.  WDM packet switch with buffers realized as fiber delay-lines and on-off source
with tuneable wavelength converters to address free space in the buffers.
is the number of in- and outlet® the number of cell positions in the buffer
while n is the number of wavelength channels per in- and outlet.

rDI

PACKET ENCODER SPACE SWITCH PACKET BUFFER

1
Lo g

Fig. 5. Schematic of the model for the on—off sources. is the transition
probability for going from off-state to on-state whitg, is the probability for
going to the off-state when initially in the on-state. The mean burst length,
3, is given asl/rg.

were considered. Our modifications take into account the use
of the wavelength dimension for buffering. First, we model

the traffic sources to have bursty nature. Next, state transition
probabilities for the number of active sources addressing a
given tagged outlet are found. Following this, we derive a

set of linear equations linking the packet arrivals with the

distribution of packets in the queue. This in turn allows

F1: GATE LLFIBERDF/I,AY LINE :PASSIVEC()UPLER T : PACKET DURATION Calculatlon Of the packet IOSS probablllty

Fig. 3. WDM packet switch with gates to form a space switch and fiber ) .
delay lines to realize optical buffers. A. Traffic Source Modeling

As seen from Figs. 2 and 3 a total of N channels enter

space in the fiber delay-line output buffers, 2) a space-sw_t&p switch block. In our model we assume equal probabilities
to access the l_)uffers, and 3) pz_icket buffe_rs, that are rea_ll% sthe packets of these channels to go to any ofXheutlets.
by fiber delay-lines. Not shown in the architecture are optic erefore, if the load per channel js,each channel generates

to electrical interfaces situated just after the demultiplexersgtIoad of p/N to each of theN output queues. The actual
the switch inlets as in [7]. These interfaces are used to extr%%l p ]

th ket header information that i d to route th ection of a given outlet is not included in the model and
€ packet header information hat IS used 1o route the packes o 15 1o a tagged output buffer are therefore modeled as
to the correct switch outlets. With this information as well as

. L 7.N independent contributions each with a loag@lV where
knowledge of the queueing situation, the output vya\_/elength ﬁf- N is the total number of channels going into the switch
the converters as well as the state of the gates within the sp ce

. ) e Fig. 4). Please note, that correlation between traffic on
switch can be electrically controlled. Furthermore synchrono\L}griOus wavelength channels is neglected. It must be pointed

ﬁl]m\éaé Of[fgf I;itg I[Sl f]ssxmrﬁgr:n ddetcaciluel 3 5;\:5?;23:1 assw?tr(]:ﬁ% , that in case traffic frqm the same source is spl_it into several
ar,chi-te.tl:ture is shown i.n Fig. 3 where the space switch is bui Eﬁvelength channel; this assumption Is not valid. Howeygr,
with N x N - (B/n + 1') gates and where the buffers ce we are assuming that trgﬁlc on d|ﬁerept channels origin
S  fiber delav-lines are illustrated tocether with féom different sources correlation is not an issue here.
consisting of fiber y 9 To include the bursty nature of the traffic sources we model

gﬂ?lgtesc\t/:/%ri]le\NBlt?sofr:edsllj?/bgr Zf é\;(:lietpp?ogliiirgEgrir?zrlg-birflfirthese as on—off sources [12] as depicted in Fig. 5. In the figure,
n the number of wavelengths, and henggn the number of #901, denotes the probability of a source going from the idle

fiber delay lines (off) to the active (on) state whileq den'otes.the reverse
' process. Clearly, the mean number of time intervals (time
interval = packet period) that the source stays in the on-state
lIl. TRAFFIC MODEL FOR BURSTY TRAFFIC is given as ¥/, = 3 where 3 is the mean burst length or
In this section, we derive a traffic model of the opticaburstiness. As in [12], [13] the idle and active periods of each
packet switch. It is a generalization of the model for burstyf the identicaln - V sources are assumed to be geometrically
traffic developed in [9] where single channel in- and outletdistributed with means of #4;, and 3, respectively. The
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Time slot m Time slot m+1 where the borders in the summation take boundary conditions
into account. The above equation signifies the arrival process
to each queue in the switch and thereby the state transitions
describing the interaction of the arrivals and the number of
packets in the queue can be found as shown in the following.

C. Linear Equations to Find the Joint Probabilities for
Packet Arrivals and Number of Packets in the Queue

k-i+j, Ay [k-i+j |n-N-i]

on!

In order to fully describe the combination of the queuing
and arrival processes we derive linear equations to describe
the joint probability,r; ;, for having: packets in the queue at
the end of a time slot angl packets arriving at the beginning

, 3 o time St to fime S| Lind of the following time slot.
e o Qo o e St e o 1. e, A the basis for writing these equations, the formula de-
are on.A.¢ signifies the probability of a source going from the on to the offCribing the number of packets in the queue at the end of two

state whileA,, gives the reverse probability. consecutive time slot&},,, and @, is used
probability for a source to be active is given as: Q1 = min[B, max(0, Qm + D1 = n)] (4)
Plsource is actie= — 21— (1) whereD,,; is the number of packets arriving at the beginning
Tor 710 of time slotm + 1.
Furthermore, due to the convention given in Fig. 4 where oneUsing (4) and assuming stationary conditions, we see that
Nth of the traffic is destined for the considered outlet, thi®r: =0 andj =0, ---, n- N, m; ; can be written as

probability has to be equal to/N. Therefore, when the mean

=~
Il

burst length,3, and channel loady, as well as switch size iy
have been determined,; can be calculated 70,5 = Ly Lo 1 AL )
p rl o .
P Tol - o _ Np ) The equation illustrates that there drepackets in the queue,
N—7,01+7,10©701—1_£ -, P (2) 0 <k <nandl (I £n—k)new packets arrivegy ;. All
N N k 4+ 1 < n packets are then removed immediately leaving an

Having modeled the traffic sources we turn to the descriptiGPty queue; = 0. Following this,j packets arriveA; ;.
of the number of sources that are active in each time slot. ~ The principle of writing (5) is now repeated for all combi-

nations ofi andj. In the case wheré # 0 but: < B while
B. State Transition Probabilities for the j=0,n-Nwe get

Number of Active Sources min(neN, i4n)

In a given time slot,n, it is assumed that sources are i = Z Titnek b Ak . (6)
in the active state. Assuming this, we derive the probability, k=max(0, B—i—n)
A; 4, for having 5 active sources (among the total of N o . _
that can address the tagged output buffer) in the next tim8€ equation illustrates that there are » — & packets in the
slot, m + 1 (see Fig. 6) gueue and: new packets arriver; ,_ . Following this,n
Given there arei sources in the on-state, the probabilitpackets are removed leaving a queue witpackets. Finally,
thatk of these on-state sources are turned off is expressed bypackets arrive Ay ;. . .
Aog[k|i]. The probability of havingj sources in the on-state Considering a finite buffer of size3, the boundary condi-
in the next time slot is thus found by multiplying.g[k[¢] UONS for m;,; become
by Aoulj — @ + kln - N — ¢], where the latter denotes the
probabl!lty of j —i+ k sources becoming active among_the B, = Z Z Mot Ay (@)
n - N —1 sources initially being in the off-state. In conclusion, ’ ’ ’
. k=max(0, B—n-N+n) l=B+n—k
we can write 4, ; as
min(i, n-N—j) The equation illustrates that there drgackets in the queue
A = Z Ao[kld] - Aonlk — i + jln - N — 1] and new packets arriveg;, ;. Thel newly arrived packets
! ensure, that even if packets are removed from the queue
AU there areB packets in the queue after the time slot where in
min(é, n-N—j) . . K .
AW (1—r )i_k addition j new packets arrived,_ ;.
Lo 1o Finally, an equation that links; ; to the traffic load is
) needed. If no packets are lost we note that the total load out
. [(” ' N - Z.)rfjl_i“(l _ 7,01)n~1\’—k—g} (3) of the bufferis,;n- N - p/N =mn-p. This means that in mean
k—ity n —n - p wavelengths are unused corresponding to the case

B n-N

k=max(0, i—j)

k=max(0, i—j)
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where less tham packets are present in the buffer. In case of P
no loss, we therefore get 10 e ey -
n n—t 1074 ",- !,>/ //
n-(1-p) :Z Z mi, (N —i—j). (8) T R Wavelengths:
t=0 j=0 / / !

The term to the right is explained as follows. Becausg

describes the probability of having< »n packets in the queue
while j < n packets arrivej + j packets need to be treated in
the given time slot. Since there atewvavelengths available at

»

/ n=2
. n=4

107 /

i
=

Packet loss probability

the output, up tor packets can be removed from the queue. 10
However, ifi+j is less tham, thenn—(i+5) wavelengths will 0 02 04 06 08 !
be unused which happens with the probability,;. Thereby, Load per wavelength channel, p

the ngmatlon gives th_e inean numbe.r .O_f unused Wavelengm&.'? Packet loss probability versus channel load forsa44switch with
Using (8) we can find the probabilities; ;, under the seven delay lines. The mean burst length is four. Full curves are analytically

assumption that no packets are lost and that the queue Silevlated results while dots are simulated values.

is limited to B packets B/n fiber delay-lines in addition to

a direct connection without delay). To include packet loss in Ay
the model, a conditioned probability analysis is carried out as A O
in [9] to find the probabilitiess; ;, for which loss is included  P1: A ——————» 1— N

B n-N }\’ !

P2: A B
5 F=m 5, FIZZWZ‘J. (9) e

i=0 j=0 (@)

Hereby, a complete description of the buffering process is Ao A,

A
obtained and the packet loss probability for the queuing Pl: ll—b—m—\
process can be calculated.
"
: M T

. " - b
Using the above calculated transition probabilities, the ®)

i _ . 8. Two simultaneously incoming packets, P1 and P2, destined for the
packet loss prObablllty (PLR) can be found as 1-PSR Whes'f?me outlet have the same wavelength, Without converters, two fiber

PSR is the packet success probability. The PSR is given @%y lines are needed to store the packets, whereas with converters only one
the mean number of packets that leave the queue in each tieley line is needed.

slot divided by the mean number of packets destined for the
queue in each time slot; - p, giving that bursty traffic has a significant influence on the acceptable

‘ loads. With uniform traffic, a load of 0.75 is acceptable
1 G~ o (@PLR = 10719 for n = 4 [15], while for the bursty traffic
"7 Z Zmﬂ' (n—i=) situation in Fig. 7 this value is approximately 0.15. Although
the bursty traffic reduces the allowed load, it is indicated
nep that as the number of wavelengths is increased the packet
10 joss probability decreases and thereby the impact of bursty

where the nominator in the second term is the mean numbg@fic is reduced. The reason for this is the implementation of
of packets that leave the queue in every time slot. With thil'émeable wavelength converters that allows full exploitation

the traffic model describing bursty traffic conditions for th f]Erhe wzliz\_/elesngt_h domai_n b3|/ addr:essin_g err]n p% “slots” in;he
general WDM packet switch in Fig. 2 is derived. u ers; 9. © gIVES a SImplé Sc emauc that illustrates 'ow
TOWC's ease the problem of buffering and at the same time

how wavelengths are allocated to packets. Two packets (P1,
P2) arrive at the same wavelength simultaneously and are

To verify the model we compare analytic results witldestined for the same outlet. Without wavelength converters,
simulated values for a® 4 switch with7(B/n+1 = 8) delay- no wavelength assignment takes place and two fiber delay-
lines and with a mean burst lengthof four. Simulations are lines are needed to store the packets. With tuneable wavelength
carried out by using the Monte Carlo method [14] to generatenverters one of the packets can be converted to another
the arrival processes. As seen in Fig. 7 where the PLR\igvelength, i.e.,As, and thus only one fiber delay-line is
shown versus the traffic loa@, of each of then wavelength needed. Evidently, this method can be taken further. If for
channels per inlet, the results of the two methods show goedample two wavelength channels are uged= 2) and four
agreement. We, therefore, conclude that our theoretical mogatkets arrive simultanously &t and all the packets are
can be used to analyzes the influence of TOWC's on the trafflestined for the same outlet, then conversion of two packets
performance. Apart from verifying the model, Fig. 7 show® XA, is required followed by storage in two fiber delay-lines.

D. Calculation of the Packet Loss Probability

PLR=1-PSR=1— =07=0

IV. MODEL VERIFICATION
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Fiber delay-lines (@PLR

—_
<
©
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Packet loss probability

" With converters ~ (b)
\\ ; \
101 l\ , \\ Fig. 10. Complexity (a) and required number of fiber delay-lines (b) versus
10 25 40 55 70 85 100 the load per wavelength channel (@PER10—10). The switch size is 4« 4

and the parameter is the number of wavelength channels per in- and outlet.
The burstiness of each channel is two.

Fiber delay-lines

() the corresponding numbers are 86, 43, and 21. Studying these
Fig. 9. Packet Io§s probability versus the number of fiber delay lines forrumbers, we find that the product of the number of fibers in the
gﬁsmﬁzs(g; ey = o af o, nere (@) s foraload per channel of buffer and the number of wavelength channels(B/n + 1),
is almost constant for both channel loads. The size of the
space switch of the configuration in Figs. 2 and 3 depends
on this product which indicates that the space switch size
The reduction of the required number of fiber delay-lineemains constant when the number of wavelength channels is
due to the TOWC's is further verified in Fig. 9(a) and (b)ncreased. This indication is confirmed in Fig. 10(a) and holds
that give the packet loss probability versus the number ifdependent of the channel load as seen from the coinciding
fiber delay-lines for a 4« 4 switch and a burstiness of 2.curves. The figure gives the mentioned product as function
Fig. 9(a) is for a channel load g = 0.4 while Fig. 9(b) of the channel load (@PLR = 109 for a 4x 4 switch with
is for a channel load of = 0.8. In both figures the number of one, two, and four wavelength channels per in- and outlet. The
wavelength channels, is the parameter and results with an@ctual number of delay-line€3/n, is given in Fig. 10(b).
without tuneable converters are shown. Evidently, the packetrig. 10(a) shows that the space switch size will be constant
loss probability is independent of the number of wavelengtising the wavelength converters. Thus, by increasing the
channels when there are no converters. With converters, thenber of wavelength channels the throughput of the switch
packet loss probability decreases as the number of chanrfels N - p times the channel bit rate) is increased without
increase due to the buffering process described by Fig. 8. issreasing the number of gates in the space switch. We note
expected, the PLR increases as the load is increased. Adfacourse, that the component count for the total switch is
channel load of 0.4, 33 delay-lines are required in a switctot constant since for each new channel an extra TOWC is
block without converters to obtain a PLR of T8. With con- needed per inlet thus increasing the component count. On the
verters and with two and four wavelength channels, 16 andbter hand, for a fixed throughput per fiberp of say 0.8 the
delay lines are required, respectively. At a channel load of Qu8e of TOWC's together with WDM fiber delay-line buffers

V. COMPLEXITY AND THROUGHPUT ANALYSIS
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process. As an example, the switch throughput for a4
switch with four wavelength channels per in- and outlet and
seven fiber delay lines in the buffer can be increased from 160
Mb/s without converters to 64 Gb/s with tuneable wavelength
converters when a channel bit rate of 10 Gb/s is assumed.
Moreover, by using our analytical model we find, that for a
given number of fiber delay lines in the buffer, the maximum
tolerated load can be increased by increasing the number of
wavelength channels per in- and outlet. Importantly, when
using tuneable wavelength converters, the switch throughput
can be increased by increasing the number of wavelength
channels per in-and outlet without increasing the component
count of the space-switch in the configuration.
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