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ABSTRACT
Motivation: Genomic DNA regions are frequently lost or
gained during tumor progression. Array Comparative Geno-
mic Hybridization (array CGH) technology makes it possible
to assess these changes in DNA in cancers, by comparison
with a normal reference. The identification of systematically
deleted or amplified genomic regions in a set of tumors enables
biologists to identify genes involved in cancer progression
because tumor suppressor genes are thought to be located
in lost genomic regions and oncogenes, in gained regions.
Array CGH profiles should also improve the classification of
tumors. The achievement of these goals requires a methodo-
logy for detecting the breakpoints delimiting altered regions in
genomic patterns and assigning a status (normal, gained or
lost) to each chromosomal region.
Results: We have developed a methodology for the auto-
matic detection of breakpoints from array CGH profile, and
the assignment of a status to each chromosomal region. The
breakpoint detection step is based on the Adaptive Weights
Smoothing (AWS) procedure and provides highly convincing
results: our algorithm detects 97, 100 and 94% of breakpoints
in simulated data, karyotyping results and manually analyzed
profiles, respectively. The percentage of correctly assigned
statuses ranges from 98.9 to 99.8% for simulated data and is
100% for karyotyping results. Our algorithm also outperforms
other solutions on a public reference dataset.
Availability: The R package GLAD (Gain and Loss Analysis
of DNA) is available upon request
Contact: glad@curie.fr

INTRODUCTION
Array Comparative Genome Hybridization (array CGH) is a
recently developed technology based on DNA microarrays
(Pinkel et al., 1998; Snijders et al., 2001; Solinas-Toldo
et al., 1997; Ishkanian et al., 2004) and dedicated to the
investigation and mapping of changes in DNA copy number.
The array generally consists of spotted genomic sequences

∗To whom correspondence should be addressed.

inserted into bacterial artificial chromosomes (BACs), e.g.
(for ease of notation, we will refer to genomic sequences as
BACs): each sample DNA is labeled with a fluorescent dye
and the reference DNA is labeled with another fluorescent
dye. This mixture is then hybridized to the array CGH. Typical
applications of arrays CGH are cancer studies since chromo-
some aberrations frequently occur during tumor progression
(Albertson et al., 2003) and human genetic disease research
(Albertson and Pinkel, 2003; Shaw-Smith et al., 2004). In
cancer studies, tumor DNA samples are compared with a nor-
mal reference DNA sample. The normal sample should have
two copies of each genomic region (with the exception of the
non-pseudo-autosomal regions of sexual chromosomes, for
which a single copy is expected in males), whereas tumor
DNA may present a loss or gain of DNA regions. In the
simplest case, for a diploid tumor, the loss of a region will
result in there being 0 or 1 copy whereas the gain of a region
will result in there being three or more copies (the reality is
more complex because a tumor is often not diploid). Meas-
urement of the signal intensities of the reference and tumor
samples for each BAC should make it possible to determ-
ine which regions have been gained or lost in the tumor
sample.

Once a microarray has been constructed and hybridization
carried out, several steps must be completed to determine
which regions have been gained or lost: image acquisition,
image analysis (including gridding, spot addressing, spot
segmentation, spot quantification and outlier detection), sig-
nal normalization (e.g. to correct for systematic spatial or
intensity biases) and duplicate treatment (each BAC is gen-
erally spotted in several copies to make possible statistical
assessment of confidence). Once these steps have been com-
pleted, a synthetic value for the signal ratio is obtained,
corresponding to the amount of DNA in the BAC concerned
in the tumor with respect to that in the reference sample. The
regions gained and lost can then be inferred from the ratio
profile. Finally, correlation of the loss and gain profiles for
a sufficiently high number of tumor samples should provide
insight into the regions involved in tumorigenesis or tumor
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progression: oncogenes are likely to be present in the regions
gained and tumor suppressor genes in the regions lost.

In this study, we assume that signal ratios for each BAC,
such as those provided by SPOT 2.0 (Jain et al., 2002) or
GenePix (Axon Instruments, 2003) software, are available and
we focus on the problem of identifying the regions gained
and lost from the ratio profile. Let us define the status of a
homogeneous genomic region as the number of copies of the
DNA of this region (here homogeneous means that all points
in the region have the same DNA copy number) and Max-
imum Spanning Homogeneous Region (MSHR) as a region of
homogeneous DNA status bordered either by a chromosome
end or by another region of different status. Plots of BAC
ratios (in fact, we use the ratio base 2 logarithm log2-ratio)
versus BAC position (or rank) along the genome typically
generate patterns in which MSHRs should be composed of
spots distributed around a mean value that characterizes the
status (cf. Fig. 1). Two adjacent MSHRs are separated by
a breakpoint. Our approach can be broken down into two
main steps: the detection of breakpoints and the assignment
of a status to each MSHR. In some cases, a point deletion
or amplification may affect the DNA, appearing on the ratio
profile as an outlier among BACs with the same DNA status.
This special case needs a particular treatment, called outlier
detection.

In the absence of experimental biases, ratios should be
0 for double loss, 1

2 for a single loss, 1 for the normal
situation, 3

2 for a single gain and more generally n
2 for a

sample with n copies of DNA. In practice, microarray exper-
iments are subject to various sources of variation, including
differences in incorporation efficiency between the two fluor-
escent dyes, an intensity-dependent effect and a print-tip
effect, as reported by Yang et al. (2001) for expression data.
These variations create noise and bias the theoretical val-
ues. In addition, tumor biopsy samples generally contain a
mixture of normal and tumor cells, and tumor cells may
even present heterogeneity in terms of genome losses and
gains, corresponding to different stages of tumor progression;
these heterogeneities result in smaller signal gaps between
regions.

To our knowledge, only two articles have dealt with
the problem of breakpoint detection and none have con-
sidered the question of region assignment. Jong et al.
(2003) used a genetic algorithm and local optimization to
detect breakpoints. The algorithm developed by Olshen and
Vankatraman (2002) is based on circular binary segmenta-
tion, as described by Sen and Srivastava (1975). This paper
is organized as follows: we will begin by describing our
breakpoint detection algorithm; we will then present the
region assignment method, followed by a validation of our
approach based on simulations, karyotyping results, loss of
heterozygosity (LOH) (Vogelstein et al., 1989) and manually
analyzed data. Finally, we discuss the result obtained and
perspectives.

BREAKPOINT DETECTION
The problem of chromosomal breakpoint detection can be
approached by estimating a piecewise constant function defin-
ing each MSHR of the chromosome. A solution to this
problem of estimation has been proposed by Polzehl and
Spokoiny (2002), with application in two dimensions to
image segmentation. We present here the main principles of
their algorithm—adaptive weights smoothing (AWS)—and
describe how this algorithm should be applied to chromosomal
breakpoint detection with array CGH data. The AWS pro-
cedure is an iterative, data-adaptive smoothing technique that
was designed for smoothing in regression problems involving
discontinuous regression function. It is assumed that the
regression function can be approximated, e.g. by a simple
local constant model. The regression function is estimated as a
weighted maximum-likelihood estimate (MLE), with weights
chosen in a completely data-adaptive way. The algorithm
finds, around each point, the maximal neighborhood in which
the local constant assumption holds. In our case, the max-
imal neighborhood of every BAC should allow us to delineate
in a straightforward manner the MSHRs and the parametric
estimation should provide its copy number. The procedure
has a number of features of potential value for our problem:
it has been shown to preserve contrasts and edges between
regions (and should therefore detect breakpoints accurately),
it requires very little prior information about the data to model
and has a numerical complexity of nM with n the number of
points (BACs) and M the size of the maximum neighborhood.
The AWS is more general than simple piecewise constant
function estimation, but it is straightforward to restrict it to
our case.

Statistical model
Let us consider a series of N independent observations S =
{(X1, Y1), . . . , (XN , YN)} in which each Xi is valued in a met-
ric space X and determines the location (the BAC rank on
the chromosome) and each Yi is valued in another metric
space Y and is the observation at Xi (the measured log2-ratio);
the locations Xi are ordered such that X1 < · · · < Xi <

· · · < XN . We also assume that the observation Yi depends
on the location Xi via a parameter θ ∈ �, where � is a
subset of a finite-dimensional space R

d . Conditionally on
Xi = x, the random variable Yi is distributed with the dens-
ity probability function p[y, θ(x)] for some unknown θ(x) on
X valued in �. Here, we consider the local constant gaus-
sian regression model Yi = θ(Xi) + εi , where the εi are
i.i.d. N (0, σ 2). We wish to infer the function θ such that
θ is of the form θ(x) = ∑M

m=1 am1(x ∈ Xm) with dis-
joint regions X1, . . . , XM and X = ⋃M

m=1 Xm. The regions
Xm, the values am and even the total number of regions
M are unknown. Estimation of the parameter θ is a local
estimation problem in that this parameter depends on the
location.
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The AWS procedure
The approach used for the local estimation of θ is based
on local-likelihood modeling (Polzehl and Spokoiny, 2002)
and extends the AWS procedure proposed by Polzehl and
Spokoiny (2000). An iterative algorithm finds, around every
location Xi , the maximal possible neighborhood in which
the parameter θ is constant: a weight wij (0 ≤ wij ≤ 1) is
assigned to every observation Yj at Xj , which depends on the
previous step of the algorithm. The weighted MLE θ̂ (Xi) = θ̂i

is of the form:

θ̂i = argsup
θ∈�

L(Wi , θ , θ ′)

with

L(Wi , θ , θ ′) =
N∑

j=1

wij log
p(Yj , θ)

p(Yj , θ ′)
,

where θ ′ is an arbitrary point in � and Wi =
diag{wi1, . . . , wiN }.

At each iteration k, the geometric increase in h(k−1) by a
growth rate a > 1 defines a new larger neighborhood around
each Xi , which is used to calculate the MLE of θi . New
weights are calculated by means of a location penalty kernel
function Kl , which takes into account the proximity of the
Xj ’s in the neighborhood, and a statistical penalty kernel func-
tion Ks , which takes into account the comparison of two local
models. The kernels Ks and Kl are non-increasing functions
and must fulfill Ks(0) = Kl(0) = 1. Moreover, a parameter
λ controls the statistical penalty and a memory parameter
η(0 ≤ η ≤ 1) is used to stabilize the procedure. The detail
of the procedure is given below (see Polzehl and Spokoiny,
2002):

(1) Initialization: Calculate the global MLE θ̂ (0) of θ :

θ̂ (0) = argsup
θ∈�

N∑
i=1

log p(Yi , θ) = 1

N

N∑
j=1

Yj .

For every i = 1, . . . , N , set θ̂ (0)
i = θ̂ (0) and define W

(0)
i

as the unit matrix. Set k = 1.

(2) Iteration: for every i = 1, . . . , N
(a) Calculate the adaptive weights: For every point Xj ,

calculate the penalties

l
(k)
ij = |ρ(Xi , Xj)/h

(k)|2,

s
(k)
ij = λ−1

[
L

(
W

(k−1)
i , θ̂ (k−1)

i , θ̂ (k−1)
j

)

+ L
(
W

(k−1)
j , θ̂ (k−1)

j , θ̂ (k−1)
I

)] /
2,

where ρ(x, x′) is a metric in X and h(k) controls
the size of the neighborhood of each Xi .

calculate

w̃
(k)
ij = Kl

(
l
(k)
ij

)
Ks

(
s
(k)
ij

)

and define the weight w
(k)
ij as

w
(k)
ij = ηw

(k−1)
ij + (1 − η)w̃

(k)
ij .

Denote by Wk
i the diagonal matrix Wk

i =
diag

{
w

(k)
i1 , . . . , w(k)

iN

}
.

(b) Estimation: Calculate the new local MLE θ̂i
(k)

of θi

θ̂i
(k) = argsup

θ∈�

L
(
W

(k)
i , θ , θ ′) .

(3) Stopping: Stop if ah(k) > h∗, otherwise increase k by 1,
set h(k) = ah(k−1) and continue with step 2.

According to the assumption of our local constant gaussian
model we have:

θ̂i = min
θ∈�

1

2σ 2

N∑
j=1

wij (Yj − θ)2.

L(Wi , θ̂i , θ
′) =

∑N
j=1 wij

2σ 2
(θ̂i − θ ′)2.

For the local constant gaussian regression model, the AWS
procedure requires the parameter σ to be known. An estimate
of σ is given by:

IQR(Z1, . . . , ZN−1)

IQR(N (0, 1)) × √
2

, (1)

where Zi = Yi+1 − Yi and IQR defines the interquartile
range.

The results of the AWS procedure provide one estimate of θ̂i

for every i = 1, . . . , N . Based on these estimates, we define a
breakpoint as a location Xi such that θ̂i /∈ [θ̂i+1 − ε; θ̂i+1 + ε]
(in our case, ε = 10−2). Thus, a breakpoint corresponds
to the last position of an MSHR. The chromosome can be
split into N ′ + 1 MSHRs for a total number N ′ of break-
points: (X1, . . . , XB1), (XB1+1, . . . , XB2), . . . , (XBN ′+1, . . . ,
XN). Note that we apply a particular process for singularity
or outlier detection (detailed below). The procedure is run for
each chromosome separately.

AWS parameters
The procedure requires the tuning of various parameters. We
apply the exponential kernel Kl(u) = Ks(u) = exp(−u).
For the neighborhood, we have chosen h(0) = 1, a = 1.2
and h∗ = 10XN . The parameter λ has been set to the 0.999-
quantile of the χ2(1) distribution, to prevent there being too
many breakpoints. The value of η has been set to 0.5 and cor-
responds to the memory parameter of the algorithm. Polzehl
and Spokoiny (2002) suggested using the symmetric statistical
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penalty s
(k)
ij to detect fine structures, as might occur in cancer

data. Nevertheless, very fine structures, such as single ampli-
cons or deletions, may be missed and a special procedure is
proposed in the next paragraph.

Outlier detection
The AWS procedure is based on the assumption that the
maximal neighborhood on which parametric estimation can
be carried out is large compared with the distance between
two neighboring points. This procedure may therefore fail
to detect very fine structures such as a BAC located in a
MSHR for which the signal Yi differs significantly from the
expected values of this MSHR. Such a BAC is called an out-
lier (we point out that our definition of an outlier is purely
statistical, and therefore an outlier corresponds either to a
biological effect—local amplicon or deletion—or to an exper-
imental artefact). To overcome this limitation in the detection
of outliers, we have designed a special procedure based on
median-absolute-deviation (MAD) for detecting the remain-
ing outliers. It should be noted that when an outlier presents
a large deviation, it is detected at the breakpoint detection
step. This first type is called AWS outlier and is character-
ized by a location Xi such that θ̂i−1 ∈ [θ̂i+1 −ε; θ̂i+1 +ε] and
θ̂i /∈ [θ̂i−1−ε; θ̂i−1+ε] (N.B. a special treatment is applied for
starting location and ending location: if θ̂1 /∈ [θ̂2 − ε; θ̂2 + ε]
(respectively θ̂N−1 /∈ [θ̂N − ε; θ̂N + ε]) then X1 (respectively
XN ) is considered as well as an outlier). The second type of
outlier is called MAD outlier and such outliers are identified
as follows: for each MSHR, we remove all the AWS outliers;
based on the assumption that the observations Yi in an MSHR
are drawn from the normal distribution N

(
µk , σ 2

k

)
, a location

Xi for which the observation Yi lies in the α/2-quantile upper
or lower tail of the normal distribution N

(
µ̂k , σ̂ 2

k

)
is con-

sidered to be a MAD outlier (α has been set to 0.001). As we
are looking for outliers, µ̂k is estimated by the median and σ̂ 2

k

by the square of the median-absolute-deviation for robustness
considerations.

Optimization of the number of breakpoints
Our data show that despite the use of a strong statistical penalty
λ, the AWS procedure may in some cases identify break-
points which correspond to small shifts and define regions of
∼10–20 BACs. This is probably due to specific local effects
on the chromosome, unrelated to the biological variation we
want to investigate but nevertheless real. Thus, a filtering step
was added to remove these undesirable breakpoints. Before
this step, all the outliers are excluded from the analysis. The
likelihood of our data can be written as:

L =
B1∏
i=1

1

σ1
√

2π
e
− 1

2

(
Yi−µ1

σ1

)2

· · ·

N∏
i=BN ′+1

1

σN ′+1
√

2π
e
− 1

2

(
Yi−µ

N ′+1
σ
N ′+1

)2

.

We calculate the following function:

f =
N ′+1∑
k=1

(Bk − Bk−1) log
(
σ̂ 2

k

)

+ λ′
N ′∑

k=1

K(σ̂−1|µ̂k − µ̂k+1|) log(N)

with B0 = 0, BN ′+1 = N , σ̂ 2
k and µ̂k are the usual MLE of σ 2

k

and µk , and σ̂ is calculated from Equation (1). The function
f corresponds, up to an additive constant, to a penalized form
of − log L. The function K(x) is the tricubic kernel function
and takes the value [1 − (x/6)3]3 for x ∈ [0; 6] and zero else-
where. A kernel function in the penalty term is chosen mainly
to prevent the removal of true breakpoints defining a MSHR
of very small cardinality. The algorithm is then very similar
to the JOIN procedure of the GLSo algorithm proposed by
Jong et al. (2003): the breakpoint for which removal leads to
the largest decrease in the function f is eliminated and the
procedure is iterated until the function f ceases to decrease.
When a breakpoint is removed, a new larger MSHR appears
and its MAD outliers are re-evaluated.

REGION ASSIGNMENT
The purpose of the region assignment is to assign a gain, loss
or normal status to each MSHR. Our algorithm involves three
steps:

• First, for each chromosome, MSHR are grouped in
classes, each class containing MSHRs of the same
expected (but unknown) DNA copy number.

• Second, the resulting classes for all chromosomes are
clustered to produce superclasses, of same expected DNA
copy number; these superclasses are called homogeneous
chromosomal status regions (HCSR).

• Finally, each HCSR is given a label: gain, normal or loss.
An evaluation of the ratios is computed and corresponds
to different levels of gain or loss.

This two-step clustering (chromosome, then genome level)
ensures that label assignments are consistent for all clusters
within a chromosome. This refinement is necessary since the
signal measured on the array may be chromosome-dependent.

MSHR clustering by chromosome
The aim of this step is to cluster the MSHR identified on a chro-
mosome such that each cluster corresponds to a set of MSHR
with identical statuses. In practice, we do not know a priori the
number of clusters for a given chromosome, and we therefore
propose criteria for determining the most appropriate num-
ber of clusters. We do this as follows: first, we eliminate all
the outliers detected previously; then, we calculate the mean
and cardinality of each MSHR; finally, we perform hierarch-
ical clustering of the means of MSHRs with centroid criteria,

3416

D
ow

nloaded from
 https://academ

ic.oup.com
/bioinform

atics/article/20/18/3413/202264 by guest on 21 August 2022



Analysis of array CGH data

taking into account the cardinality of each MSHR. From the
dendrogram produced, we then try to find the optimal number
of clusters for chromosomes with more than one breakpoint
(if there is only one breakpoint then the chromosome has two
clusters). We successively cut the dendrogram to obtain sets
Si of clusters Ci

1, . . . , Ci
i with i = 2, 3, . . . , N∗

max (N∗
max is less

than or equal to the number of MSHR). We now use all the
points belonging to each cluster (except outliers) to calculate
the likelihood as follows:

Li =
∏

j∈Ci
1

1

σ1
√

2π
e
− 1

2

(
Yj −µ1

σ1

)2

· · ·

∏

j∈Ci
i

1

σi

√
2π

e
− 1

2

(
Yj −µi

σi

)2

.

We calculate the following function:

f ∗
i =

i∑
k=1

#Ci
k log

(
σ̂ 2

k

)

+ λ∗
i−1∑
k=1

K
(
σ̂−1|µ̂k − µ̂k+1|

)
log(N),

where σ̂ 2
k and µ̂k are the usual MLE of σ 2

k and µk , σ̂ is cal-
culated from Equation (1) and #Ci

k is the cardinality of the
cluster (N.B. the clusters are sorted in increasing order of
means). This function corresponds, up to an additive con-
stant, to a penalized form of − log Li . The optimal number of
clusters is i∗ = arginfif

∗
i . The clusters identified correspond

to HCSRs. The value of λ∗ has been set to 8.

HCSR clustering throughout the genome
The preceding step provides us with a set of HCSRs for each
chromosome. At this stage of the analysis, we now consider
globally the HCSRs of the whole genome. Based on the same
principle, we cluster HCSRs according to their means, using
the centroid agglomeration method and taking into account the
cardinality of each HCSR. We retain the number of clusters
for which the new function f ∗

i is minimal. In this case, the
minimal value of i is 1 (and for this value of i, the f ∗

i function
is calculated without the penalty term). The estimate σ̂ is cal-
culated from the data for the whole genome. For our analysis,
λ∗ has been set to 40.

Label assignment
We now have to decide which regions are normal, and which
have been lost or gained. In array CGH experiments, as in
standard microarray experiments, a bias results from dif-
ferences in dye incorporation efficiency such that, even for
normal/normal hybridization, the expected log2-ratios are not
centered around zero. Thus, log2-ratiosare median-centered
before identification of the normal DNA regions. Once cluster-
ing has been achieved for the whole genome, the cluster with

the median closest to zero is considered to be normal DNA.
Clusters with higher medians are considered to reflect gains
and those with lower values are considered to reflect losses.

VALIDATION
Validation on simulated data
We simulated 210 genomic profiles of three types: normal pro-
files, profiles displaying moderate rearrangement and profiles
displaying high levels of rearrangement. For each profile, we
generated a series of 2457 points drawn from a normal dis-
tribution with a mean of zero and an SD of 0.079, evaluated
from 12 normal/normal hybridization arrays. For moderate-
and high-rearrangement profiles, a status (loss, normal or
gain) was defined according to a three-state first-order Markov
process with a probability transition matrix:




0.99 0.008 0.002
0.0005 0.999 0.0005
0.002 0.008 0.99




and 


0.995 0.004 0.001
0.0025 0.995 0.0025
0.001 0.004 0.995




respectively. We added realistic values of 0.3 for gain status
and −0.3 for loss status to the profile generated. We also used
a Poisson process to add outliers such that the expected num-
ber of outliers in the series was 20. A value of 0.3 was either
added to the value or subtracted, with a probability of 0.5. The
global performance of our methodology was assessed accord-
ing to the following criteria: (#correctly labeled BACs+#true
positive outliers)/total number of BACs.

For both values of λ′, this criterion ranges from 98.94 to
99.84%. For a total of 1195 breakpoints, 81.9% were cor-
rectly located and 15.1% were incorrectly located, with a
maximum localization error of 3 BACs (cf. Table 1) for λ′ = 8.
For λ′ = 10, no improvement was observed because the
decrease in false positive rate did not counteract the increase
in false negative rate. A total of 278 and 283 breakpoints were
removed for λ′ values of 8 and 10, respectively. We found that
66.2% of the outliers were correctly identified (cf. Table 1).
The large number of false negatives may be accounted for by
these points being picked up in a distribution with only a small
shift (±0.3) with respect to their neighborhood.

We have estimated the resolution of our method by sim-
ulating a chromosomal profile of 200 BACs. In the middle
position, an alteration of length 1, 2, 4 or 8 has been added
with a signal mean amplitude of 0.15, 0.20, 0.25 or 0.30 and
a gaussian distribution. The SD is 0.079, as measured on our
real data. For each combination of length and signal, 1000
simulations have been done (nb the HCSRclustering step has
been ignored since we are working on only one chromosome).
The resolution is estimated both by the percentage of correctly
assigned BACs in the altered region and the number of times
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Table 1. The results for the detection of breakpoints and outliers on
210 simulated genomic profiles for two values of λ′

λ′ = 8 λ′ = 10

Total number of breakpoints 1195 1195
Number of breakpoints correctly identified 979 978
Number of breakpoints mislocated 181 178
Number of missed breakpoints 35 39
Number of additional breakpoints 26 25
Difference in position for mislocated breakpoints

1 167 164
2 13 13
3 1 1

Outlier detection
True positives 2679 2678
False negatives 1364 1365
False positives 1243 1249

We obtained 98.9–99.8% correct assignations, see text for details.

Table 2. Resolution of the method estimated on a chromosomal profile of
200 BACs depending on the length of the altered region and the signal
amplitude

Signal Length of altered region
1 2 4 8

Percentage of correctly labelled BACs
0.15 10 ± .95 9 ± .66 9 ± .47 14 ± .85
0.20 23 ± 1.33 21 ± .92 26 ± .92 56 ± 1.33
0.25 48 ± 1.58 45 ± 1.14 56 ± 1.11 90 ± .66
0.30 67 ± 1.49 69 ± 1.04 81 ± .85 97 ± .19

Percentage of altered regions
0.15 10 ± .95 17 ± 1.17 28 ± 1.42 43 ± 1.55
0.20 23 ± 1.33 38 ± 1.52 60 ± 1.55 81 ± 1.23
0.25 48 ± 1.58 70 ± 1.45 88 ± 1.04 98 ± .41
0.30 67 ± 1.49 90 ± .95 98 ± .47 100 ± 0

The performance (mean ± SD) are estimated by the percentage of correctly assigned
BACs in the altered region and the number of times that at least an alteration has been
found in this region. SD on signal ratios was estimated on real data and set to 0.079.

that at least an alteration has been found in this region. The
results are presented in Table 2 and show that a signal less
or equal to 0.2 give low performance unless the length of the
region is greater than 8 BACs and a signal greater or equal
to 0.25 give good performance. Note that the results of our
simulations depends only on the signal-to-noise ratio of the
data, that should be kept higher than approximately 2.5 to
avoid deterioration of performances.

Validation on the dataset from
Snijders et al. (2001)
We present here the results obtained with our methodology
applied to a public dataset (Snijders et al., 2001). The data
correspond to 15 human cell strains with known karyotypes
(12 fibroblast cell strains, 2 chorionic villus cell strains and 1
lymploblast cell strain) from the NIGMS Human Genetics

Table 3. The results for breakpoint detection and label assignment on 15
human cell strains (Snijders’ dataset)

Cell strain/chromosome λ′ = 8 λ′ = 10

GM00143/False 8 0
GM01524/6 Yes Yes
GM01524/False 0 0
GM01535/5 Yes Yes
GM01535/12 Yes Yes
GM01535/False 0 0
GM01750/9 Yes Yes
GM01750/14 Yes Yes
GM01750/False 0 0
GM02948/False 1 0
GM03134/8 Yes Yes
GM03134/False 4 4
GM03563/3 Yes Yes
GM03563/9 Yes Yes
GM03563/False 8 4
GM03576/False 0 0
GM04435/False 2 2
GM05296/10 Yes Yes
GM05296/11 Yes Yes
GM05296/False 8 6
GM07081/7 Yes Yes
GM07081/15 No No
GM07081/False 6 6
GM07408/False 2 2
GM10315/False 3 0
GM13031/17 Yes Yes
GM13031/False 4 4
GM13330/1 Yes Yes
GM13330/4 Yes Yes
GM13330/False 0 0

Following the / after the cell strain name is the number of the chromosome on which
a breakpoint is present or ‘False’, indicating the number of false-positive breakpoints
identified by the procedure in each cell strain. Yes means that breakpoints have been
correctly located for the chromosome under consideration. All breakpoints were detected
and all label assignments are correct except for GM07081/15 (not detected by the array
CGH technology) and BAC RP11-237j07 of GM05296. In this last case, the breakpoint
was located on the neighboring BAC.

Cell Repository (http://locus.umdnj.edu/nigms). Each cell
strain has been hybridized with an array CGH of 2276 BACs,
spotted in triplicate. The variable used for the analysis is the
test over reference log2-ratio, as described by the authors. This
dataset had already been analyzed with another algorithm;
the results obtained are presented in Olshen and Vankatraman
(2002).

Our results for breakpoint detection and label assignment
are shown in Table 3 for two values of λ′. Our algorithm
gave perfect detection of breakpoints: none was missed in the
nine cell strains that had breakpoints. For strain GM05296,
the first breakpoint of chromosome 10 was detected on BAC
RP11-14i14 instead of RP11-237j07, which immediately
follows it: visual checking showed that the conclusion in
favor of BAC RP11-237j07 was far from clear. The number
of false-positive breakpoints decreases dramatically if the
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value of λ′ is increased from 8 to 10. However, for some
cell strains, false-positive breakpoints remain (especially for
GM00143 and GM03563): such false-positive breakpoints
may result from local trends on the chromosome (a BAC
effect or a drift along the genome can be observed, even for
normal/normal hybridizations). Similar false-positive break-
points were reported by Olshen and Vankatraman (2002) for
the cell strain GM03563, on chromosome 11. All label assign-
ments were correct, except for the monosomic region on
chromosome 15 of GM07081, which was not detected by
array CGH technology (Snijders et al., 2001). For cell strains
GM04435, GM07081 and GM07408, our algorithm identi-
fied a small monosomic region (although karyotyping did not
show this region to be monosomic) of two BACs on chro-
mosome 8 (RP11-122N11 and RP11-287P18), corresponding
to the region identified in strain GM03134. If we compare
our results with those obtained by Olshen and Vankatraman
(2002), our algorithm gave fewer false-positive breakpoints.
For cell strain GM03134, our algorithm identified the small
monosomic region on chromosome 8 whereas Olshen and
Vankatraman (2002) did not identify this region. For cell strain
GM01535, Olshen and Vankatraman (2002) did not find the
monosomic region consisting of a single BAC located at the
end of chromosome 12, whereas this BAC was detected as an
AWS Outlier by our algorithm.

Validation on bladder cancer data
We have applied our algorithm to bladder cancer data from
tumors collected at Henri Mondor Hospital (Créteil, France)
(Billerey et al., 2001) and hybridized on arrays CGH com-
posed of 2464 BACs (F. Radvanyi, D. Pinkel et al., unpub-
lished data). The data consist of 13 arrays CGH experiments
(using DNA from 13 different bladder tumors with the follow-
ing stages-grades: 1 T1G2, 1 T1aG3, 1 T2G2, 2 T3G3 and
8 T4G3) hybridized according to Pinkel’s protocol (Pinkel
et al., 1998) (Table 4). Images were analyzed with SPOT
2.0 software (Jain et al., 2002). A pre-processing step was
used to remove poor-quality spots. Spots with a reference sig-
nal intensity (and DAPI signal intensity) below 125% of the
background reference signal (DAPI signal) were discarded.
Triplicates with an SD of log2-ratio >0.1 were removed
from the analysis and spots located in areas of spatial bias
(unpublished data) were also eliminated. The value used is
the mean for each BAC of the Log2Rat variable calculated
by SPOT 2.0, which corresponds to the test over refer-
ence log2-ratio (as each BAC was spotted three times on
the array CGH). For our data, the karyotype is unknown.
Thus, we mainly focused on breakpoint detection validation
on the basis of visual expertize. Nevertheless, supporting evid-
ence for the location of breakpoints was provided by LOH
analysis.

Based on visual expertize, AWS smoothing gave an excel-
lent fit to the CGH profile (cf. Figs 1 and 2) and this algorithm
seems highly appropriate for array CGH analysis. Despite the

Table 4. The results for the detection of breakpoints and outliers on
13 bladder tumor genomic profiles for two values of λ′

λ′ = 8 λ′ = 10

Total number of breakpoints 267 267
Number of breakpoints correctly identified 251 245
Number of breakpoints mislocated 7 7
Number of missed breakpoints 9 15
Number of additional breakpoints 9 8
Difference in position for mislocated breakpoints:

1 6 6
2 1 1

Performances are similar to those of a human expert.

small number of errors observed, the optimization proced-
ure for incorrect breakpoint removal is necessary to remove
false positives. A total of 108 and 116 breakpoints were
removed (for λ′ = 8 and 10, respectively), even though
some were of biological interest. For four tumors, label
assignment was highly problematic, even from visual expert-
ize. These tumors corresponded to high-stage and high-grade
tumors (1 T2G2 and 3 T4G3) with many genome rearrange-
ments. Indeed, signal variation at breakpoint may be blurred
by several biological limitations of the technology: tumor
biopsy samples generally contain a mixture of normal and
tumor cells, and cells within a tumor may display differ-
ences in genomic losses and gains, a phenomenon known
as tumor heterogeneity. Moreover, aneuploidy may affect
several chromosomes differently. These limitations make
breakpoint detection and label assignment difficult. For the
other nine tumors, label assignment was consistent with visual
expertize.

These 13 bladder tumors had been assessed for LOH
on chromosome 10, using polymorphic markers (Cappellen
et al., 1997). Although CGH and LOH studies do not provide
the same information (Albertson et al., 2003), the results
of the two studies were consistent: the regions of gains
and losses detected by array CGH correspond to regions of
allelic imbalance detected with polymorphic markers. For
example, Cappellen et al. (1997) found an allelic imbalance
for polymorphic markers between D10S185 and D10S168 on
chromosome 10 of tumor 1533e: these markers are located
between BACs RP11-9M11 (Position 1402) and RP11-32I9
(Position 1431), which delineate the lost region detected by
array CGH for the same tumor (cf. Fig. 2).

A region of amplification including the CCND1 (cyclin D1)
gene was detected on the long arm of chromosome 11 for
tumor 1533e (cf. Fig. 2). Interestingly, the breakpoints defin-
ing this previously identified region on chromosome 11 of
tumor 1533e were also detected in the peritumoral urothe-
lium of the patient concerned, although the mean log2-ratio
of this region was only 0.25 (data not shown), demonstrating
the sensitivity of our method.
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Fig. 1. Genomic profile of bladder tumor 824 (T1G2) according to our methodology: the breakpoint detection step makes it possible to
calculate the piecewise constant function, in black, and to detect outliers; during the region assignment step, a two-step clustering process
groups together regions of same status and then assigns a label (gain, normal or loss) to each region. The vertical gray dashed lines indicate
the separation between chromosomes. The horizontal axis shows the rank position of each BAC along the genome and the vertical axis shows
the tumor/normal log2-ratios after median centering.

DISCUSSION
We present here a new methodology for breakpoint detection
and status assignment to each BAC in a array CGH exper-
iment. Our algorithm is highly efficient with both simulated
and manually analyzed data. For real data, our results are sim-
ilar to those obtained by a human expert. On a public dataset,
our algorithm outperformed the method described by Olshen
and Vankatraman (2002). Simulated data are also correctly
analyzed by our method: in most cases, missed breakpoints
or outliers were not detected properly simply because the
randomization procedure gave them signal ratios far from
the expected ratios of their class of origin. In such cases,
the available information is insufficient for the correct detec-
tion of breakpoints or outliers from the data, whatever the
algorithm used.

The AWS procedure correctly detects large regions but also
accurately fits data for both fine structures and small local
effects. Local effects have been already reported by Olshen
and Vankatraman (2002), consisting of regions of the genome
showing a recurrent bias in the signal ratios confirmed on

normal/normal hybridization (N/N) (data not shown): in our
data, the strongest local effects were observed on chromosome
6 and chromosome 13. Both involved a shifting down of the
tumor signal with respect to the normal signal. With homo-
geneous biological samples (e.g. cell lines), a local effect
generally induces a much smaller shift than a gain or a loss of
DNA. However, tumor biopsy samples are generally a mix-
ture of normal and tumor cells and thus, heterogeneity reduces
shifts, making it difficult to distinguish a biological effect from
a local effect, leading to the identification of false-positive
breakpoints. This suggests that an ad hoc procedure should
be developed to eliminate such biases.

From our experience with normal/normal hybridizations,
this local effect and other sources of variation, such as a
BAC effect, appear to be array-dependent, rather than sys-
tematic. One solution is to flag the regions or BACs subject
to such biases and to consider them with caution. More gen-
erally, this problem raises the question of array CGH data
normalization and shows that breakpoint detection and label
assignment are closely linked to the normalization step. Our
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Fig. 2. Profiles for chromosomes 10 and 11 for the bladder tumor 1533e (T4G3). The vertical red dashed lines indicate the breakpoints and
the vertical black double arrow indicates the centromere. The horizontal axis indicates the rank position of each BAC along the genome and
the vertical axis indicates the log2-ratios after median centering.

findings also show that normalization should be carried out
with an adaptive (array-dependent) algorithm. In this study,
we simply applied a filter based on spot quality control criteria
and removed abnormally high log2-ratios measured in some
areas of the array, referred to as spatial biases (generally an
edge or corner effect). Further improvements to normalization
are envisaged and will form the subject of another publication.
The biological significance of the outliers detected must be
considered carefully for several reasons: first, natural poly-
morphisms may result in outliers, as shown in some cases on
normal/normal hybridizations. These particular clones must

therefore be flagged (such polymorphisms have been observed
in our data). Second, some BACs may systematically display
aberrant behavior. Finally, some BACs may have been mis-
located on the genome: between two consecutive versions of
the draft sequence, some BACs may be transferred from one
position on a chromosome to another.

When using our algorithm, several parameters must be set:
the main parameters are the statistical penalty λ for the AWS
procedure, the λ′ value for optimization of the number of
breakpoints and λ∗ in the two-step clustering step. We have
set these values empirically based on our own data, but when
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applying our method to arrays CGH obtained on another
platform, it may be necessary to modify these parameters and
a model selection step may be required (array replicates and
normal/normal arrays are particularly useful at this stage).

Although breakpoint and outlier detection are entirely
satisfactory with our method, label assignment is much more
difficult. Several phenomena make it difficult to classify
regions correctly into three classes (loss, normal and gain),
not to mention to assign a number of DNA copies to a
region. We have already raised the problem of sample het-
erogeneity. In cases of polyploidy, a single loss results in
mathematically smaller shifts. In situations in which label
assignment is problematic, the use of other sources of bio-
logical knowledge, such as genotyping, is likely to improve
performance.

Although our methodology requires further improvement,
it already provides new materials for the large-scale analysis
of array CGH profiles and makes it possible to envisage fur-
ther analysis. Indeed, the segmentation of CGH profiles and
the assignment of statuses to BACs are required for more
advanced transverse analysis in sets of patients: detection of
regions recurrently lost or gained, unsupervised and super-
vised classification based on the CGH profile, integration of
the genome and transcriptome profiles for the identification of
new genes involved in tumorigenesis and/or tumor progres-
sion. This work should lead to new insight valuable for clinical
research and cancer treatment. Our work was driven by and
applied to cancer array CGH analysis but can also be applied
to any genetic disease involving deletion or amplification in
genomic DNA.
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