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Abstract

In Optical Burst-Switched (aka, OBS) networks, the limitation of optical buffering devices make it impractical

to deploy conventional delay-based differentiation algorithms such as Active Queue Management, Weighted Fair

Queuing, etc. Furthermore, since only the delay that appears due to the burst-assembly process constitutes a variable

quantity (all the other sources of delay are mostly fixed), it is then reasonable to make use of the burst-assembly

algorithm to provide class-based delay differentiation.

The aim of the following study is two-fold: first it defines an average assembly delay metric, which represents

the assembly delay experienced by a random arrival at the burst assembler of an edge OBS node; and secondly, this

metric is used to define and configure a two-class burst-assembly policy which gives preference to high-priority traffic

over low-priority packet arrivals.

The results show that, (1) tuning the parameters of the two-class assembly algorithm, the two classes of traffic

exhibit different burst-assembly delay; and, (2) such parameters can be adjusted to provide a given differentiation

ratio in the light of the proportional QoS differentiation approach proposed in the literature. A detailed analysis of

the two-class assembly algorithm is given, along with an exhaustive set of experiments and numerical examples that

validate the equations derived.

Index Terms

Optical Burst Switching; size-based burst assembly algorithm; average assembly delay; proportional delay-based

service differentiation.

I. INTRODUCTION AND MOTIVATION

Dense Wavelength Division Multiplexing (DWDM) has boosted the amount of available raw bandwidth provided

in core networks, since multiple wavelengths, each in the order of Gigabits/sec, can be used for the transmission

of data traffic over the same optical fibre [1]. In this light, the research community has proposed the Optical Burst

Switching (OBS) paradigm as a cost-effective approach for the maximum utilisation of such raw bandwidth at a

moderate computational cost [2], [3], [4], [5].

In OBS networks, packets are assembled into large-size optical bursts at the ingress nodes of the optical network.

Once a data burst is completed, its Burst Control Packet (or BCP) is generated and transmitted. The role of the BCP

is to advertise each intermediate node of the imminent data burst arrival, and reserve resources for its allocation and

switching at each node in the source-destination path, on attempts to reduce burst contention [2]. The time difference

between the BCP and its associated data burst is known as offset time, and must be an amount of time enough

to allow O/E/O conversion and processing at each intermediate node. After all intermediate nodes are configured

properly, the data burst is transmitted all optically, thus suffering only propagation delay.

In this light, packets traversing an OBS network suffer two main types of delay: burst-assembly delay and offset

delay, since propagation delay is almost negligible compared to the other two. The former comprises the time that

packets spend until the optical burst is completed, and is typically governed by the burst-assembly policy set by the

network administrator. On the other hand, the offset delay is typically fixed by the network topology and is rarely

modified.
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Hence, the variability of packet delay in OBS networks is mainly due to the burst-assembly algorithm employed

at the ingress nodes, since all the other sources of delay are constant. The research community has proposed

several burst-assembly algorithms, mainly focusing on either limiting the burst-release time (see the timer-based

algorithms [6]), or sizing the outgoing burst to a fixed value (see [7]), or a combination of both [8], [9]. The reader

is referred to [10] for a detailed analysis of the burst-assembly delay suffered by each packet in a burst under any

of the above burst-assembly policies.

As shown in [10], the delay of each packet is typically determined by its relative position within the burst, that

is, if a packet arrives when a burst is almost completed, it suffers less delay than if it arrives when the burst is

still empty. This characteristic of OBS networks can be exploited to provide Quality of Service to applications and

services, a key aspect in the engineering of the Next Generation of Internet.

In the light of this, the Proportional Differentiation approach proposed in [11] brings a simple but powerful

mechanism that ensures QoS differentiation (not absolute QoS guarantees) between different types of traffic.

Essentially, different applications and services are classified into classes of traffic, which are proportionally benefited

or prejudiced against other classes according to some metric, typically loss or delay.

The research community has pointed out that the mechanisms employed for QoS differentiation in OBS must be

different to those employed in conventional IP networks, and need to be designed carefully. The reason for this is

that most of the existing techniques to implement QoS in IP routers, say Active Queue Management, Weighted Fair

Queuing, etc [12], [13], [14] rely on the use of buffering to provide different treatment to different traffic classes

or flows. However, in OBS, optical buffering is much more limited and costly than in the electronic domain, and

Quality of Service has to be implemented without their help.

Concerning QoS differentiation in OBS networks, most of the mechanisms presented in the literature focus on

the blocking probability observed by different classes of traffic as they traverse the network. For example, as shown

in [15], [16], the offset time can be used to reduce the blocking probability for high-priority classes, an approach

which is further extended and formalised in [17] with the class isolation theorem. A slightly different approach

is proposed in [18] at which all incoming bursts within a given time window are grouped up first, then sorted

based on priority, and finally scheduled following such arrangement. However, this mechanism requires the use of

extra offset, which substantially increases the end-to-end delay suffered by packets in the burst. This may not be

acceptable for real-time applications. Alternative mechanisms based on higher-priority bursts overriding previous

low-priority reservations either partially (segmentation) or totally (preemption) have also been proposed to reduce

the blocking probability of high-priority traffic [19], [20].

However, little attention has been paid to providing delay-based service differentiation which is key for certain

applications such as online gaming, telephony over IP, videoconferencing, etc. In fact, some of those applications

can tolerate some level of packet loss and, therefore, a given guarantee of blocking probability is less important.

In this light, since the majority of delay is due to the burst-assembly process and the offset time, and the latter

is typically set by the network topology and cannot be modified, the only possible way to address delay-based

class differentiation is to make use of the burst assembly process. Furthermore, the offset delay can be totally or
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partially removed just by sending the BCP packet with an estimate of the final burst size and expected release time,

even before the data burst is actually completed (see [21], [22]). To the best of the authors’ knowledge, only [10]

proposes a mechanism to bound the maximum burst assembly delay experienced by packets that belong to different

traffic classes. Although the maximum assembly delay is a good metric to define delay differentiation between

different classes of traffic, it poses one main problem: This metric says nothing about the actual delay experienced

by packets in each class. In this light, it may well happen that low-priority packets experience less delay, on average,

that high-priority packets although the latter satisfies a more restrictive maximum delay bound. Thus, in practice, it

is more interesting to define QoS mechanims based on “average delays” rather than “maximum delays” experienced

by packets, since this gives a more realistic view of the actual delay experienced by the packets of the same class.

The contribution of this paper is thus two-fold: First, it describes the concept of average assembly delay observed

by packets in a burst; and secondly, it uses this metric to define a two-class burst-assembly algorithm that provides

proportional QoS delay differentiation. This algorithm is mathematically analysed in detail, and further validated

with simulation experiments and numerical examples.

II. ANALYSIS OF AVERAGE BURST-ASSEMBLY DELAY

This section addresses the concept of “average burst-assembly delay” and its mathematical formulation and

analysis. Clearly, the assembly delay experienced by the packets depends on their relative position within the burst.

That is, under a size-based burst assembly policy, the first packet in a maximum of N must wait for N − 1

subsequent arrivals, which is very likely to be much larger than the assembly delay experienced by the last packets

in the burst. However, it is also possible that the first packet in a, say for instance, 5-packet burst suffers less delay

than the second packet in another (different) 5-packet burst since it happened that the four subsequent packets in

the first burst arrived closer in time, whereas in the second burst, the three subsequent packets did not arrive so

close together and took longer. For this reason, it is interesting to obtain an “average burst-assembly delay” metric

that takes into account all these situations, and provides a measure of the assembly delay that packets experience

on average in a sized-based burst-assembly policy.

A. Notation and preliminaries

Let packet arrivals be assumed to follow a Poissonian process at the OBS burst-assembler, as it is the case for

highly-multiplexed core Internet traffic [23]. For notation purposes, we shall assume that the first packet arrives at

time t1 = 0, the second packet arrives at time t2 = x1, the third packet arrives at time t3 = x1 + x2, and so forth.

Clearly, the random variables xi denote the inter-arrival times between the i-th and the i + 1-th packets, as shown

in figure 1. The xi values are assumed to be exponentially distributed with rate λ = 1/E(X) (Poisson assumption).

Therefore, the i-th packet in a total of n + 1 arrivals suffers a burst-assembly delay given by ti =
∑n

k=i xi.

The last packet in the burst (packet number n + 1) suffers no burst-assembly, since no subsequent data packets are

expected.
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Fig. 1. Notation

Let zn+1 denote the average burst-assembly delay suffered by the packets in a burst of n + 1 packets, that is,

the burst-assembly delay that a packet would suffer if it falls randomly in such burst. This value is given by:

zn+1 =
1

n + 1
[(x1 + . . . + xn) + (x2 + . . . + xn)

+ . . . + (xn−1 + xn) + xn] =
1

n + 1

n
∑

j=1

jxj (1)

The following studies the probability density function (PDF) of the random variable zn+1, that is, fzn+1
(t), t > 0.

B. Probability density function of zn+1

To obtain the PDF of zn+1, it is first worth noticing that the random variable (j/(n+1))xj ∼ exp(λ(n+1)/j).

Thus, the average burst-assembly delay is just the sum of n exponentially distributed random variables, with

decreasing parameter λ(n + 1)/j, with j = 1, . . . , n. The easiest way to proceed makes use of the moment

generating function.

Recall that the moment generating function of an exponentially distributed random variable x with parameter θ

is Mx(s) = (1− s/θ)−1. Hence, the moment generating function of zn+1 is the product of the moment generating

function of each component in the sum given by eq. 1, due to the independence of the xj random variables, i.e.:

Mzn+1
(s) =

n
∏

j=1

1

1 − j s
(n+1)λ

(2)

which can be decomposed into partial fractions:

Mzn+1
(s) =

n
∑

j=1

Aj

1 − j s
(n+1)λ

(3)

whereby the Aj coefficients must be thus computed. By inspection, it can be shown that the Aj coefficients take

the following values:

Aj =





n
∏

k=1,k 6=j

(

1 −
k

j

)





−1

(4)

for j = 1, . . . , n. Accordingly, eq. 3 can be tranformed back to:

fzn+1
(t) =

n
∑

j=1

Aj

λ(n + 1)

j
e−

λ(n+1)
j

t (5)
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for n = 1, 2, . . ..

The mean and variance arise easily from:

E(zn+1) = E

(

1

n + 1

n
∑

k=1

kxk

)

=
1

n + 1

n
∑

k=1

kE(xk) =
n

2λ
(6)

Var(zn+1) = Var

(

1

n + 1

n
∑

k=1

kxk

)

=
1

(n + 1)2

n
∑

k=1

k2Var(xk) =
n(2n + 1)

6(n + 1)λ2
(7)

since E(xk) = 1
λ

and Var(xk) = 1
λ2 .

C. Validation

In this first experiment, we have simulated the generation of optical bursts with a maximum of Nmax ∈ {2, 4, 6, 8}

packets in each burst, assuming the arrival rate of λ = 8 packets/sec. We have further evaluated the PDFs for z2,

z4, z6 and z8 analitically, following the equations derived in the section above, and plotted them together with the

histograms of the assembly delay of randomly chosen packets obtained via simulation (see figure 2). As shown,

both the theoretical PDF given by eq. 5 and the simulated average burst-assembly values perfectly match.

Interestingly, as the number of packets in a burst increases, the average burst-assembly delay also increases.
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10
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1(t

)

n=2

Theor.
Sim.

0 0.5 1
0

2

4

6

8

10

t

f z n+
1(t

)
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t
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)
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Fig. 2. Probability distribution of z2 (top-left), z4 (top-right), z6 (bottom-left), z8 (bottom-right).
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As shown, for bursts with only two packets in it, the first packet experiences a burst delay of x1 ∼ exp(λ),

whereas the second (and last) packet experiences zero delay. Thus the average-burst assembly delay is exponentially

distributed with rate λ/2 (fig. 2 top-left). When the maximum number of packets per burst increases, the average

burst-assembly delay also increases and becomes more variable, as shown in the remaining plots of fig. 2. Essentially,

the average delay mean and variance observed by random packets in a burst increases with the number of packets

in each burst (eq. 6 and 7).

The next section shows how to apply these results to define a two-class size-based burst-assembly strategy to

provide delay-based service differentiation between different QoS classes of traffic.

III. ANALYSIS OF BURSTS WITH TWO SERVICE CLASSES

The above has introduced the random variable zn+1 which constitutes a measure of the “average assembly delay”

experienced by packets arriving randomly at a given edge OBS node that employs a size-based assembly policy

with n+1 packets per burst. Essentially, zn+1 considers the assembly delay contribution of all packets in the burst

and computes an average of such values. Clearly, the first arrival suffers much more delay than the last arrival, but

since packets arrive randomly at the burst assembler, zn+1 gives a measure of the average assembly delay.

As shown in eq. 6, the expectation of such average delay grows linearly with the number of packets in a burst

n + 1. Therefore, the policy of generating large-size data bursts, although it tends to maximise the utilisation of

the raw bandwidth available by the DWDM physical layer, it may result harmful to certain applications due to the

excessive burst-assembly delay of the first arriving packets. In this light, it is challenging to find a burst-assembly

policy that trades off such two aspects: link utilisation and delay. In other words, it is key to define a mechanism

that maximises the size of transmitted data bursts, but at the same time is somehow friendly with delay-sensitive

applications.

In today’s Internet, the majority of applications belongs to the so-called elastic applications, which means that

they tolerate large delays (but not excessive). Examples include: web-browsing, emailing, file sharing, etc. However,

the Internet also carries a small amount of traffic that belongs to real-time applications, which are delay-sensitive

and whose performance is highly degraded if the end-to-end delay exceeds a certain value. Examples of these are:

multimedia streaming, online gaming or Internet telephony. In this light, if the burst assembler is configured to

output small data bursts, although the delay constrains of high-priority traffic is met, the amount of processing and

O/E/O conversions per unit of data increases, thus leading to small utilisation levels of the OBS network. This

problem is particularly harmful if high-priority traffic constitutes only a small portion of the total traffic (which

is true most of the times), since it may well happen that a burst assembler generates a small-size data burst on

attempts to reduce assembly delay, but none of the actual data packets in it are of high priority.

To solve this problem, a two-class size-based (Nl, Nh) burst-assembly policy can be defined, with two size

thresholds proposed: Nl and Nh. The former controls the maximum number of packets in the burst assembled after

a low-priority packet has arrived, whereas the latter regulates the maximum number of packets in the burst after

a high-priority arrival. For example, let Nl = 10 and Nh = 4, and let the first packet arrival be of low priority.
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Such low-priority arrival sets the maximum number of subsequent arrivals to Nmax = Nl = 10 packets. Hence, if

no high-priority packets arrive within the subsequent 10 packets, the final burst size would be Nburst = 11 packets.

However, if the second arrival is of high-priority, this sets the maximum burst size to Nmax = 4, leading to a

final burst size of Nburst = 2 + 4 = 6 packets. Therefore, the total number of packets in a burst always satisfies

Nburst = min(Nl + 1, h1 + Nh) where h1 denotes the position of the first high-priority packet arrival.

With this policy, high-priority packets are benefited against low-priority packets since they have the right to

shorten the final burst size on attempts to reduce their expected average assembly delay. Indeed, on average, high-

priority packets occupy the latest positions in the burst, which are the ones that exhibit less burst-assembly delay.

On the contrary, low-priority packets are stored in the former positions of a burst, thus suffering more assembly

delay than high-priority packets. The following analyses the average assembly delay, as defined in the previous

section, experienced by high- and low-priority packets following such policy.

Again, packet arrivals shall be assumed to follow a Poissonian basis with rate λ. The value ph denotes the

probability of a packet to be of high-priority (thus 1 − ph is the probability of low-priority packet). According to

this, high-priority traffic arrives following a Poisson process with rate λph and low-priority traffic follows a Poisson

process with rate λ(1 − ph).

A. Preliminaries

Let Bi,n, denote a burst generated following the two-class (Nl, Nh) burst-assembly policy, with Nh + 1 ≤ n ≤

Nl+1 packets (high-priority and low-priority packets), and 0 ≤ i ≤ Nh+1 packets of high priority in it (see Fig. 3).

Also, let h1 ≤ Nl +1 denote the position at which the first packet of high-priority occurs, and let k = n−h1 ≤ Nh

denote the number of packets (high-priority and low-priority packets) arriving after the first high-priority packet in

the burst. Thus, h1 −1 = n−k−1 denotes the number of low-priority arrivals before the first high-priority packet.

The value of k will be very helpful in the analysis of key metrics of bursts following this assembly strategy, say:

burst size and average delay.

Fig. 3. Notation for a typical burst Bi,n

To do so, the first quantity required is P (Bi,n), that is, the probability to have a burst with n packets and i packets

of high-priority in it. Fig. 4 shows the region of integration of Bi,n which gives all the possible values over which the

random variable Bi,n is defined, namely S = {(n, i) ∈ Z×Z, Nh+1 ≤ n ≤ Nl+1, 1 ≤ i ≤ Nh+1}∪(Nl+1, 0)

(see figure 4).
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Fig. 4. Region of integration for Bi,n

Clearly, the main features of the final burst Bi,n depend on the position of the first high-priority packet h1, which

determines its size n and has a clear impact on the number of high-priority packets arriving after it, i.e. P (h1):

P (h1 = m) =







(1 − ph)Nl+1, if m = 0

(1 − ph)m−1ph, if m = 1, . . . , Nl + 1
(8)

which accounts for the probability to have h1 −1 low-priority packet arrivals and packet h1 is of high-priority. The

value P (h1 = 0) refers to the case of bursts with no high-priority packets in it: B0,Nl+1.

In order derive P (Bi,n), that is, the probability for the burst assembler to output the burst Bi,n, we consider

the conditional probabilities P (Bi,n|h1). To do so, we must take into account the following three cases (see fig. 5)

separately:

Fig. 5. Region of integration for Bi,n (separated by cases)

• Case 1 (1 ≤ h1 < Nl + 1 − Nh): The burst contains n < Nl + 1 packets in it. In this case, the number of

packets after the first high-priority arrival is k = Nh. In what follows, we shall refer to this case as early

arrival of h1, since the first high-priority packet h1 forces the data burst not to reach the maximum possible

size defined by the burst assembly policy, that is Nl + 1, packets. In this case,

P (Bi,n|h1) =

(

Nh

i − 1

)

pi−1
h (1 − ph)n−(i−1), (9)

0 < i − 1 ≤ Nh, n = h1 + Nh, 1 ≤ h1 < Nl + 1 − Nh

and zero otherwise.
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• Case 2 (Nl + 1 − Nh ≤ h1 ≤ Nl + 1): The burst contains n = Nl + 1 packets in it. In this case, k =

Nl + 1 − h1 < Nh, that is, the number of maximum possible high-priority packet arrivals depends on the

position of the first high-priority h1. This case shall be denoted as late arrival of h1, since h1 exceeds or is

equal to Nl + 1 − Nh, and the burst size is the maximum possible. In this case:

P (Bi,n|h1) =

(

Nl + 1 − h1

i − 1

)

pi−1
h (1 − ph)Nl+1−h1−(i−1),

0 < i − 1 ≤ Nl + 1 − h1, n = Nl + 1, Nl + 1 − Nh ≤ h1 ≤ Nl + 1 (10)

and zero otherwise.

• Case 3 (h1 = 0): In this case, the burst contains n = Nl + 1 packets, and all of them are of low priority. This

case shall be denoted as no arrival of h1 and follows:

P (Bi,n|h1) = 1 i = 0, n = Nl + 1, h1 = 0

and zero otherwise.

Now, we simply consider that P (Bi,n) =
∑Nl+1

j=0 P (Bi,n|h1 = j)P (h1 = j) and we obtain:

P (Bi,n) =



















(1 − ph)Nl+1, if i = 0, n = Nl + 1
(

Nh

i−1

)

pi
h(1 − ph)n−i, if 0 < i ≤ Nh + 1, n < Nl + 1

∑Nl+1−(i−1)
h1=Nl+1−Nh

(

Nl+1−h1

i−1

)

pi
h(1 − ph)Nl+1−i, if 0 < i ≤ Nh, n = Nl + 1

(11)

and zero otherwise.

B. Analysis of average burst size

The average burst size is a key metric of every burst assembly algorithm, since it is highly related to important

metrics of the global performance behaviour of the OBS network, as noted in the introduction section.

To this end, let L denote the random variable which represents the length or size (in packets) of the data burst,

and let P (L = n) refer to the probability to have a burst with n packets in it. Then,

P (L = n) =

Nh−1
∑

i=0

P (Bi,n) (12)

and

E(L) =

Nl+1
∑

n=Nh+1

nP (L = n) (13)

Also, it is interesting to analyse the number of high- and low-priority packets in a burst. Following this, let Llp

and Lhp denote the number of high- and low-priority packets respectively in a given burst. The probability to have

i packets of high-priority in a burst must consider all possible bursts Bi,n regardless of its actual size n. Thus:
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P (Lhp = i) =







P (B0,Nl+1), i = 0
∑

n P (Bi,n), 0 < i ≤ Nh + 1
(14)

Similarly, the probability to have j packets of low-priority in a burst is given by:

P (Llp = j) =







P (B0,Nl+1), j = Nl + 1
∑

n P (Bn−j,n), 0 ≤ j < Nl + 1
(15)

Finally, the average number of high- and low-priority packets in a burst are given by:

E(Lhp) =

Nh+1
∑

i=1

iP (Lhp = i) (16)

E(Llp) =

Nl+1
∑

j=1

jP (Llp = j) (17)

which just weights the number of high- and low-priority packets in each burst times the probability to have such

burst.

C. Analysis of average delay

This section analyses the delay experienced by the high- and low-priority packets in a burst assembled following

the two-class burst-assembly strategy. To do so, let Dhp
Bi,n

denote the random variable which represents the delay

experienced by the high-priority packets in the burst Bi,n. And, let Dlp
Bi,n

denote the same metric, but for low-priority

packets.

Additionally, let xl, l = 1, . . . , n denote the interarrival time between the l-th packet and the l +1-th packet, and

that all xl are exponentially distributed with rate λ = 1
E(xl)

.

The goal is to derive the average delay experienced by high- and low-priority packets in a given burst Bi,n with

its first high-priority packet located at position h1. Then, this value must be weighted with the probability of such

packet to occur in that particular burst.

First of all, it is straightforward to derive the average delay experienced by the low- and high-priority packets

for a burst with no high-priority packets in it, that is, B0,Nl+1:

Dhp
B0,Nl+1

= 0 (18)

Dlp
B0,Nl+1

=
1

Nl + 1

Nl
∑

l=1

lxl (19)

if h1 = 0.

with mean values, conditional to h1:

E(Dhp
B0,Nl+1

|h1 = 0) = 0 (20)

E(Dlp
B0,Nl+1

|h1 = 0) =
Nl

2λ
(21)
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Obviously, the delay for low-priority packets in this case is the same as the average delay of a burst with Nl +1

packets described in the previous section, zNl+1.

Let us consider a burst Bi,n generated by the two-class burst-assembly algorithm whose first high-priority packet

is located at position h1, and let us first concentrate on the analysis of the average delay experienced by the

high-priority packets. Clearly, Dhp
Bi,n

must take into account two components (see fig. 6):

Fig. 6. Analysis of delay for high-priority packets

• The first packet (high-priority), which arrives at position h1, suffers a total delay of k = n− h1 exponentially

distributed interarrivals:

h1+k−1
∑

l=h1

xl

• The subsequent i − 1 high-priority packets are located randomly in the following k positions and observe an

average delay of:

zk =
1

k

h1+k−1
∑

l=h1+1

(l − h1)xl

each of them. This makes use of the definition of average delay of a packet in burst of k packets, which is

exactly what the high-priority packets observe in the latest k positions of the burst.

Thus, the random variable Dhp
Bi,n

, which represents the average delay observed by the i high-priority packets, is

the weighted sum of the two components:

Dhp
Bi,n

=
1

i

(

h1+k−1
∑

l=h1

xl + (i − 1)
1

k

h1+k−1
∑

l=h1+1

(l − h1)xl

)

(22)

where the term 1
i

weights the result over the total number of high-priority packets i and 0 < h1 ≤ Nl + 1.

It is easy to compute its mean value given the linear properties of the expectation operator:

E(Dhp
Bi,n

|h1) =
1

i

(

h1+k−1
∑

l=h1

E(xl) + (i − 1)
1

k

h1+k−1
∑

l=h1+1

(l − h1)E(xl)

)

=
1

i

(

k

λ
+ (i − 1)

k − 1

2λ

)

(23)
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since E(xl) = 1/λ. It is also worth remarking that:
(

∑k−1
i=1 i

)

= (k−1)k
2 .

The above holds for both the cases of early arrival and late arrival of h1, with 0 < h1 ≤ Nl + 1. In the case of

early arrival, the value of k = Nh, whereas in the case of late arrival, k = Nl + 1 − h1.

For the analysis of Dlp
Bi,n

with h1 > 0, again, the total contribution to delay by the low-priority packets is

analysed separately with the following two cases (see fig. 7):

Fig. 7. Analysis of delay for low-priority packets

• The first packets until h1 are of low priority and contribute with delay:

h1−1
∑

l=1

lxl + (h1 − 1)

h1+k−1
∑

l=h1

xl

• The subsequent j = k − (i − 1) low-priority packets arriving after h1 contribute, on average, with:

1

k

h1+k−1
∑

l=h1+1

(l − h1)xl

each of them, as explained in the section above.

The sum of the two cases above yields:

Dlp
Bi,n

=
1

(h1 − 1) + (k − (i − 1))

(

h1−1
∑

l=1

lxl + (h1 − 1)

h1+k−1
∑

l=h1

xl +

+ (k − (i − 1))
1

k

h1+k−1
∑

l=h1+1

(l − h1)xl

)

(24)

Clearly, the value (h1 − 1)+ (k− (i− 1)) = n− i since k = n−h1. Again, using the properties of the expectation

operator:

E(Dlp
Bi,n

|h1) =
1

n − i

(

(h1 − 1)

(

h1

2λ
+

k

λ

)

+ (k − (i − 1))
k − 1

2λ

)

(25)

if 0 < h1 ≤ Nl + 1.

Again, the above holds for both the cases of early arrival and late arrival of h1. In the case of early arrival, the

value of k = Nh, whereas in the case of late arrival, k = Nl + 1 − h1.
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Now, to obtain a measure of the average delay of high- and low-priority packets, the next step is to weight the

delay results obtained for every possible burst times the probability of a packet to to actually appear in such burst.

For high-priority packets, this is:

Dhp

(Nl,Nh) =

∑Nh+1
i=1

∑Nl

n=Nh+1 Dhp

Bi,n|h1=n−Nh
iP (Bi,n) +

∑Nl+1
h1=Nl−Nh

∑Nl+1−h1

i=1 Dhp

Bi,Nl+1|h1
iP (Bi,Nl+1, h1)

∑Nh+1
i=1

∑Nl

n=Nh+1 iP (Bi,n) +
∑Nl+1

h1=Nl−Nh

∑Nl+1−h1

i=1 iP (Bi,Nl+1, h1)

=
1

E(Lhp)

(

Nh+1
∑

i=1

Nl
∑

n=Nh+1

Dhp

Bi,n|h1=n−Nh
iP (Bi,n) +

Nl+1
∑

h1=Nl−Nh

Nl+1−h1
∑

i=1

Dhp

Bi,Nl+1|h1
iP (Bi,Nl+1, h1)

)

(26)

since the value in the denominator is equal to the average number of high-priority packets E(Lhp). Following the

same reasoning for the low-priority packets:

Dlp

(Nl,Nh) =
1

E(Llp)

(

Nh+1
∑

i=1

Nl
∑

n=Nh+1

Dlp

Bi,n|h1=n−Nh
(n − i)P (Bi,n)+

+

Nl+1
∑

h1=Nl−Nh

Nl+1−h1
∑

i=1

Dlp

Bi,Nl+1|h1
(Nl + 1 − i)P (Bi,Nl+1, h1) + Dlp

B0,Nl+1
(Nl + 1)P (B0,Nl+1)

)

(27)

These give a measure of the average delay per packet of high- and low-priority packets in a burst.

The equations derived above for the average delay of high- and low-priority packets take into account all possible

cases of bursts and are difficult to handle in practice. The following sections provide a number of approximations to

such equations that are very close to real values in certain scenarios. Their validity and accuracy shall be analysed

in the experiments section.

D. Approximation for E(Dhp

(Nl,Nh))

First of all, it is worth noticing that, when Nl >> Nh, it is very unlikely to have bursts such that their first

high-priority packet arrive h1 > Nl + 1 − Nh. The case of late arrival of h1 is rare and can be removed in the

analysis of the average delay for high-priority packets. Accordingly, the average delay can be approximated to:

E(Dhp

(Nl,Nh)) ≈
1

Nhph + 1

(

Nh

λ
+ Nhph

Nh

2λ

)

(28)

that is, the first packet suffers a delay of Nh

λ
and an average of E(i) = Nhph subsequent high-priority packets

experience a delay of Nh

2λ
. The result is the weight sum of these two values.

In addition to this, if Nhph >> 1, then the effect of the contribution to the average delay of the first high-priority

packet is small compared to the other Nhph subsequent high-priority packets. In this case, we can use the following

approximation:
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E(Dhp

(Nl,Nh)) ≈
Nh

2λ
(29)

where the first packet has been assumed to contribute with Nh

2λ
delay, just like the other i− 1 high-priority packets.

However, is is worth emphasising that this only holds if Nhph >> 1.

Finally, for cases of Nl and Nh comparable, the above equation does not apply and the case of late arrival

of h1 cannot just be removed. In such case, if ph << 1, then we can assume that most bursts have none or

one high-priority packet only, and h1 is uniformly distributed accross the burst, such that the following equation

approximates better:

E(Dhp

(Nl,Nh)) ≈
Nh

λ

Nl − Nh

Nl

+
Nh

2λ

Nh

Nl

(30)

where the first term considers that the only high-priority packet lays in the first Nl − Nh positions (early arrival),

and the second term regards to the case in which it lays in the Nh latest positions (late arrival).

The accuracy of the three approximations is shown in the validation section.

E. Approximation for E(Dlp

(Nl,Nh))

Again, the exact value for the average delay of low-priority packets can approximated to a more simple equation

under certain assumptions.

For instance, if h1, that is, a truncated geometric distribution which determines the position of the first high-

priority arrival, is approximated by the mean of a geometric distribution with parameter ph: E(h1) ≈
1

ph
, the final

burst size is given by:

min(Nl + 1, Nh + E(h1)) = min(Nl + 1, Nh + 1/ph)

Thus, if ph small, then most of the packets in the burst are of low priority, and the average delay of them is

given by:

E(Dlp

(Nl,Nh)) ≈
min(Nl, Nh + 1/ph)

2λ
(31)

In spite of its simplicity, this approximation is only valid if the number of high-priority packets is much smaller

than the total size of the burst (ph << 1). A more accurate approximation can be derived as follows:

E(Dlp

(Nl,Nh)) ≈
E(h1) − 1

E(h1) − 1 + Nh(1 − ph)

(

E(h1) − 1

2λ
+

Nh

λ

)

+

+
Nh(1 − ph)

E(h1) − 1 + Nh(1 − ph)

Nh

2λ
(32)

The justification for this is the following: the first arrivals until h1 (that is, h1 − 1 packets) are of low-priority

always, and after the first high-priority packet has arrived, a total of Nh(1 − ph) low-priority packets arrive. The
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former packets see an average delay until h1 (that is, h1−1
2λ

), and a fixed value of Nh

λ
for waiting the subsequent

arrivals. Then, the arrivals after h1 experience a delay of Nh

2λ
on average. The contributions of the two sets of

low-priority packets (before h1 and after h1) are then weighted over the total number of low-priority packets in the

burst.

However, the two approximations highly depend on h1, and the approximation of the geometric distribution to

its mean: E(h1) ≈ 1/ph may lead to inaccurate results. This is analysed in the next section.

F. Validation

This section shows the validity of the equations derived for the burst size and average delay of both high- and

low-priority packets under the two-class burst-assembly strategy.

The simulation scenario considers a border OBS node at which incoming packets arrive with rate λ = 5

packets/sec. A two-class burst-assembly policy with Nl = 24 fixed and Nh variable in the range Nh = 0, . . . , Nl has

been considered. With this configuration, figs. 8 and 9 show the mean average assembly delay and average burst size

for several values of ph. The circles, squares and diamonds represent the theoretical values following the equations

above, whereas the stars represent the experimental values obtained according to the simulation parameters. In this

light, he circles should read as “low-priority”, either for average delay or number of packets, whereas the squares are

related to “high-priority” of the same metric. The diamonds denote average total burst size. As shown, in all cases,

the simulated values are contained within the theoretical shapes (circles, squares and diamonds), which concludes

that the theoretical equations derived above perfectly match the experimental results.

Those cases with high values of ph (ph > 0.25 for instance) are not practical, since in most networking scenarios,

the volume of high-priority traffic comprises only a small portion of the total traffic. However, the authors have

considered necessary to include simulations of all possible cases for validation purposes, on attempts to show the

applicability of the equations derived above over a large range of scenarios.

Fig. 10 shows the accuracy of the approximations of mean average assembly delay for high-priority traffic,

assuming several values of ph. As shown, each equation is valid in a range of cases, as explained. The approximation:

E(Dhp

(Nl,Nh)) ≈
Nh

2λ

plotted with symbol “+”, is very inaccurate and can only be applied to cases where Nhph >> 1 where the

contribution of the delay of the first high-priority packet is small compared to the contribution of the other high-

priority packets in the burst. However, such condition typically meets at scenarios with large values of ph, which

are rare in practice. A rather better approximation is:

E(Dhp

(Nl,Nh)) ≈
1

Nhph + 1

(

Nh

λ
+ Nhph

Nh

2λ

)

depicted with symbol “x”, as explained above. This approximation performs better, but degrades when Nl and Nh

are comparable, since it does not take into account the case of late arrival of h1.
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Fig. 8. Mean average delay experienced by the high-priority and low-priority packets:ph = 0.01 (top-left), ph = 0.05 (top-right), ph = 0.1

(middle-left), ph = 0.25 (middle-right), ph = 0.5 (bottom-left), ph = 0.99 (bottom-right)

Finally, the approximation:

E(Dhp

(Nl,Nh)) ≈
Nh

λ

Nl − Nh

Nl

+
Nh

2λ

Nh

Nl

depicted with dots (symbol “.”) is accurate when ph << 1, such that most bursts constain zero or one high-priority

packet only, as explained above.

Concerning the approximation of average delay for low-priority packets, fig. 11 shows the results obtained for

the cases ph = 0.01, ph = 0.05, ph = 0.1 and ph = 0.5. The first approximation, i.e.:

E(Dlp

(Nl,Nh)) ≈
min(Nl, Nh + 1/ph)

2λ

is depicted with dots (symbol “.”) and the second approximation provided:
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Fig. 9. Average burst size and average number of high- and low-priority packets per burst:ph = 0.01 (top-left), ph = 0.05 (top-right),

ph = 0.1 (middle-left), ph = 0.25 (middle-right), ph = 0.5 (bottom-left), ph = 0.99 (bottom-right)

E(Dlp

(Nl,Nh)) ≈
E(h1) − 1

E(h1) − 1 + Nh(1 − ph)

(

E(h1) − 1

2λ
+

Nh

λ

)

+

+
Nh(1 − ph)

E(h1) − 1 + Nh(1 − ph)

Nh

2λ

is shown with crosses (symbol “x”). Clearly, both approximations are valid when either ph is small (fig. 11 top-left)

or large (fig. 11 bottom-right). However, for values of ph in the range [0.05 − 0.1], the results obtained with both

approximations are far from accurate, as shown. The reason for this is that h1, which is a truncated geometric

distribution, has been approximated by the value 1/ph (the mean of a geometric distribution). The conclusion is

that the average delay observed by the low-priority packets highly depends on the arrival of the first high-priority

packet, which is variable and cannot be approximated by a fixed value. For this reason, the following numerical

example uses the exact value of E(Dlp

(Nl,Nh)) given by eq. 27 instead of any of the above approximations.

Finally, a few more interesting conclusions can be derived from figure 12. In this figure, the values of (Nl =

24, Nh = 5) are fixed, but the parameter ph varies in the range [0, 1]. Obviously, the average assembly delay
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Fig. 10. Accuracy of the assembly delay approximations for high-priority packets with simulation values: ph = 0.01 (top-left), ph = 0.05

(top-right), ph = 0.1 (bottom-left) and ph = 0.5 (bottom-right)

experienced by high-priority packets is smaller than the delay observed by low-priority packets, and the separation

between the average delay for each classes is larger the smaller the parameter ph is. However, when ph approaches

one, there is little differentiation between classes since the first-high priority packet is expected to arrive early in

the burst, thus forcing the assembly policy switch to a maximum of Nh packets after the first high-priority packet

arrival, which occurred very early. Thus, a small number of low-priority packets are fitted to the less priviledged

positions in the burst. Indeed, this can also be seen in fig. 12 bottom since most of the packets in a burst under

ph ≈ 1 condition are of high-priority.

IV. NUMERICAL EXAMPLE

As proposed in [11], the proportional QoS model assumes that a high-priority class receives a better service than

a lower priority class by means of a ratio that can be quantitatively adjusted. In our case, the QoS metric under

analysis is the burst-assembly delay and, in order to provide proportional differentiation, the relationship that must

be satisfied is the following:

E(Dlp

(Nl,Nh))

E(Dhp

(Nl,Nh))
= K (33)
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Fig. 11. Accuracy of the assembly delay approximations for low-priority packets with simulation values: ph = 0.01 (top-left), ph = 0.05

(top-right), ph = 0.1 (bottom-left) and ph = 0.5 (bottom-right)

That is, the burst-assembly policy must adjust Nl and Nh such that the average assembly delay observed by the

low-priority packets is K times larger than the same value for high-priority packets.

In this light, this numerical example considers a simulation scenario with variable values of λ and ph as shown

in fig. 13.

Essentially, this example considers a typical traffic profile at which the incoming rate of packets λ is relatively

small (around 10 packets/unit of time) during the night hours (5 p.m. until 7 a.m.), and substantially grows (until

30 packets/unit of time) within the day (8 a.m. until 7 p.m.). Also, the amount of high-priority packets increases

from 1% to 5% over the same period of time.

In this scenario, the border node makes an estimation of the values of λ and ph, using the well-known Expo-

nentially Weighted Moving Average (EWMA), giving the values of λ̂ and p̂h, which are used to determine the

appropriate parameters Nl and Nh of the two-class burst-assembly policy that meets eq. 33.

The algorithm for adjusting Nl and Nh proceeds as follows. First of all, with the estimates of λ̂ and p̂h, the

algorithm computes E(Dhp) and E(Dlp) using the approximation given by eq. 30 and the exact expression given

by eq. 27 respectively (this is because the approximation for E(Dlp) is not accurate). Given a target E(Dlp
target) the

algorithm tries sevaral values of Nl and Nh such that:
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Fig. 12. Average assembly delay (top) and burst size (bottom) under a two-class (Nl, Nh) assembly policy with variable ph

E(Dlp) ≈ E(Dlp
target)

and E(Dhp) is adjusted such that:

E(Dlp)

E(Dhp)
≈ K

After this, the values of λ̂ and p̂h are estimated continuously in order to update E(Dlp) and E(Dhp) in real-time.

Then, the sign of:

E(Dlp) − E(Dlp
target)

is used to gradually adjust Nl such that the above equation approaches zero. Then, the sign of

K −
E(Dlp)

E(Dhp)

is used to gradually adjust Nh such that the above equation also approaches zero as much as possible. With these

two mechanisms, the burstifier adjusts Nl and Nh, on attempts to maintain the proportional QoS specified regardless

of changes in the network conditions (λ and ph). This algorithm is summarised in fig. 14.
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Fig. 14. Diagram of the Algorithm for adjusting Nl and Nh

Fig. 15 shows the values of Nh and Nl estimated by the algorithm in order to guarantee the QoS ratio given by

eq. 33. Obviously, during the day, with the increase of λ, both Nh and Nl substantially increase. However, given

the fact that the ratio of high-priority increases, in order to maintain the difference between the delay observed by

high- and low-priority packets, the value of Nl goes very large (Nl ≈ 30).

Fig. 16 shows the average delay observed by the high-priority and low-priority packets over time, together with

the ratio between them. As shown, such values remain relatively constant over time (around K = 2), proving the

robustness of the burst assembly algorithm in terms of QoS guarantees regadless of changes in the environment

conditions of traffic.

April 24, 2007 DRAFT



 1 

 2 

 3 

 4 

 5 

 6 

 7 

 8 

 9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

21 

22 

23 

24 

25 

26 

27 

28 

29 

30 

31 

32 

33 

34 

35 

36 

37 

38 

39 

40 

41 

42 

43 

44 

45 

46 

47 

48 

49 

50 

51 

52 

53 

54 

55 

56 

57 

58 

59 

60 

61 

62 

63 

64 

65 

23

0 5 10 15 20
0

5

10

15

20

25

30

35
Evolution of Nh and Nl

Nl
Nh

Fig. 15. Variation of Nl and Nh as the algorithm adapts to the changing environment

V. SUMMARY AND CONCLUSIONS

This work presents a novel performance metric to measure the average delay experienced by packets during the

burst-assembly process in Optical Burst-Switched networks. Such metric takes into account both the assembly delay

of the first packet arrivals (which is relatively high) and that of the later packet arrivals (which is smaller) and

performs an average on it. Since packets arrive randomly at the burst assembler, this metric provides a measure of

the average burst assembly delay observed by packets arriving at an OBS network.

This work also proposes a new mechanism to improve the burst-assembly delay experienced by high-priority

packets, with respect to the assembly delay perceived by low-priority packets, for a typical scenario of two-class

traffic. Essentially, such two-class burst-assembly algorithm defines two burst-size limits: Nl and Nh which represent

the maximum number of packets that are accepted to arrive after a low- or high-priority arrival respectively. Thus,

the algorithm must adjust such limits on attempts to provide proportional delay differentiation between the two

classes of traffic.

The metrics defined, i.e. average assembly delay as perceived by the high- and low-priority packets are analysed

in detail for the two-class assembly algorithm, and exhaustively checked with simulations.

Finally, a numerical example is proposed to show the applicability of such two-class algorithm in a changing

environment with variable traffic conditions (incoming traffic rate and percentage of high-priority packets with

respect to total). The results show that, if correctly adjusted the burst size limits Nl and Nh, then the two-class

burst-assembly algorithm proposed outputs bursts which satisfy, on average, the quality-of-service requirements set

a priory, which proportionally benefits high-priority over low-priority packets.
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