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Analysis of Clock-Jitter Effects in Continuous-Time
�� Modulators Using Discrete-Time Models

Philip M. Chopp and Anas A. Hamoui

Abstract—This paper proposes a simple discrete-time (DT)
modeling technique for the rapid, yet accurate, simulation of
the effect of clock jitter on the performance of continuous-time
(CT) �� modulators. The proposed DT modeling technique is
derived from the impulse-invariant transform and is applicable to
arbitrary-order lowpass and bandpass CT �� modulators, with
single-bit or multibit feedback digital-to-analog converters (DACs)
employing delayed return-to-zero (RZ) or non-return-to-zero
(NRZ) rectangular pulses. Its accuracy is independent of both the
power spectrum of the clock jitter and the loop transfer function
of the �� modulator.

The proposed DT modeling technique is validated (for both in-
dependent and accumulated clock-jitter errors) against accurate
simulations in SIMULINK, using behavioral blocks developed to
directly simulate RZ or NRZ DACs with clock jitter. It is subse-
quently applied to various CT�� modulator architectures (low-
pass and bandpass, with single-bit and multibit DACs) to study the
relative effectiveness of different feedback-DAC pulsing schemes
(NRZ, RZ, RZ with fixed on-time, and RZ with fixed off-time) in
minimizing the modulator sensitivity to clock jitter. The perfor-
mance of each architecture is compared as a function of clock jitter,
thereby offering a valuable reference for selecting a rectangular
feedback-DAC pulse shape when designing CT�� analog-to-dig-
ital converters.

Index Terms—Analog-to-digital (A/D) conversion, behavioral
modeling, clock jitter, continuous-time (CT), impulse-invariant
transform, sigma-delta (��) modulation.

I. INTRODUCTION

C ONTINUOUS-TIME (CT) modulators [Fig. 1(a)]
benefit from a number of architectural advantages over

their discrete-time (DT) counterparts [Fig. 1(b)]. These include
a greater potential for low-power and high-speed operation
and an inherent suppression of aliasing and sampling errors
[1], [2]. The principal disadvantage of CT modulators
is their high sensitivity to clock jitter [3]–[6]. Clock jitter
introduces errors into: 1) the forward path, as sampling errors
at the quantizer input and 2) the feedback path, as time-delay
errors in the output pulses of the feedback digital-to-analog
converter (DAC). Sampling errors are subject to the same noise
shaping as quantization errors and, therefore, do not affect the
system performance. However, time-delay errors (which are
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Fig. 1. Block diagrams of (a) a CT��modulator and (b) a DT��modulator.

added directly to the input signal by the feedback DAC) are not
suppressed by the loop and, hence, can significantly reduce
the achievable performance of a CT modulator.

This paper proposes a simple DT modeling technique for the
rapid, yet accurate, simulation of the effect of the time-delay
errors that are generated in the feedback path of a CT mod-
ulator due to clock jitter. The proposed DT modeling technique
is based on the impulse-invariant transform, which is a standard
method for translating the frequency response of a CT filter into
an equivalent DT representation [7]. This transform has proven
to be a useful design technique for CT modulators [5],
[8], allowing designers to take advantage of the numerous tools
available for designing DT modulators.

The proposed DT modeling technique provides a high degree
of flexibility, as its accuracy is independent of: 1) the order and
noise-shaping characteristics (lowpass or bandpass) of the
modulator; 2) the pulsing scheme (RZ or NRZ) and number of
bits in the feedback DAC; and 3) the power spectrum of the
clock jitter.

This paper also develops DAC behavioral blocks to accurately
simulate the effect of clock jitter on the feedback-DAC pulses of
a CT modulator, using the SIMULINK tool. These blocks,
developed for DACs with delayed return-to-zero (RZ) or non-re-
turn-to-zero (NRZ) rectangular pulses, accurately simulate the
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effect of clock jitter by directly generating time-delay errors ac-
cording to a specified jitter spectrum. In this paper, these DAC
behavioral blocks are used to confirm the accuracy of the pro-
posed DT modeling technique.

Previously published work has analyzed the effect of clock
jitter on either single-bit lowpass [3] or single-bit bandpass [4]
CT modulators, employing RZ or NRZ feedback-DAC
pulses, or multibit lowpass [9] CT modulators, employing
NRZ feedback-DAC pulses. Reduced clock-jitter sensitivity
has been demonstrated in CT modulators that employ RZ
feedback-DAC pulses with a fixed on-time [10] or that utilize a
switched-capacitor-resistor (SCR) feedback DAC [5].

In this paper, the proposed DT modeling technique is ap-
plied to analyze the effect of clock jitter on both single-bit and
multibit configurations of bandpass and lowpass CT modu-
lators, including high-order architectures with optimally spread
noise-transfer-function (NTF) zeros. Four types of delayed rect-
angular feedback-DAC pulses are considered: 1) standard NRZ;
2) standard RZ; 3) RZ with a fixed on-time duration; and 4) RZ
with a fixed off-time duration.

This paper is structured as follows. The proposed DT tech-
nique for clock-jitter modeling is described in Section II and
its accuracy is demonstrated in Section III. The proposed DT
modeling technique is then applied in Section IV to analyze the
effect of clock jitter on various CT modulator architectures
for different feedback-DAC pulsing schemes.

II. PROPOSED DT MODELING TECHNIQUE

The impulse-invariant transform of a CT loop filter
yields a DT loop filter with an identical impulse response
and, hence, equivalent noise-shaping characteristics [8]. This
paper proposes using the impulse-invariant transform to map the
time-delay errors due to clock jitter in the feedback-DAC pulses
of a CT modulator [Fig. 1(a)] into coefficient errors in the
loop transfer function of an equivalent DT modulator
[Fig. 1(b)]. This is made possible by the fact that both the start
and end times of the rectangular pulses, generated by the feed-
back DAC of the CT modulator, are available as parameters
in the impulse-invariant transform.

Consider a feedback DAC that generates rectangular pulses of
the types illustrated in Fig. 2. Here, represents the time delay
between the start of the sampling period and the rising edge of
the DAC pulse, whereas represents the time delay between
the start of the sampling period and the falling edge of the DAC
pulse [8]. Time references and are normalized with respect
to the sampling-clock period . Ideally

for RZ pulses (1)

for NRZ pulses (2)

Furthermore, an ideal NRZ pulse incorporating an excess loop
delay of has . Using this notation, clock jitter can
be represented as an additive timing error on the nominal edges

and of the rectangular DAC pulses as

(3)

Fig. 2. Timing of the delayed rectangular pulses generated by the feedback
DAC of a CT�� modulator. Here, � is the sampling clock period.

where and represent the timing of the jittered edges of the
rectangular DAC pulse, while time-delay errors and
depend on the power spectrum of the clock jitter. Here, it is
assumed that

for RZ pulses (4)

for NRZ pulses (5)

In subsequent discussions, time index (which specifies time
) will be dropped for simplicity.

To model CT timing errors in the DT domain, the proposed
DT modeling technique develops a series of -domain error-
mapping terms, which translate the time-delay errors and

in the feedback-DAC pulses of a CT modulator into
coefficient errors in the loop transfer function of an equivalent
DT modulator. In the following, the second-order error-
mapping term is derived.

A. Derivation of the Second-Order Error-Mapping Term

Consider a DT loop transfer function . To develop its
equivalent CT loop transfer function using the impulse-in-
variant transform, the first step is to split into its con-
stituent terms by way of a partial fraction expansion. An ex-
ample of a second-order term that can result from such an ex-
pansion is

(6)

If and represent the start and end times of the feedback-DAC
pulses (Fig. 2), then in (6) can be transformed into the
CT domain using a impulse-invariant transform with
nominal pulse-edge timing and , as

(7)

where

The objective here is to modify the nominal loop transfer func-
tion , such that the loop response of the DT modulator
is identical to the loop response of its equivalent CT modu-
lator, when the feedback-DAC pulses of the CT modulator
are degraded by time-delay errors due to clock jitter.

Assume that the and edges of the rectangular feed-
back-DAC pulses are perturbed by time-delay errors and

, as per (3). Then, in (7) can be transformed back into
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TABLE I
ERROR-MAPPING TERMS FOR POLES AT � � �

the DT domain using an impulse-invariant transform
with jittered pulse-edge timing and as

(8)

where

The expression for in (8) can be rewritten as

(9)

where is the coefficient of in (6), while and
are jitter-induced coefficient errors defined in Table I. Observe
that the first term of the jittered transfer function in (9) is
equal to the nominal transfer function in (6). The second
and third terms represent errors introduced by time-delay errors

and due to clock jitter. Therefore, in (9) maps
time-delay errors, generated in the feedback-DAC pulses of the
CT modulator, into coefficient errors in the loop transfer
function of an equivalent DT modulator, which was the
stated objective.

The above DT modeling technique can be explained intu-
itively as follows. Using the nominal pulse-edge timing and

in the impulse-invariant transform reflects the nominal
design procedure, as in (7). Subsequent introduction of jitter-
induced time-delay errors and in the feedback-DAC
pulses creates a mismatch between the CT loop transfer function

and its equivalent DT loop transfer function . This
mismatch can be modeled in the DT domain by performing an

impulse-invariant transform using the jittered clock-edge
timing and , as in (8).

Observe that the above simplified derivation may not appear
to be formally correct, as it seemingly involves taking the
Laplace and transforms of a time-varying impulse response,
yet this simplified approach produces correct results, since the

TABLE II
ERROR-MAPPING TERMS FOR POLES AT � � �

time-varying terms and can be shifted from
the impulse response to the input of the loop filter and,
hence, are not actually processed by the Laplace and trans-
forms. This is demonstrated through a more rigorous derivation
presented in Appendix I.

B. DT Simulation of Clock-Jitter Errors in CT Modulators

Table I presents the error-mapping terms for modeling the ef-
fect of jitter-induced time-delay errors on first-, second-, and
third-order terms of a loop transfer function with coincident
poles at dc . Table II presents the error-mapping terms
for a first-order term with a general pole at and for a
second-order term with complex-conjugate poles at and

. It is assumed here that all poles of the loop transfer
function (i.e., zeros of the NTF) are placed on the unit circle
(i.e., ) for optimal noise-shaping performance [12].
All error-mapping terms were derived using the procedure de-
scribed above.

The error-mapping terms presented in Tables I and II can be
utilized for the DT simulation of the effect of time-delay errors
(due to clock jitter) in the feedback path of a CT modulator,
as follows.

1) If starting with a prototype DT loop transfer function
[Fig. 1(b)], perform a partial-fraction expansion of . If
starting with a CT loop transfer function [Fig. 1(a)],
perform an impulse-invariant transform to ob-
tain the equivalent DT loop transfer function and
then perform a partial-fraction expansion of . Replace
each term in the nominal function with the corre-
sponding error-mapping term in Table I or II to obtain the
jittered function .

2) Implement the loop transfer function in a DT
modulator architecture and simulate it using a general-pur-
pose simulator (e.g., SIMULINK).

Observe that, in a CT modulator, the time-delay errors
generated by the DAC originate in the feedback path and, hence,
do not affect the input-signal path. Therefore, for correspon-
dence with the CT modulator, an th-order error-mapping
term or in Table I or Table II must be imple-
mented in an th-order DT modulator architecture in such
a way that the corresponding jitter-induced coefficient errors

or factors affect only the feedback-DAC path, and not
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Fig. 3. Implementation of (a) error-mapping term �� ��� in Table I and (b)
error-mapping term �� ��� in Table II. The terminal names correspond to the
DT �� modulator illustrated in Fig. 1(b).

the input-signal path. Fig. 3 illustrates such implementations for
error-mapping terms and .

C. Suppression of Jitter-Induced Errors by the Loop

Consider an th-order term with poles at (dc).
In the absence of clock jitter (i.e., when ), all
jitter-induced coefficient errors in the
corresponding error-mapping term in Table I reduce to
zero. Therefore, in the implementation of and, equiva-
lently, in the corresponding CT modulator, a jitter-induced
coefficient error receives high-pass
shaping of order from the loop. For example, in the
implementation of in Fig. 3(a), error is first-order
shaped, while error is not suppressed by the loop.
Similarly, jitter-induced coefficient errors and in
the error-mapping term receive second- and first-order
high-pass shaping, respectively, while error is not sup-
pressed by the loop.

Consider an th-order term with poles at .
In the absence of clock jitter (i.e., when ),
the jitter-induced coefficient factor of the corresponding
error-mapping term in Table II reduces to the nom-
inal coefficient . Observe that, in Table II, the jitter-induced
errors are multiplicative (rather than additive, as for
in Table I). Therefore, in the implementation of , the

jitter-induced coefficient factors are not shaped by the
loop. For example, in the implementation of in Fig. 3(b),
the jitter-induced coefficient factors and are not
suppressed by the loop.

The above observations become important when comparing
the relative performance of various feedback-DAC pulsing
schemes on lowpass versus bandpass modulators, as dis-
cussed in Section IV.

III. VALIDATION OF DT MODELING TECHNIQUE

To accurately simulate the effect of clock jitter on the RZ and
NRZ feedback-DAC pulses of a CT modulator, a set of DAC
behavioral blocks have been developed in SIMULINK, as de-
scribed in Appendix II. These blocks are then utilized to validate
the results generated by the proposed DT modeling technique.

Consider the CT modulator architectures listed in
Table III. Fig. 4 provides block diagrams for standard configu-
rations of the CT test architectures described in Table III, along
with their equivalent DT realizations based on the proposed DT
modeling technique. To evaluate the performance of the pro-
posed DT modeling technique, the CT loop transfer functions
of Architectures A and B were simulated in SIMULINK using:

1) a CT modulator, based on the developed feed-
back-DAC blocks (Appendix II);

2) an equivalent DT modulator, based on the proposed
DT modeling technique (Section II).

This choice of test architectures (Table III) ensured that all error-
mapping terms in Tables I and II were used at least once in the
loop transfer functions. Two clock-jitter approximations were
applied to each test architecture, as described below.

A. Clock-Jitter Approximations

Clock jitter can be modeled as an additive timing error on the
ideal clock edges, as described in (3) for delayed rectangular
pulses. Under the independent clock-jitter approximation [3],
the timing errors in (3) can be expressed as

and (10)

where and are independent identically distributed (i.i.d.)
zero-mean random variables, each following a Gaussian distri-
bution with a standard deviation . This approximation results
in a clock jitter with a white power spectrum.

Under the accumulated clock-jitter approximation (presented
in [13] and applied in [3]) the timing errors in (3) are expressed
as

and (11)

where and are i.i.d. zero-mean random variables, each fol-
lowing a Gaussian distribution with a standard deviation .
The accumulated clock-jitter approximation results in a jitter
power spectrum consisting of nonwhite skirts on either side of
the clock signal tone, with each sideband power having a
frequency dependence. This approximates the phase noise of a
voltage-controlled oscillator (VCO) [14].

For timing errors and to have the same standard de-
viation under both the accumulated and the independent jitter
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TABLE III
TEST ARCHITECTURES FOR CT �� MODULATORS

Fig. 4. Block diagrams for the CT�� modulator architectures listed in Table III, along with the equivalent DT realizations based on the proposed DT modeling
technique. The DT �� modulators are composed of blocks similar to those in Fig. 3.

approximations, an effective clock jitter of
must be selected for the accumulated jitter, where is the in-
dependent jitter and is the number of simulation points.

B. Accuracy of the DT Modeling Technique

The accuracy of the proposed DT modeling technique was
validated based on the CT modulators with Architectures A
and B in Table III, using both the independent and accumulated
clock-jitter approximations. Architecture A was simulated for
an oversampling ratio of and a 5-b RZ DAC with

and . Architecture B was simulated for an
OSR and a 5-b NRZ DAC with and .

Fig. 5 shows the SNR at the modulator output as a function of the
normalized clock jitter for the independent clock-jitter
approximation [in (a)] and the normalized effective clock jitter

for the accumulated clock-jitter
approximation [in (b)].

The results of the SIMULINK simulations are compared for
a CT modulator (based on the developed SIMULINK feed-
back-DAC blocks) and an equivalent DT modulator (based
on the proposed DT modeling technique). In Fig. 5, the excel-
lent matching (to within 1-dB) between the simulation results
for the DT and CT modulators demonstrates the accuracy
of the proposed DT modeling technique.
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Fig. 5. SNR versus (a) normalized independent jitter � �� and (b) normal-
ized effective accumulated jitter � �� � �� � � ��� . � � CT
��modulator, based on the developed SIMULINK blocks for feedback DACs.
— � Equivalent DT �� modulator, based on the proposed DT modeling
technique.

IV. JITTER ANALYSIS

Here, the proposed DT modeling technique is applied to study
the relative effectiveness of different rectangular feedback-DAC
pulses (Fig. 6) in reducing the effect of clock jitter on the perfor-
mance of CT modulators. The analysis examines lowpass
and bandpass modulators (Table III), in both single-bit and
multibit configurations.

Fig. 6 illustrates the different feedback-DAC pulses that will
be studied in the jitter analysis:

1) NRZ pulse, where the pulse edge of the current clock
cycle corresponds to the pulse edge of the previous clock
cycle, such that ;

2) RZ pulse, with uncorrelated errors and on
the and edges;

3) RZ pulse with a fixed off-time (fixed-OFF RZ), where the
pulse edge of the current clock cycle is generated using

the pulse edge of the previous clock cycle, in order to
achieve and, hence, a fixed off-time
duration for the DAC pulses [15];

4) RZ pulse with a fixed on-time (fixed-ON RZ), where the
pulse edge is generated using the pulse edge, in order

to achieve and, hence, a fixed on-time
duration for the DAC pulses.

Table III describes the loop transfer functions of the mod-
ulator architectures that will be studied in the jitter analysis, in-
dicating the placement of the zeros in the NTF of each mod-
ulator. The exact transfer functions were designed using the

Fig. 6. Feedback-DAC rectangular pulses studied in the jitter analysis. The
shaded areas on the ideal pulses represent the edge errors due to clock jitter.
(a) Ideal NRZ pulse shape and the corresponding jittered NRZ pulse. (b) Ideal
RZ pulse shape and the corresponding jittered RZ pulse, fixed-ON RZ pulse
(i.e., jittered RZ pulse with a fixed on-time duration), and fixed-OFF RZ pulse
(i.e., jittered RZ pulse with a fixed off-time duration).

Delta-Sigma Toolbox [16]. An oversampling ratio of OSR
was assumed for all three architectures to ensure that the

jitterinduced errors were dominant in the signal band, compared
to the quantization errors. In multibit configurations, a 5-b quan-
tizer and a 5-b DAC were used.

A. Lowpass Modulator

Fig. 7(a) and (b) compare the performance of the rectangular
feedback-DAC pulses illustrated in Fig. 6, when each is em-
ployed in lowpass CT modulators with Architectures A and
B (Table III), in single-bit and multibit configurations. Observe
that the plots are effectively identical for both Architecture A
(with all NTF zeros at dc) and Architecture B (with a pair of
resonating NTF zeros within the signal band). Accordingly, the
following conclusions can be inferred about the clock-jitter sen-
sitivity of a lowpass CT modulator.

1) Feedback-DAC Pulsing Scheme: A fixed-ON RZ pulse sig-
nificantly outperforms all other rectangular pulses (Fig. 6)
in reducing the clock-jitter sensitivity of a lowpass CT
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Fig. 7. Jitter performance for (a) a lowpass �� modulator with three NTF
zeros at dc (Architecture A in Table III), (b) a lowpass�� modulator with one
NTF zero at dc and an optimally-placed resonating pair (Architecture B), and
(c) a bandpass �� modulator with NTF zeros spread optimally on either side
of the center frequency (Architecture C). Here — � fixed-ON RZ;� � NRZ;
� � fixed-OFF RZ; and � � RZ.

modulator [Figs. 7(a) and 9(b)]. This can be explained as
follows:

Architecture A is a lowpass CT modulator with all
its NTF zeros at dc . Therefore, the loop transfer
function of its equivalent DT modulator is composed
of the three error-mapping terms in Table I. Hence, jitter-
induced coefficient error is second-order high-pass
shaped, errors and are first-order high-pass
shaped, whereas errors , , and are not
shaped by the loop (as described in Section II). A
fixed-ON RZ pulse sets and, hence, reduces
the jitter-induced coefficient errors , , and
(which are not suppressed by the loop) to zero. As a

result, for Architecture A, a fixed-ON RZ pulse provides
superior performance compared to all other rectangular
pulses.

Architecture B is a lowpass CT modulator with one
NTF zero at dc and a pair of resonating (complex-con-
jugate) NTF zeros in the signal band [17]. The loop
transfer function of its equivalent DT modulator is
therefore composed of error-mapping terms from both
Tables I and II. However, the jitter-induced coefficient
factors in Table II are neither suppressed by the loop
(as described in Section II) nor reduced to their nominal
value by using a fixed-ON RZ pulse with . Yet,
Architecture B still provides performance equivalent to
that of Architecture A, whose loop transfer function is
composed of error terms from Table I only (as described
above). To understand why this is the case, observe that
the jitter-induced coefficient factor in Table II reduces to

(12)

when setting using a fixed-ON RZ pulse. Here,
is the sampling frequency and is the frequency of

pole in the loop-transfer function. Under the condi-
tion that , the coefficient factor in (12) fur-
ther reduces to its nominal value , independent of the
jitter-induced time-delay error . In a lowpass mod-
ulator, is placed within the signal band . De-
fine the oversampling ratio of the modulator as OSR

. Then, in a lowpass modulator, the con-
dition is equivalent to , which is readily
achievable. As a result, in a lowpass modulator, the
fixed-ON RZ pulse provides a performance that is superior
to all other rectangular feedback-DAC pulses, irrespective
of whether or not the modulator NTF has one or more pairs
of resonating zeros within the signal band.

2) Multibit DAC: Increasing the number of quantization bits
(DAC levels) significantly improves the performance of
both the NRZ and the fixed-OFF RZ pulsing schemes
[Fig. 7(a) and (b)] in reducing the clock-jitter sensitivity
of a lowpass CT modulator. However, it has no no-
ticeable effect on the performance of a standard RZ pulse.
Hence, with multibit DACs, both NRZ and fixed-OFF RZ
pulses provide a significant advantage over a standard RZ
pulse. This can be explained as follows:
Increasing the number of quantization bits decreases
the sample-to-sample change in the output signal of the
lowpass modulator and, hence, in the step size of
the associated rectangular feedback-DAC pulses. Conse-
quently, charge transfer errors (due to clock jitter) at the
output of the feedback DAC are reduced during each output
transition. For an NRZ pulse, this significantly improves
the performance. However, for RZ pulses (except for the
fixed-OFF RZ pulse), this does not noticeably improve the
performance because of the large number of DAC output
transitions (as compared to an NRZ pulse) and, hence,
the large total charge-transfer error. A fixed-OFF RZ
pulse effectively compensates for errors introduced in the
previous clock cycle during the current clock cycle and,



CHOPP AND HAMOUI: ANALYSIS OF CLOCK-JITTER EFFECTS IN CT MODULATORS USING DT MODELS 1141

therefore, is sensitive to only one pulse edge. As a result,
a fixed-OFF RZ pulse provides similar performance to an
NRZ pulse, although approximately 6-dB lower. However,
the primary advantage of a fixed-OFF RZ pulse (which
is true for all RZ pulses) versus an NRZ pulse is that it
reduces the memory effects in the feedback DAC and,
hence, minimizes intersymbol interference (ISI) errors,
which can degrade the performance of an NRZ DAC [8].

B. Bandpass Modulators

Fig. 7(c) compares the performance of the rectangular feed-
back-DAC pulses illustrated in Fig. 6, when each is employed in
a bandpass CT modulator with Architecture C (Table III),
in single-bit and multibit configurations. The performance
observed for the bandpass modulator differs considerably
from that observed above for the lowpass modulators. The
following conclusions can be inferred from Fig. 7(c) regarding
the clock-jitter sensitivity of a bandpass CT modulator.

1) Feedback-DAC Pulsing Scheme: In a bandpass mod-
ulator, the fixed-ON RZ pulse no longer provides any ad-
vantage over the other rectangular feedback-DAC pulses
[Fig. 7(c)], contrary to the case of a lowpass modu-
lator [Fig. 7(a) and (b)]. This can be explained as follows.
Architecture C is a bandpass CT modulator with
pairs of resonating (complex-conjugate) NTF zeros
spread optimally within its signal band. Therefore, the
loop-transfer function of its equivalent DT modu-
lator is composed of error-mapping terms from Table II
only. For a bandpass modulator, the frequency of
pole in the loop transfer function is within the signal
band , where is the bandpass center
frequency. Therefore, the condition corresponds
to , where is
the oversampling ratio. However, for ease of implementing
the digital mixers after the bandpass modulator [12],
the sampling frequency is typically selected as .
Therefore, the condition (which is true for a
lowpass modulator) is not readily achievable in a
bandpass modulator. Consequently, in a bandpass

modulator, the jitter-induced coefficient factor in
(12) does not reduce to its nominal value , when setting

using a fixed-ON RZ pulse (this is contrary
to the case of a lowpass modulator). As a result, in a
bandpass modulator, all rectangular feedback-DAC
pulses provide an approximately equivalent performance
[Fig. 7(c)].

2) Multibit DAC: Increasing the number of quantization bits
(DAC levels) does not improve the performance of the
NRZ and the fixed-OFF RZ pulses in reducing the clock-
jitter sensitivity of a bandpass modulator [Fig. 7(c)].
This is contrary to the case of a lowpass modulator
[Fig. 7(a) and (b)]. This can be explained as follows.
In a lowpass modulator, the input signal is limited to
low frequencies relative to the sampling frequency (as-
suming an ). Therefore, a signal at the center of
the signal band is sampled times over its period. As
a result, with multibit quantization, the sample-to-sample
variations in the output signal of the lowpass modu-

lator are small. However, in a bandpass modulator, the
input signal is typically sampled at for ease of im-
plementing the digital mixers after the bandpass mod-
ulator [12]. This means that a signal at the center of the
signal band is only sampled 4 times over its period. Conse-
quently, the sample-to-sample signal variations at the mod-
ulator output and hence, the average step size of the rectan-
gular feedback-DAC pulses tend to be considerably greater
in a bandpass modulator, as compared to an equiva-
lent lowpass modulator. Therefore, the decrease in the
average step size of the feedback-DAC pulses when using
a multibit quantizer is not significant for a bandpass
modulator. As a result, increasing the number of quantiza-
tion bits does not noticeably improve the performance of
the NRZ and fixed-OFF RZ pulses in a bandpass mod-
ulator. Hence, in terms of clock-jitter sensitivity, a multibit
bandpass modulator provides no advantage over an
equivalent single-bit implementation.

V. CONCLUSION

A discrete-time modeling technique was proposed to rapidly,
yet accurately, simulate the effect of clock jitter on continuous-
time modulators. The technique was validated (for both in-
dependent and accumulated clock-jitter errors) using behavioral
blocks, which were developed in SIMULINK to accurately sim-
ulate RZ or NRZ DACs with clock jitter. The effect of clock
jitter was then analyzed for both lowpass and bandpass contin-
uous-time modulators using four different rectangular feed-
back-DAC pulses: 1) NRZ; 2) RZ; 3) RZ with a fixed on-time
duration (fixed-ON RZ); and 4) RZ with a fixed off-time dura-
tion (fixed-OFF RZ). For a lowpass modulator, in terms of
reducing the modulator sensitivity to clock jitter, it was shown
that: 1) a fixed-ON RZ pulse has a superior performance com-
pared to all other rectangular pulses and 2) the performance of
the NRZ and fixed-OFF RZ pulses improves significantly when
using a multibit DAC rather than a single-bit DAC (i.e., when
increasing the number of quantization bits and DAC levels),
whereas the performance of the standard RZ pulse is not no-
ticeably affected. For a bandpass modulator, in terms of re-
ducing the modulator sensitivity to clock jitter, it was shown
that: 1) all feedback-DAC rectangular pulses have an approx-
imately equivalent performance and 2) there is no noticeable
improvement in the performance of the feedback-DAC pulses
when using a multibit DAC.

APPENDIX I

Section II presented the implementation of the second-order
error-mapping term in Fig. 3(a), through a simplified
derivation that seemingly applied the Laplace and transforms
to a time-varying impulse response. This appendix presents a
more rigorous derivation of the implementation in Fig. 3(a), out-
lining all assumptions and intermediate steps, to demonstrate the
validity of the results obtained in Section II.

As in Section II, this derivation starts with the second-order
term of a DT loop transfer function

(13)
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Equation (13) is then transformed into the -domain using a
impulse-invariant transform with nominal pulse-edge

timing parameters and

(14)

where

and is the transfer function of the feedback DAC. Ob-
serve that, unlike (7), has been included explicitly in
(14). For a rectangular feedback pulse:

(15)

where and are normalized to the sampling period .
To demonstrate how jitter-induced errors are translated into

the domain, in (14) is first transformed into the time
domain using an inverse Laplace transform

(16)

where is the unit-step function.
The next step in the derivation differs, depending on whether

the DAC has: 1) an RZ feedback pulse, with the and edges
occurring in the same clock cycle (i.e., and

) or 2) an NRZ feedback pulse, with the edge occurring in the
clock cycle after the edge (i.e., and ).
Each case is derived separately below.

RZ Feedback Pulse: For an RZ feedback pulse, it is as-
sumed that and . Therefore, when
is sampled at intervals of , both and
in (16) reduce to . The sampled impulse response is
then equal to

(17)

Replacing the nominal pulse-edge timing parameters and in
(17) with their clock-jittered equivalents and (de-
fined in (3)), the resulting time-varying impulse response can be
expressed as

(18)

where

and is given in (17). Here, is the delay between time
when the input sample is applied, and time when the

output sample is observed. Note that the second-order error
terms and have been removed from (18),
as and and, hence, the first-order
error terms and dominate.

Since the individual impulse responses , and
in (17) and (18) are time invariant, their transforms

can be directly computed as

(19)

(20)

(21)

In (18), jitter-induced errors and depend
only on time , when the input is applied. This models the
behavior of a CT modulator, where the input of the loop
filter during clock cycle [i.e., the DAC feedback signal

in Fig. 1(a)] is affected only by the jitter-induced
timing errors and introduced during clock
cycle . Since and depend only on time
when the input is applied, they can be easily shifted from the
impulse response to the input. Thus, the response
of to can be expressed, using a standard
input–output relationship, as

(22)

where and represent, respectively, the input

and output of the loop filter with impulse response ,
assuming no signal is applied at the modulator input. The output
in (22) can then be split into three components as

(23)

where

(24)

(25)

(26)

Observe that, based on (24)–(26), ,
and can now be viewed as the inputs to
loop-filter components , and , respec-
tively. Hence, error sequences and only act as
scaling factors on the loop-filter input signal and,
therefore, can be treated as gain errors in the coefficients of an
equivalent DT modulator. Accordingly, using (19)–(21),
the total loop-filter output can be generated in the DT
domain using Fig. 8. This implementation matches the one
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presented in Fig. 3(a), thereby confirming the validity of the
results derived in Section II.

NRZ Feedback Pulse: For an NRZ feedback pulse, it is
assumed that , , and, hence, .
Therefore, when is sampled at intervals of ,
in (16) reduces to , as in the RZ case. However, since

, now reduces to . Thus, for
the NRZ feedback pulse, the sampled impulse response in (16)
reduces to

(27)

Replacing the nominal pulse-edge timing parameters and
in (27) with their clock-jittered equivalents and

[defined in (3)], the resulting time-varying impulse response can
be expressed as

(28)

where

and is given in (27). Comparing (28) to the case of
an RZ feedback pulse in (18), note that:

• the transform of reduces to in (19),
after compensating for excess loop delay [8];

• the transform of is equal to in (20),
as in (28) is equal to in (18);

• the transform of is:

(29)
Since for an NRZ feedback pulse, (29) can be
simplified to

(30)

The added delay in , as compared with
in (21), reflects the fact that the input to (i.e.,

) is generated in the previous clock cycle.
Furthermore, the difference in sign between the first-order
terms of and has no effect on the re-
sults of the DT models.

The remainder of the derivation for the implementation of the
second-order mapping term in Fig. 3(a) for the case of an NRZ
feedback pulse matches the above derivation for the case of an
RZ feedback pulse. Accordingly, since the loop-filter responses
( , , and ) in the NRZ case
match the corresponding responses in the RZ case, the total
loop-filter output can also be generated in the DT
domain using Fig. 8.

Fig. 8. DT implementation of the second-order mapping term, with output
� ��� in (23). The terminal names correspond to the DT �� modulator il-
lustrated in Fig. 1(b).

In summary, the derivation of the error mapping terms
presented in Section II produces correct results, since the
time-varying terms and can be shifted to
the input of loop filter components , ,
and , as in (24)–(26). Therefore, the and

terms are not processed by the Laplace transform in
(14) or by the transform in (19)–(21). Thus, a CT mod-
ulator affected by clock jitter (i.e., a time-varying system) is
converted into a time-invariant system (in the form of a DT
modulator) where the input to the loop filter (the output of the
feedback DAC) is scaled by or . A comparable
approach is described in [11] for general time-varying systems.

APPENDIX II

To validate the proposed DT modeling technique,
SIMULINK blocks are developed for the behavioral simu-
lation of DACs that generate jittered RZ and NRZ pulses in the
feedback path of CT modulators. The goal is to implement
a simple system that realistically and, therefore, accurately
simulates the effect of clock jitter in a CT modulator, while
allowing for full control over the timing of the generated pulse
edges in its feedback DAC.

This appendix first presents a SIMULINK block that gener-
ates a rectangular clock signal with jittered edges. It then de-
scribes how this clock generator can be utilized for the behav-
ioral simulation of RZ and NRZ DACs that generate jittered
rectangular pulses in CT modulators.

Generation of a Jittered Clock in SIMULINK: The devel-
oped SIMULINK block for jittered-clock generation is shown
in Fig. 9. Its inputs are the ideal clock-edge timing ( and )
and the time-delay errors due to clock jitter ( and )1. Its
output is a delayed rectangular clock signal with jittered edges,
as per (3).

The jittered-clock generator is implemented entirely in dis-
crete time, as the continuous-time delay blocks in SIMULINK
do not provide sufficient accuracy. It is divided into two sam-
pling domains (Fig. 9): 1) a nominal-resolution domain, oper-
ating at the sampling period and 2) a high-resolution domain,
operating at a period of . Here, the integer divides

1Recall that all time references �, �, ��, ��, ��, and �� are normalized with
respect to the sampling clock period � .
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Fig. 9. Block diagram of the jittered-clock generator developed in SIMULINK.

the sampling period into smaller time segments, thereby setting
the maximum resolution for time-delay variations (i.e., the max-
imum pulse-edge resolution). Observe that increasing the reso-
lution results in a proportional increase in simulation time.

The blocks operating in the nominal-resolution ( sam-
pling) domain are responsible for generating the timing of the

and edges (Fig. 9). First, the nominal pulse-edge timing
values ( and ) are added to the time-delay errors ( and

) in order to compute the actual pulse-edge timing values
( and ), as per (3). The and values are computed during
the clock cycle prior to the nominal clock cycle of the cor-
responding clock pulse. Then, offset and/or delayed versions
of and are multiplexed into a bus. These timing versions
are subsequently used in the high-resolution domain of the
clock generator to set the timing of the and clock edges, as
described below. The version used (i.e., or and or )
depends on the values of and prior to the nominal clock
cycle, as summarized in Table IV. Note that is offset by 1 if

and is offset by if , such that the
timing values used to generate the corresponding and clock
edges (i.e., and ) are always between 0 and 1 during the
corresponding clock cycle.

The blocks operating in the high-resolution ( sam-
pling) domain translate the and values computed in the nom-
inal-resolution domain into edge timing for the jittered clock
signal at the generator output (Fig. 9). This is realized by first
converting the , , , and values into integers between
0 and , through scaling by the pulse-edge resolution
and rounding. These integers are then compared with the output
of a global counter, which has limits 0 and . The inte-
gers selected by the comparator depend on the and values
prior to the nominal clock cycle, as summarized in Table IV.
The result of the comparison is a series of impulses, which are
used as the clocking signal for an output flip-flop. The output
of the flip-flop switches (from or ) upon arrival
of either an or a impulse. This simplifies the generation of
the output signal and eliminates timing conflicts due to an un-
intentional overlap of and . Proper timing is guaranteed by
ensuring that the first edge occurs prior to the first edge.

TABLE IV
SELECTION OF THE MULTIPLEXED �� AND �� SIGNALS BY THE COMPARATOR

IN FIG. 9

RZ DAC: An RZ DAC block can be realized in SIMULINK
by applying the output of the developed clock generator (Fig. 9)
as both the clocking signal and the active-low reset of a standard
flip-flop. This approach is equally viable for modeling single-bit
and multibit DACs, as it only applies a time delay to the DAC
input signal.

NRZ DAC: An NRZ DAC block can be realized in
SIMULINK by applying the output of the developed clock
generator (Fig. 9) as the clocking signal of a standard flip-flop.
The timing of the clock edge is not critical in the case of an
NRZ pulse (Fig. 2), provided it is correctly initialized to ensure
that .
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