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Abstract 
 

This paper presents an analysis of the control 
overhead involved in clustering and routing for one-hop 
clustered mobile ad hoc networks. Previous work on the 
analysis of control overhead incurred by clustering 
algorithms focused mainly on the derivation of control 
overhead in the Knuth big-O notation with respect to 
network size.  However, we observe that the control 
overhead in a clustered network is closely related to 
different network parameters, e.g. node mobility, node 
transmission range, network size, and network density. 
We present an analysis that captures the effects of 
different network parameters on the control overhead. 
The results of our work can provide valuable insights into 
the amount of overhead that clustering algorithms may 
incur in different network environments. This facilitates 
the design of efficient clustering algorithms in order to 
minimize the control overhead. 
 
1. Introduction 
 

Mobile ad hoc networks (MANET) are autonomous 
systems formed by mobile nodes without any 
infrastructure support.  Routing in MANET is challenging 
because of the dynamic nature of the network topology.  
Although numerous routing protocols have been proposed 
for MANETs, such as DSDV [6] and AODV [7], these 
routing protocols are not suitable for large MANET 
because the overhead for maintaining up-to-date routing 
information at each node quickly becomes unacceptable 
as network size increases.  Clustering is a technique that 
partitions a network into different groups or clusters, 
creating a logical hierarchy in the network. By 
partitioning a network into different clusters, both storage 
and communication overheads for maintaining up-to-date 
routing information can be significantly reduced. 
However, clustering still incurs overhead that has yet to 
be investigated in depth. Control overhead is an important 

metric for measuring the performance of a clustering 
algorithm since bandwidth is a limited and valuable 
resource in MANETs. It is shown in [1] that the per-node 
capacity in a random ad hoc network with N nodes is 

(1/ log )N NΘ , which is a decreasing function with 
network size N. Thus, as the network size increases, the 
utilization of bandwidth becomes a very critical factor 
that affects the overall performance of a network.  

Over the past few years, numerous clustering 
schemes have been proposed [5]. However formal 
analysis on clustering overhead is still lacking. Most of 
the prior work on clustering overhead focuses on the 
message and time complexity of a clustering algorithm, 
which is a rough approximation of clustering overhead 
with respect to the network size. In [16], comparisons for 
the clustering overhead in Knuth big-O notation [2] of 
several clustering schemes such as MobDHop [18], Max-
Min [19], Lowest-ID (LID) [12][13], Highest 
Connectivity Clustering (HCC) [12] and DMAC [17] is 
presented.  In [3] and [4], the hierarchical routing 
overhead for a network with O(log N) level of hierarchies 
using LCA[15] clustering scheme is systematically 
analyzed, and they conclude that the messages 
transmissions per node in their network model is O(log N).  

In contrast, our analysis considers several important 
network parameters that affect the amount of clustering 
control overhead incurred, including network size, node 
mobility, node transmission range, and node density. Our 
analysis also provides an insight on how these network 
parameters affect the amount of routing overhead 
incurred to maintain up-to-date routing information in a 
proactive manner within every cluster assuming a general 
hybrid routing protocol is in operation. 

The rest of this paper is organized as follows: In 
section 2, we provide an overview of control messages 
required for clustering and proactive routing. In section 3, 
we present the assumptions of our network model and 
analyze the control overhead for general one-hop 
clustering algorithms based on this network model. The 
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ratio of cluster-heads in a network is viewed as a variable 
in this analysis which may vary across different one-hop 
clustering algorithms and Section 4 presents simulation 
results to verify our analysis. In section 5, we analyze the 
ratio of cluster-heads for a well-known one-hop 
clustering algorithm, namely LID clustering. This ratio, 
when substituted into our analysis in Section 3, gives a 
valuable insight to the amount of clustering overhead 
incurred by Lowest-ID clustering. In section 6, look at the 
control overhead in Knuth Ω-notation, and conclude in 
section 7. 
 
2. Clustering & Routing Overhead Overview 
 

As the topology of a MANET changes, control 
messages are generated by nodes to 1) update routing 
information when route changes occur and 2) update roles 
in clusters when cluster changes happen. Different 
clustering algorithms may use different schemes and 
generally, three types of control messages are needed:  
a) Beacon, commonly known as HELLO message, for 

nodes to learn the environment and identities of 
adjacencies (neighbors).  

b) Cluster management (which shall refer to as 
CLUSTER message) for nodes to adapt to cluster 
changes and update its role. 

c) Route management (which shall refer to as ROUTE 
message) for nodes to learn of route changes. 
The HELLO message is often used. Periodically 

broadcasted by each node, a node adds a new node to its 
neighbor-list when it hears the new node’s HELLO, and a 
node deletes a node from its neighbor-list when it could 
not hear that node for some predetermined duration. 
Ideally, a HELLO message should be sent every time a 
node has a new neighbor.  

The CLUSTER message is a generalization for a 
sequence of messages needed by nodes to update cluster 
information. The execution of clustering algorithms can 
usually be divided into cluster formation stage and cluster 
maintenance stage. The CLUSTER message only refers to 
a sequence of messages needed by nodes when cluster 
change occurs in the cluster maintenance stage. We do 
not consider initial cluster formation, as we are focusing 
the long term performance of clustering. Such a sequence 
of messaging may be implemented in different ways. For 
example, in LID clustering, a node sends a CLUSTER 
message which indicates the cluster it belongs to when it 
has decided its own cluster. While in DMAC, two types 
of messages are sent: CH(v), sent by a node v to inform 
its neighbors that it is going to be a cluster-head, and 
JOIN(v,u), sent by a node v inform its neighbors that it 
will join the cluster whose cluster-head is u. Our analysis 
assumes reactive cluster maintenance. There are two main 
reasons for this. Firstly, reactive cluster maintenance 
usually requires less control messages; analyzing control 

overhead using reactive cluster maintenance can provide 
a lower bound. Secondly, the clustering maintenance 
scheme is similar for most clustering algorithms, i.e. the 
same set of events could trigger the CLUSTER message. 
Thus, it can be used for analyzing the control overhead of 
CLUSTER message for all clustering algorithms. The 
following properties for 1-HOP clustered networks 
should be ensured and any violation will trigger 
CLUSTER messages at relevant nodes: 

P1. No two cluster-heads are directly connected  
P2. Each node should be affiliated to one cluster; i.e. 

each ordinary node should have only one 
cluster-head and be at most one hop away 

The Least Clusterhead Change (LCC) scheme introduced 
in [11] is an extension to clustering algorithms, like LID 
and HCC, which possess the above properties. The 
ROUTE message is periodically exchanged by 
neighboring nodes to update routing information, and 
ideally, sent every time route table information changes.  
 
3. Theoretical Analysis 
 

In this section, we present the clustering overhead 
analysis for one hop clustering algorithm taking into 
consideration several network parameters, viz. network 
size, cluster size, network density, node velocity, and 
transmission range.  
 
3.1. Assumptions 
 

There are N nodes in the network and each has a 
transmission range r. If two nodes are within the 
transmission range of each other, they form a bi-
directional link between each other and become 
neighboring nodes.  

The clustering algorithm used can be any one-hop 
clustering algorithm as long as the cluster structure it 
forms satisfies the two properties P1 and P2 in section 2. 
After the cluster formation, each node is assigned a role 
of either cluster-member or cluster-head. In the cluster 
formation stage, the clustering algorithm selects a node as 
the cluster-head with a probability PHEAD. Thus, the 
expected number of clusters or expected number of 
cluster-heads is N⋅PHEAD. Here, PHEAD varies for different 
clustering algorithms and it can be viewed as a metric of a 
particular clustering algorithm, which describes how 
cluster-heads are distributed over the network. In the 
cluster maintenance stage, each node keeps broadcasting 
CLUSTER messages when cluster changes happen due to 
violations of P1 and P2. Upon hearing the CLUSTER 
messages from its neighbors, a node updates its role 
according to the rules defined by the clustering algorithm.  

We assume a hybrid routing protocol which uses 
proactive intra-cluster routing and reactive inter-cluster 
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routing. In our analysis, only control overhead incurred 
by the clustering algorithm and proactive intra-cluster 
routing protocol are taken into account.  

 
3.2. Mobility Model  
 

Different mobility models have been developed and 
adopted in the empirical analysis of MANETs [9]. The 
Random Waypoint (RWP) and Random Walk (RW) are 
two popular mobility models commonly used in MANET 
simulations. However, RWP and RW are known to be 
unfavorable for theoretical analysis due to the difficulty 
in capturing their mobility behavior as well as the uneven 
node distribution they generate. In this analysis, we adopt 
the Constant Velocity (CV) model [8]. It preserves the 
uniform node spatial distribution and link change rate in 
the network is mathematically tractable. The CV model 
requires an infinite number of nodes to be randomly 
distributed on a boundless plane. However, in our 
analysis, we propose a variant of CV, called Bounded 
Constant Velocity (BCV) model, by assuming a bounded 
area with a network size N: 
1) Initially, at time t = 0, nodes are uniformly 

distributed on an infinitely large area with density ρ. 
All the nodes randomly choose directions from a 
uniform distribution. 

2) At time t > 0, each node starts moving with a 
constant velocity ν  in the direction chosen. 

3) A bounded square region S is selected in the 
boundless plane with the average number of nodes 
within S being N at any point of time 

It is direct from the description of the mobility model that 
BCV produces uniform node spatial distribution.  

3.3. Symbols and Notations 
 

In this subsection, we briefly discuss the symbols and 
notations used in the subsequent analysis. The average 
cluster size is m (the average number of nodes in a cluster, 
including the cluster-head) which is given by /m N n=  
where n is the number of clusters in the network. 
Therefore, the probability that a randomly selected node 
being a cluster-head is given by HEADP /n N= . The 

border length of the square area, a is given by | |a S=  
and r < a. For each node, the link generation rate (non-
neighboring nodes become neighbors) and link break rate 
(neighboring nodes move away from transmission range 
of each other) in the network are denoted by genλ  and 

brkλ  respectively, with the total link change rate given by 
λ = λgen + λbrk. The size of the HELLO message, 
CLUSTER message and one routing table entry (ROUTE 
message) are phello, pcluster and proute respectively; the 
corresponding broadcast rates are denoted by fhello, fcluster 

and frouting respectively. An arbitrary node in the region S 
has d network neighbors (neighbors outside S are not 
considered.) Lastly, the control overheard (bits/sec) from 
HELLO, CLUSTER and ROUTE messages are Ohello, 
Ocluster and Orouting respectively. 
 
3.4. Properties of Network Model 
 

The following two claims are made regarding the 
several important properties of the network model 
adopted in our analysis: 

Claim 1: The expected number of network neighbors, d, 
of a randomly selected node in S is given by: 

2 2 8( 1) ( )
2 3

r r rd N
N N N
ρ ρ ρ π= − − +   (1) 

Proof: It has been shown in [10] that the cumulative 
distribution function for the link distance between two 
nodes that are randomly placed in a square area with 
border length D is: 

2 21 8F ( ) ( ),0 1
2 3d Dγ ξ ξ ξ ξ π ξ= = − + ≤ <    (2) 

Fd(ξD) gives the probability that two randomly selected 
nodes with transmission range ξD in the square of border 
length D are connected. Thus, in our network model 
where r < a, within an area S the expected number of 
neighbors of a randomly selected node is (N-1)Fd(r). 
Substituting /D a N ρ= = , we obtain Eqn (1). 

Claim 2: The link change rate at each node with other 
nodes in the plane is given by: 

2

16dv
r

λ
π

=      (3) 

Proof: In [8], the authors derived the link change rate for 
the CV model.  Both the link generation and break rates 

at each node are 8 rvρ
π

. Hence, the total link change rate 

is 16 rvρ
π

. The link change rate of CV model is different 

from link change rate of BCV model because the link 
change with nodes outside the square region S is not 
accounted for in BCV. In BCV, the total number of 
connected neighbors of a node is 2rπ ρ , but only d of 
them are within the rectangle region. We assume each 
established link is equally likely to break no matter 
whether it is inside or outside S. Thus, among the total 

link changes at a node in unit time, 2

d
rπ ρ

 of link changes 

happen inside S. Thus, the link change rate for a node in S 

with other nodes in S is 2

16dv
rπ

. The link break rate and 

link generation rate is half of the link change rate. 
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3.5. Control Overhead Analysis 
 

Our analysis provides the lower bound for the 
overheads by assuming that each cluster and route change 
can be detected. In the following, we estimate the rate of 
each type of control messages and its overhead. 
 
3.5.1. “HELLO” Overhead. The frequency of HELLO 
message at each node should be equal at least to the rate 
of its neighbor changes.  For a randomly selected node n0, 
any link generation between it and another node ni should 
be noticed by both nodes and add each other to their 
neighbor-lists. While any link break between n0 and its 
neighboring node nj should also be noticed by the two 
entities so that they remove each other from their 
neighbor-lists. The link generation between two 
neighbors can be notified by both sending HELLO 
messages, and each of the nodes can hear the HELLO 
message send by the other node. While link break 
between two nodes cannot be notified via sending 
HELLO messages because the two nodes cannot hear 
each other. Usually, the link break event is sensed via a 
soft timer approach, and our analysis assumes this 
approach to ensure minimum “HELLO” overhead.  When 
a node cannot hear its neighbor for a pre-configured time, 
it removes that neighbor from its neighbor-list. Hence, in 
order to learn a new neighbor immediately when a new 
link is formed, the rate of HELLO message at each node 
should at least equal the link generation rate. Therefore, 

hello genf λ=    (4) 
and the control overhead at each node due to HELLO 

messages is phello⋅ fhello. We substitute 2

8dv
rπ

 for genλ , and 

replace d with Eqn (1) in claim 1, to obtain the control 
overhead of hello message at each node Ohello with respect 
to N, r, ρ, phello and ν  as   

2

2

8 8( 1) ( )
2 3hello hello

rv r rO p N
N NN

ρ ρ ρ π
π

= − − +   (5) 

 
3.5.2. Clustering Overhead. CLUSTER messages are 
sent at relevant nodes when the two properties P1 and P2 
in section 2 are violated. CLUSTER messages need to be 
sent at relevant nodes in order to re-adjust cluster 
structure and re-satisfy the two properties. Besides of 
cluster-head changes, changes of membership from one 
cluster to another also require sending of CLUSTER 
messages. The above cluster changes can be categorized 
into two link change events: 1) link break between 
cluster-members and their respective cluster-heads, and 2) 
link generation between two cluster-heads. All other link 
change events do not change the clusters and thus no 
CLUSTER message is sent. Now, we look at the two 
types of events respectively: 

1) Link break between cluster-members and their 
cluster-heads. This event causes a node to change its 
cluster, or become a cluster-head when it has no 
neighboring cluster-heads. The CLUSTER messages due 
to this type of link change are sent by cluster-members. 
The ratio of such link breaks to total link breaks should 
be equal to the ratio of links between cluster-members 
and cluster-heads divided by the total number of links in 
the entire network. The total number of links involving 
cluster-heads (with cluster-head at one end of the link) 
should be equal to the total number of cluster-members, 
that is, N(1-PHEAD), since each cluster-member forms a 
link with its respective cluster-head. In a graph, the 
number of edges in the graph equals half of the sum of 
degrees of each node. Thus, the total number of links for 
the entire network is half the sum of network neighbors of 
all nodes within S, which is (Nd)/2.  Therefore, the rate of 
CLUSTER message at each cluster-member due to link 
break with cluster-heads should be equal to: 

rNd
N

brk 2
HEADHEAD )P1(16

2/
)P1(

π
νλ −

=
−  (6) 

The number of CLUSTER messages sent by cluster-
members in the network in unit time due to link break 
with cluster-heads is:  

2
HEAD HEAD

HEAD 2 2

16 (1 P ) 16 (1 P )
(1 P )

v v
N N

r rπ π
− −

− =  (7) 

2) Link generation between two cluster-heads. 
When a link is generated between two cluster-heads, one 
of the cluster-heads needs to give up its cluster-head role, 
which is to be decided by the clustering algorithm. 
However, the CLUSTER control message overhead 
incurred is the same.  When one cluster-head drops its 
role it needs to send one CLUSTER message informing 
that it is no longer a cluster-head and the new cluster it 
belongs to. The original cluster-members of this former 
cluster-head lose their original cluster memberships. Thus, 
each of the nodes needs to send a CLUSTER message 
informing of their new clusters. We need not consider any 
chain reaction effects in our analysis as it does not affect 
our lower bound analysis.  Every time a link between two 
cluster-heads appears, the number of CLUSTER messages 
generated is the same as the number of nodes in the 
cluster that needs to undergo re-clustering.  

With the cluster-heads randomly distributed in the 
network, the total number of cluster-heads is NPHEAD and, 
the density of the cluster-heads spatial distribution 
is HEADP ρ . Since each cluster-head moves in a randomly 
selected direction with constant velocity, the link 
generation rate between two cluster-heads follows the 
analysis in claim 2: 

2

8 'd v
rπ

     (8) 
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Figure 3: Control message 

frequencies with ρ

where    

 d′=
2 2

HEAD
8( P 1) ( )

2 3
r r rN
N N N
ρ ρ ρ π− − +        (9) 

Each of such link change causes m CLUSTER messages. 
Therefore, the total number of CLUSTER messages sent 
in the network due to link generation between two 
cluster-heads in unit time is: 

HEAD2 2 2
HEAD

8 ' 1 8 ' 8 'P
P

d d dnm N N
r r r
ν ν ν

π π π
= =  (10) 

Combining (7) and (10), the rate of CLUSTER message 
sent at each node in unit time is: 

2
HEAD

2

16 (1 P ) 8 '
cluster

v d v
f

rπ
− +

=   (11) 

Therefore, the control overhead due to CLUSTER 
messages at each node is: 

2
HEAD

2

16 (1 P ) 8 '
cluster cluster

v d v
O p

rπ
− +

=  (12) 

where d’ equals the r.h.s of the equation in (9) and can be 
substituted in to show the relationship of clustering 
overhead with respect to various network parameters.  
 
3.5.3. Routing Overhead. In steady state, a particular 
node in a cluster should be updated with the routes to 
other nodes in the cluster and the storage overhead is 
proportional to the size of the cluster. When a route 
changes due to link change within a cluster, this 
information should be propagated through the cluster for 
every node in the cluster to update their routing tables. 
Every link change within the cluster will initiate a round 
of routing information broadcasting to update the routing 
information at each node. 

 
The frequency of routing information update is: 

2
HEAD HEAD HEAD

2 2
HEAD

3 3 132 ((1 P ) ( ) (1 P )P )
8 2

Prouting

v
f

r
π

π

− − + + −
= (13) 

and the control overhead due to routing update is: 

2
HEAD HEAD HEAD

2 3
HEAD

3 3 132 ((1 P ) ( ) (1 P )P )
8 2

P

routing routeO p

v

r
π

π

= ×

− − + + −  (14) 

From the above analysis of overhead for the three 
types of control messages, the total control overhead in 
our network environment in bits per second is Ohello 
+Ocluster + Orouting. In the following section, we validate 
these analytical results with simulations. 
 
4. Simulation Studies 
 

To validate our analysis, we simulated the different 
network scenarios and measured the frequencies of each 
category of control messages. Having used CV and BCV 
to model the random mobility model, we adopt a special 
case of RWP, which has similar properties as BCV in 
terms of link change rate and node spatial distribution. 
The RWP model used in the simulation has the following 
properties: initially N nodes are randomly uniformly 
distributed in an a×a square region. Then, following 
procedures start at time t=0: 
1) At an arbitrary time epoch t, each node is static and 

selects a direction from a uniform distribution. 
2) During time interval (t, t + τ), each node moves in the 

selected direction with the same velocity v. τ is a 
configurable variable. If a node hits the border of the 
square region, it reappears at the same position in the 
opposite border and continues moving without 
changing its direction. 

3) At time t + τ, repeat step 1)  
The clustering algorithm used is LID; r, ρ and ν are 
configurable variables of the system, except PHEAD which 
is determined by the LID clustering algorithm. In our 
simulations, PHEAD for LID is measured in real time 
during the simulation. We compare control message 
frequencies measured from the simulations with the 
theoretical analysis.  Figure 1 shows the changes of 
frequencies in the control messages by varying r and 
keeping other variables fixed. Here the transmission 
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range r is expressed in terms of ratio ξ of border length of 
the square area, and the control message frequency is 
expressed in terms of number of messages per unit time. 
Figure 2 shows how control message frequencies change 
with node velocity. Similarly, the velocity v of a node is 
expressed in terms of ratio ϕ of border length of the 
square area. In figure 3, the relations between control 
messages and network density are presented. The density 
represents number of nodes in a unit area. As shown in all 
the figures, our analytical results for control message 
frequencies closely approximate in simulations results. 
Thus, our analysis is a good approximation of control 
overhead of the clustering algorithm. 
  

 
(a) 1-(1-PHEAD)d+1→1 as d+1 increases. 

 

 
(b) PHEAD as a function of d+1 

Figure 4: Validation of Eqn (16) 
 

 
5. Case Study: LID Clustering Algorithm 
 

In the previous sections, we derived and validated the 
control overhead for a general one-hop clustering 
algorithms in terms of N, ρ, ν, r and PHEAD. While N, ρ , v, 
r are configurable network parameters, PHEAD depends on 
one-hop clustering algorithm used; different clustering 
algorithms form clusters of different sizes, and thus PHEAD 
varies accordingly. PHEAD for a particular clustering 
algorithm can either be empirically measured from 

simulations or derived from theoretical analysis. In this 
section, we analytically derive PHEAD for a simple but 
widely used clustering algorithm, i.e. LID Clustering 
Algorithm. 

 

 
 

(a) The # of clusters varies with N 
 

 
(b) The # of clusters varies with r 

Figure 5: Verification of cluster size analysis 
 

LID assumes each node has a unique id and the 
nodes do not move during cluster formation process. A 
node is a cluster-head if and only if it has the smallest id 
among nodes in its immediate neighborhood that have not 
joined any cluster. The clustering algorithm is guaranteed 
to terminate, and each node is assigned a role of ordinary-
node (also known as cluster-member) or cluster-head.  

5.1.  PHEAD in LID Clustering 

Since at the end of the cluster formation phase each 
node is assigned a role of either cluster-member or 
cluster-head, we could define PMEMBER with respect to 
PHEAD which is the probability that a randomly selected 
node being a cluster-member. Therefore,  

PMEMBER + PHEAD = 1  (15) 
According to the rules of LID, a node is a cluster-

head if and only if it has smallest id among the nodes in 
its closed neighborhood that have not being assigned any 
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roles. In other words, if there are nodes with smaller ids 
in the surroundings of our randomly selected node, these 
nodes should become cluster-members of other clusters.  
For analysis, we assume that a randomly selected node n0 
is the i-th smallest node in its closed neighborhood, which 
means there are i-1 nodes with smaller ids than n0, where 
i = 1..d+1. The number of nodes in the closed 
neighborhood of 0n is d+1and thus the largest possible 
value of i is d+1. When i =1 and i-1=0, node 0n is the 
smallest node in its closed neighborhood. When node 

0n is the i-th smallest node in its closed neighborhood, the 
probability that the node 0n being a cluster-head is thus 

1
MEMBERP i−  which is the probability that all the i-1 nodes 

that have smaller ids are members of other clusters. A 
randomly selected node is the i-th smallest node for any i 
from 1 to d+1 with probability 1/( 1)d + . Hence, by 
summing over all possible i and substituting PMEMBER with 
1-PHEAD, we get: 

1
1

HEAD HEAD
1

1
2 HEAD

HEAD

1P (1 P )
1
1 (1 P )

P
1

d
i

i
d

d

d

+
−

=

+

= −
+

− −
⇒ =

+

∑
  (16) 

 (1-PHEAD)d+1→0 as d+1 increases. Thus 1−(1-
PHEAD)d+1→1 as d+1 increases, as shown in Figure 4(a). 
By substituting 1−(1-PHEAD)d+1 in Eqn (16) with 1, the 
expression can be rewritten as:  

HEADP 1/ 1d= +    (17) 
In Figure 4(b), we plot Eqn (16) and its approximation 
derived in Eqn (17) to show that the approximation is 
indeed accurate. 

To reflect how HEADP varies with N, ρ and r, we 

substitute d with 
2 2 8( 1) ( )

2 3
r r rN
N N N
ρ ρ ρ π− − + from 

claim 1 to obtain the following equation: 

HEAD
2 2

1P
8( 1) ( ) 1

2 3
r r rN
N N N
ρ ρ ρ π

=

− − + +

 (18) 

5.2. PHEAD Verification 

We used GloMoSim [14] to develop simulations to 
verify our analysis. Figure 5 compares the numerical 
results from the analysis against the simulation results. 
Figure 5(a) shows how the number of cluster changes 
with network size given fixed transmission range and 
network area while Figure 5(b) shows how the number of 
cluster changes with transmission range given fixed 
network size. We observe slight difference between the 
analysis and simulation plots, and also, they cross each 

other around the middle. This discrepancy arises due to 
the simplifying assumptions made in our analysis. For 
example, in a network with a finite number of nodes, it is 
not with equal probability that a randomly selected node 
is the i-th smallest (1≤i≤d+1) in a closed neighborhood, 
unless the number of nodes in the network is infinite. Our 
analysis becomes more accurate as the network size 
increases. Nevertheless, the analysis is sufficiently close 
to the simulation results, and demonstrates that our 
theoretical PHEAD adequately models how the cluster-head 
density changes with node transmission range and 
network size.  
 
6. Control Overhead in Knuth Ω-notation  

 
As the results show, the control overhead arising 

from HELLO, and ROUTE messages increase with r, v, 
and ρ. While the volume of CLUSTER messages 
increases with ν and ρ. In addition, the control overhead 
is also influenced by PHEAD, a variable which relates to the 
percentage of cluster-heads in the network. Taking the 
example of LID clustering in a network with N nodes, we 
note that PHEAD for LID is a decreasing function of ρ and 
r given a fixed network size. Intuitively, the more nodes 
there are in the transmission range of a particular node, 
the less likely it is to become a cluster-head.  According 
to our analytical lower bound for the three types of 
control overhead, we could derive their lower bounds in 
Knuth Ω-notation with r, ρ and ν as variables. On an 
infinitely large area, i.e. a→∞ and N→∞, all the three 
types of control messages are Ω(1) with N. The HELLO 
message overhead ultimately increases at the rate of Ω(r), 
Ω(ρ) and Ω(ν) with r, ρ and v respectively, while the 
CLUSTER message overhead at each node is Ω(1) with r, 
Ω(ρ½) with ρ, and Ω(ν) with ν, and the ROUTE message 
at each node increases at Ω(r) with r, Ω(ρ) with ρ, and 
Ω(ν) with ν. ROUTE message overhead constitutes the 
main control overhead, because of its relative high 
broadcasting rate and large message size.  
 
7. Conclusion 
 

While many clustering algorithms have been 
proposed for mobile ad hoc networks, formal 
mathematical analysis of the overheads incurred by 
clustering has been extremely lacking. Much of the 
analysis is based on the big-O notation and relates to the 
network size only. This is very inadequate as various 
other network parameters affect the volume of control 
overhead generated. In this paper, we have analyzed the 
clustering overheads for a generic one-hop clustering 
algorithm taking into consideration node mobility, node 
transmission range, network size, and network density. 
By abstracting and representing the clustering algorithm 



 8

as the probability of an arbitrarily selected node being a 
cluster-head, we also showed how to derive this value for 
a typical clustering algorithm, the Lowest ID algorithm. 
Our analysis also makes provision for three key aspects of 
clustering, viz., the neighbor discovery using periodic 
broadcast of HELLO messages, the clustering 
management and the routing information management. 
The work presented here provides a good basis for further 
analysis on the performance of clustering algorithms for 
mobile ad hoc networks, in aspects such as scalability and 
the influence of node mobility patterns. 
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