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Abstract: Due to the advancement of technology, cybercrime has increased considerably, making
digital forensics essential for any organisation. One of the most critical challenges is to analyse
and classify the information on devices, identifying the relevant and valuable data for a specific
purpose. This phase of the forensic process is one of the most complex and time-consuming, and
requires expert analysts to avoid overlooking data relevant to the investigation. Although tools
exist today that can automate this process, they will depend on how tightly their parameters are
tuned to the case study, and many lack support for complex scenarios where language barriers play
an important role. Recent advances in machine learning allow the creation of new architectures to
significantly increase the performance of information analysis and perform the intelligent search
process automatically, reducing analysis time and identifying relationships between files based on
initial parameters. In this paper, we present a bibliographic review of artificial intelligence algorithms
that allow an exhaustive analysis of multimedia information contained in removable devices in a
forensic process, using natural language processing and natural language understanding techniques
for the automatic classification of documents in seized devices. Finally, some of the open challenges
technology developers face when generating tools that use artificial intelligence techniques to analyse
the information contained in documents on seized devices are reviewed.

Keywords: artificial intelligence; digital information; computer forensic; entity extraction; entity
recognition; storage devices; text processing

1. Introduction

Due to the rise of technology, we live in an increasingly connected world. It is now
common to have more than one device connected to the internet, constantly sharing
information. Because of this, cybercriminals are looking for ways to commit illegal actions,
protected by the privacy of the internet. For this reason, law enforcement agencies need
to pay more attention to this type of problem, in order to prevent crimes that could harm
people from being committed. According to [1], the number of cybercrime suspects arrested
between 2011 and 2019 has increased considerably, from 4800 in 2011 to almost 9000 in 2019.
When a suspect is arrested, it is very common for material assets to be seized, including
technological devices that can store evidence of a crime. One of the activities that agents
must carry out is a content analysis, using forensic methodologies on the seized electronic
devices in search of evidence, however this task can be one of the most complex due to the
large amount of data that may be stored on a device, and relationships between documents
must be sought in order to generate evidence that can be presented in a trial. Although there
are tools that allow the analysis process to be automated, they must be correctly adjusted
to the purpose of the process. In addition, constant supervision by the analyst will be
necessary to ensure that details are not overlooked that could be a precursor to a clue that
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could lead to crucial evidence for a legal case. Advances in different areas of machine
learning allow the creation of architectures to increase the performance of information
extraction and analysis in devices, by performing an intelligent search process trying to
find relationships between files based on the search for a given term. Automatic document
classification is a technique that makes use of artificial intelligence to sort documents into
classes or categories. Many document classification tools make use of natural language
processing techniques for document analysis and relationship extraction.

This paper presents a literature review of the artificial intelligence algorithms and
techniques that can be used to analyse the context of documents contained in removable
devices retrieved during a digital evidence collection process in order to find relationships
between them automatically, providing relevant information to investigations and reducing
human error. It also provides a comparison of the main algorithms and methods analysed.
The rest of the work is organised as follows: In Section 2, a description of each of the phases
of the digital forensic process is given. Section 3 describes the text processing techniques
currently available and reviews the literature, to verify the areas of application of the
methods. A detailed description of natural language understanding is given in Section 4. In
Section 5, the challenges faced by AI models for processing, understanding, and classifying
text documents are analysed. Finally, the conclusions of the work are included in Section 6.

2. Computer Forensics

Computer forensics, also defined as computer forensic science [2], is a speciality of
digital forensics that focuses on finding evidence in computers, servers, smartphones or
digital storage media based on the scientific method. Computer forensics is the process of
preserving, identifying, acquiring, and analysing electronic evidence that can be used in a
judicial process, by using methodological resources to search for evidence on digital devices
such as computers, smartphones, servers, or the internet. The process of computer forensics
consists of several stages (see Figure 1), the process starts with the identification of digital
material on a storage device, under the assumption that it may be potential evidence in
criminal proceedings, and ends when an expert presents the final report with the findings
of the analysis [3]. All of the following steps, executed sequentially, constitute the digital
forensic investigation development lifecycle [4,5].

Figure 1. Digital Forensics Process.

• Identification: Identifying digital evidence is the first step in the digital forensic
process. This step involves identifying one or more storage sources such as hard
drives, USB sticks, SD memory sticks, mobile phones, remote storage services, IoT
devices, and virtualised equipment. Typically, these devices are derived from a legal
process and must be properly seized, following the chain of custody, and isolated to
prevent any tampering with potential evidence. When the investigation is conducted
on commonly used equipment in an organisation, such as servers, network equipment,
or cloud-hosted services, the investigation team and the organisation must ensure that
no one other than the investigation team’s analysts have access to them.

• Evidence examination: This step is performed using forensic tools and methodologies
for the extraction of data that may be useful in an investigation in a legal process,
storing all evidence securely. The evidence must be securely stored in various storage
devices to leave the original information, also called the “forensic image”, intact until
they are needed for further research.

• Analysis: In the process of analysing the extracted data, the analyst thoroughly
investigates the extracted information in order to identify, interpret, classify, and
convert it into useful research information, using specialised tools and techniques.
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This process is perhaps the most complex and can take the most time to analyse. To be
successful, the analyst must be experienced in looking for patterns of information that
can add value to the research.

• Documentation: Once the digital evidence has been obtained, the relevant documenta-
tion of the findings is carried out, providing a summary and conclusion of the research
carried out [6].

• Presentation: Data obtained through proper forensic methodology, using the scientific
method, may be admitted by a judge as evidence in litigation cases.

The analysis of files from a device that is part of a legal process is one of the most
laborious tasks, due to two factors: (1) the fact that the data must be given a meaning
in order to be relevant to an investigation, and (2) the variety of data collected from the
approach of the media to be represented, which can be an image, video, audio, or text [7].
However, there are many challenges that analysts have to face, among which are: the
large amount of storage space, in terabytes, that can currently be accessed by anyone and
the different types of files and data included in the collection process. This paper presents
a collection of different artificial intelligence techniques that can help to generate tools
capable of automatically identifying and classifying a document by its context.

3. Natural Language Processing

In an increasingly connected world, and due to the sheer volume of textual data that
exists, it is increasingly difficult for human beings to discover knowledge that can be useful
to society, especially when there is a time limit to identify it [8]. Natural language processing
(NLP) is an area of research and development that mainly performs written and spoken
language analysis and generation, having its beginnings in tasks such as cryptanalysis
and machine translation. NLP emphasises text processing and the applications of each of
the developments, and as such can be considered as a strand of computational linguistics,
which focuses on the analysis and formal modelling of language and its applications while
maintaining a very close relationship with linguistics, computer science, and psychology [9].

Currently, natural language processing has attracted particular interest in the academic
community. Linguistic technologies are gaining ground and are gradually spreading their
use in professional sectors, with the aim of discovering, classifying, organising, or searching
content automatically, which allows for a more efficient use of time, cost reduction, and
agile decision making in organisations. One of the applications of NLP is in named-entity
recognition (NER) detector tools. As the name suggests, NER detects entities such as
people, locations, organisations, or brands. NER uses machine learning technology, rules,
and linguistic corpora to identify entities based on words or phrases effectively and classify
them from a set of items with similar characteristics [10].

Figure 2 shows a general outline of the relationship between named-entity recognition
and relationship extraction techniques. A common way to implement NER is through the
use of dictionaries and entity lists. Dictionaries are sets of words or phrases that are used
to identify a specific entity [11]. For example, a dictionary of people’s names might contain
common names such as “John”, “Mary”, and “Charles”. Entity lists, on the other hand, are
lists of words or phrases that are used to identify a category of entity. In addition, like NER,
dictionaries and relationship lists can be used to implement relationship extraction [12],
but with the difference that dictionaries are sets of phrases or words that are used to find a
specific relationship between two entities. For example, a dedicated dictionary for financial
relationships may contain terms such as “acquire”, “invest”, “buy”, and “sell”. Relationship
lists, on the other hand, are a set of phrases or words that are used to identify a category of
relationship, for example, containing terms such as “financing” or ”acquisition”.
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Figure 2. General Diagram of Operation of Named-Entity Extraction and Relationship Extraction.

3.1. Named-Entity Recognition

The first step is to detect a word or phrase that forms entities, where each word
represents a token, e.g., “The bluebirds fly high” is an entity formed of four tokens. One
form of labelling is inside–outside–outside–principle, which allows the indication of where
words begin and end [13]. The second step is the generation of entity categories. These
categories allow the algorithms to identify the different ways of writing a certain type of
entity, e.g., dates could be “mm/dd/yyyy or yy/mm/dd”. An NER tool allows text to be
tagged according to its context, and this tagged text is assigned a label to differentiate it
from other categories. NER models, in their most basic version, seek to identify only some
types of entities such as people, organisations, or places, however, models can also be found
that allow the identification of streets and dates, among others. Figure 3 shows an example
of the recognition of entities in a given text carried out by an NER tool which is able to
identify in the text certain patterns that refer to people (PER), locations (LOC), dates (DATE),
and organisations (ORG). An important aspect of NER models is that previously they have
only been able to focus on a single language such as Spanish, English, or Portuguese and a
single subject such as sports, news, or justice.

Figure 3. Example of Labelling Entities.

An important aspect to consider to be successful is to have quality labelling for
learning models, such as evaluation. A labelled corpus is a theme-specific text containing
annotations of one or more entities [14]. Table 1 shows a summary of the datasets and
tools to perform the named-entity recognition task. Recently, the data sources used for
corpus creation include text conversations such as Twitter comments, film reviews, or social
media comments. In addition, Wikipedia articles allow the number of tags per corpus type
to increase.
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Table 1. NER Datasets.

Name Language Text Source #Tags

CoNLL 2003 [15] English, German, Dutch Reuters news 4

Ontonotes V5 [16] English, Chinese, Arabic
Mobile conversations, religious texts,
newsgroups, broadcast news and
conversation weblogs, newscast

18

NCBI disease [17] English PubMed 14

WNUT 2017 [18] English Emerging discussions 6

GENIA [19] English PubMed 36

WNUT 2020 [20] English Twitter 2

LeNER-Br [21] Portuguese Legal text 6

WikiFiger [22] English Wikipedia 112

WikiNEuRal [23]
English, Italian, German,
Dutch, French, Portuguese,
Russian, Polish

PubMed 5

Broad Twitter corpus [24] English Twitter 3

Thanks to the use of modern data sources such as digital encyclopaedias or Twitter,
it is possible to increase both the number of tags and the size of corpora for training NLP
models. An example of this is the WikiFiger dataset [22], which has 112 tags of different
topics. This improvement has also been noticed in corpora with the same subject matter,
for example in corpora dedicated to medicine, NCBI disease [17], with 14 tags compared to
GENIA [19], which has 36 tags.

In addition to the datasets available to train your own models, there are now pre-
trained online tools that allow one to perform automatic or semi-automatic named-entity
recognition of any text on a language-dependent basis. Table 2 shows some of these tools.
These make use of one or more of the datasets mentioned in Table 1 and usually have an
API with which developers can create their own applications using relationship extraction
models. However, these tools may inherit the language limitations of the datasets they
were trained on.

Table 2. Pretrained NER tools.

Tool Platform Source URL

GATE Java [25]

NLTK Python [26]

Stanford Java [27]

Spacy Python [28]

Poliglot Python [29]

Flair Python [30]

DeepPavlov Python [31]

Allen Python [32]

Annie Python [33]
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3.2. Relationship Extraction

Relation extraction (RE) allows the extraction of relations between two or more pre-
viously identified entities [34] (e.g., persons, places, ID), in order to classify them into a
set of characteristics (e.g., “son of”, “employee of”, or “lives in”) using semantic relations
in the text. This process allows structured knowledge to be acquired from unstructured
data. For example, in Figure 4 the phrase “Madrid is in Spain” is establishing an “is in”
relationship between Madrid and Spain.

Figure 4. Relationship Example.

One way to represent the detected relationships and facilitate understanding is by
means of a diagram. Figure 5 shows the graph of the identified relations in a text, in which
some characteristics are added to facilitate the interpretation of the entities, for example
“born in” , “occupation”, “developed”, “part of ”.

Figure 5. Graphical Representation of Relationships.

There are a few different methods to perform relationship extraction:

• RE rule-based: In rule-based methods, a manual analysis of a set of sentences is
carried out in order to identify what sentences that include a relation look like [34].
This method seeks to identify patterns of the type 1, where X_1 and Y_1 are identified
entities and alpha (α) is intermediate words. These types of patterns are called word
sequence patterns, because they follow a coherent syntactic and semantic order in
the text, however, the implemented rules are inefficient for sequences of larger scope
and variety, e.g., ”John and Mary got married”. In this example, the rule specifies a
pattern that follows the sequence of the text, which defines easily identifiable patterns
in word sequences.

(X_1 α Y_1) (1)

• Weakly supervised RE: This method starts with a set of manually created rules and,
based on these, finds new ones from the unmarked text data. One way to start is to
create a set of “seed tuples” that describe specific relationships between entities [35].
For example, seed = seed = {(PER: Bob, LOC: USA), (PER: Joe, LOC: Spain)} these
seeds establish entities that have a relationship based on the “is in” relationship PER
is in LOC), from this pattern new ones are generated from the text recursively, (PER:
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Alice, LOC: Germany). This method is increasingly error-prone and new seeds will be
needed when new types of relations are needed.

• Supervised RE: The most common way to extract existing relationships is to train a bi-
nary classifier that determines whether a relationship exists between two entities [36,37].
These binary classifiers take as input semantic and syntactic features of the text, which
requires the text to be previously marked by other NLP methods.

• Distantly supervised RE: This method combines the techniques of using a classi-
fier and seed data, with the difference that instead of using a set of tuples [38], all
knowledge is taken from an existing knowledge base such as Freebase, DBpedia,
Ontonotes, Wikipedia, WNUT, Yago. It allows for reduced manual effort, as well as
the scalability to use a large number and variety of tags and relations. This method
is limited to the knowledge base used and, in case it is needed for the research in
question, an adjustment of the trained data will be necessary.

• Unsupervised RE: This method, unlike the previous ones, is based on a very general
and heuristic set of constraints, so there is no need to use labelled data, seed sets or
rules are used to capture the different relationships in the text [39]. In this method,
more general rules of thumb are used to find the tuples. For some cases, even taking
advantage of small labelled text datasets to design and modify systems. In general,
these methods tend to require less supervision overall.

There are currently multiple works related to the extraction of relationships based
on identified entities. This paper focuses its research on supervised and unsupervised
relationship extraction methods, due to the large amounts of data derived from a judicial
process that can be unstructured.

3.3. Supervised RE

Supervised relationship extraction models are used in a variety of applications where
it is necessary to extract specific relationships between entities in unstructured data, such
as text. Examples of the use of supervised relationship extraction models include medi-
cal information extraction, sentiment analysis, social network monitoring, and financial
analysis. However, it is important to note that these models require a labelled dataset and
significant effort in the training process. Among the most common characteristics among
the supervised relationship extraction methods are word distance, word context, entity
dependency, part-of-speech labels, tokens, NER, and labels. This method ensures that the
relationships extracted from the text are the most relevant. However, it is a method that
has difficulty in including new relationships (a new classifier has to be trained) and is only
effective for a reduced set of types of relationships between entities.

In [40], a model based on multi-task learning for relation extraction is proposed. It
uses several models, the first one helps the entity extraction model to obtain an abstract
representation of multitasking, by adding other auxiliary tasks. This allows the extraction
of additional semantic information from the relation extraction model in a single task.
In addition, they include single and auxiliary task models, that learn from relation extraction
by obtaining knowledge for each task, which, through distillation and knowledge extraction
algorithms, improves their performance.

Kumar Sahu et al. [41] demonstrate a method for relation extraction that automatically
learns features using convolutional neural networks, reducing the dependence on manual
feature engineering. This proposal takes as input a complete sentence with the entities
and generates a vector of probabilities corresponding to the total number of possible
relationship types. For each feature, there is a randomly initialised vector representation,
except for word embedding, for which a pretrained word vector model is used by learning
from PubMed articles.
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3.4. Unsupervised RE

Unsupervised relationship extraction models are used in a variety of applications
where it is necessary to discover unknown patterns and relationships in unstructured data,
such as text. Examples of use are text clustering, social network analysis, discovery of
additional relationships, and anomaly detection. In this method, more general rules of
thumb are used to find the tuples. In some cases, even small labelled text datasets are
exploited to design and modify systems. However, these models can be more difficult to
interpret and validate than supervised models, as there is no labelled dataset to compare
the results with.

Genest et al. [42] propose a method, PromptORE, that adapts an embedding frame-
work to work in an unsupervised statement-based environment, and is used to embed
operations that express relationships and does not require hyperparameter tuning. The em-
beddings are then grouped into clusters to discover relationships and the appropriate
number of clusters is automatically estimated. In addition, in [43] a method using sentence
supervision for unsupervised relation extraction is presented, which uses the SBERT-based
pretrained model for unsupervised relation extraction and sentence encoding. The model
uses a clustering algorithm to classify identical patterns and the extraction of relation-
ships between entities in a sentence, calculating a confidence value to avoid semantic drift
between sentences. In [44], general domain knowledge is incorporated, which allows
first-order rules to be encoded and automatically combined with the model developed for
relation extraction. The paper proposes an unsupervised approach to relation extraction
that does not require relation training data and allows the incorporation of global con-
straints expressing domain knowledge, encoding it as first-order logic rules and integrating
it automatically with a thematic model, to produce clusters formed by the available data
and constraints.

In [45], the authors present GraphRel, a graph convolutional network (GCN)-based
model for extracting and learning entities and relationships. This model handles three
key aspects of relation extraction. GraphRel automatically extracts the features of each
sentence by stacking a Bi-LSTM sentence encoder and a dependency tree encoder, labels
the words, and predicts triplets of relations connecting the mentions. The first phase of
the proposed model extracts the hidden features of the nodes along the dependencies and
a new connected graph is established with edges weighted by relations, and the second
phase considers the interaction of entities and relations before the final classification.

In [46], a method for relationship extraction is created using the BERT model, which
consists of predicting the relationship between two entities, given a sentence and two
non-overlapping entity sections. First, the input sequence of type [[CLS] sentence [SEP]
subject [SEP] object [SEP]] is constructed, to avoid overfitting, the entities are replaced by
masks composed of argument type, entity argument type, and entity type.

For the extraction of relations at document level, there is the proposal given in [47],
which makes use of different nodes and edges to generate a document-level graph. Infer-
ences on the edges of the graph allow the learning of intra- and inter-entity relationships
using multi-instance learning. The model extracts neural relationships based on a partially
connected graph of entities, where entity mentions constitute the nodes, and directed
edges correspond to ordered pairs of entity mentions. It uses multi-instance learning when
mention-level annotations are available. An important aspect to consider, is that in order
to achieve the extraction of document-level relationships, representative datasets related
to the research topic are necessary, in this sense Yao et al. [48] propose DocRed, a dataset
derived from Wikipedia and Wikidata, this dataset allows the extraction of entities and
relationships between them. For its correct functioning, it is necessary to read multiple
sentences from the document to extract relationships and thus predict their relationships.
An important aspect is that it can be used in both supervised and weakly supervised envi-
ronments. Table 3 summarises the analysed papers related to relation extraction techniques.
Although most of the techniques were created to analyse short sentences, they can be
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adjusted to process large volumes of text contained in documents with the same results
and trying to find relations between two or more documents.

Table 3. Relationship Extraction Proposals.

Proposal Technique Approach Scope

Wang et al. [40] Extraction-Based Relationships Supervised Phrase

Genest et al. [42] Instruction-Based Relationship Extraction Unsupervised Phrase

Ali et al. [43] Phrase Supervision Unsupervised Phrase

De Lacalle et al. [44] General Domain Knowledge Unsupervised Phrase

Fu et al. [45] Convolutional Graph Networks Unsupervised Phrase

Sahu et al. [41] Convolutional Neural Networks Supervised Phrase

Shi et al. [46] BERT Unsupervised Phrase

Yao et al. [48] Dataset from Wikipedia and Wikidata Supervised/Unsupervised Dataset

Christopoulou et al. [47] Multi-Instance Learning Graphs Unsupervised Document

4. Natural Language Understanding

Natural language understanding (NLU) or natural language interpretation (NLI) [49]
is an area of knowledge that studies the automatic understanding of text. This field has
gained special interest nowadays, as it can be applied to different areas where society
currently demands innovative solutions. For example, in [50] an identification of linguistic
forms based on the frequencies of word usage in legal documents is made possible by
using a statistical approach to explore the language and extract the linguistic forms it
contains. The data extracted by the proposed method can be used to analyse links and
references and search for information in the documents, as well as looking for links between
correlated legal documents and establishing relevance between them. By using NLU tasks
it is possible to perform neural machine translation tasks, for example, in [51] a BERT-based
model is proposed, to extract input sequence representations and then fuse them with
each layer of the NMT model using attentional models. In [52], a forgery detection model
is proposed for the veracity of an article question, taking into account phrase matching
based on key phrase retrieval. Moreover, ref. [53] proposes a hybrid model that overcomes
the limitations of sequence models by making use of the RoBERTa model for word or
sub-word tokenisation and word embedding generation, and also makes use of the LSTM
model for encoding long-distance temporal dependencies in word embedding. In the voice
command area, ref. [54] proposes a sequence-by-sequence neural architecture for training
NLU models to learn intention prediction tasks, labels, and values slots, which is possible
without the need for aligned data.

Further, for archiving and content analysis, in [55] the authors present a variational
neural decoder (VND), that makes use of latent variables to model the semantics at each
time step of the source and target texts. This is possible by introducing a variational
autoencoder (VAE) in the decoding process and incorporating latent variables into the
hidden state of the VND.

In recent years, with the transformer revolution, deep learning models for NLU
tasks have gained prominence in the scientific community and industry. A transformer
model [56] has multiple encoders and decoders stacked together, auto attendant care in
each of the encoded and decoded units, and cross attendant care between the encoders
and decoders [57]. In this section, some of the natural language comprehension models are
described and a general description of some works that make proposals based on these
algorithms is given. Figure 6 shows a diagram summarising the different themes in which
the techniques investigated in this paper have been used.
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Figure 6. Uses of Natural Language Understanding Techniques.

Table 4 shows a summary of the natural language understanding models studied,
highlighting the characteristics of the models, the identification method used, and the num-
ber of parameters required for training; this last one is necessary to take into consideration
when it is necessary to implement the algorithm in a productive environment, since having
a low number of parameters means that the processing resources required to perform the
inferences are low, however, on some occasions accuracy is sacrificed for performance.

Table 4. Natural Language Understanding Models.

Model #Parameters
Features

Layer/Hidden/Heads
Method

BERT [58]
Base: 110M
Large: 340M

12/768/12
24/1024/16

Bidirectional transformer
MLM, NSP

RoBERTa [59]
Base: 123M
Large: 355M

12/768/12
24/1024/16

BERT without NSP
using dynamic masking

XLNet [60]
Base: 110M
Large: 340M

12/768/12
24/1024/16

Bidirectional transformer

GPT [61] 110M 12/768/12 Transformers

DistilBERT [62] 134M 6/768/12 BERT distillation

ALBERT [63]
Base: 11M
Large: 17M

12/768/12
24/1024/16

BERT with reduced para-
meters, SOP (not NSP)

T5 [64]
Base: 220M
Large: 770M

12/768/12
24/1024/16

Text-to-text

4.1. Bidirectional Encoder Representations From Transformers

Bidirectional encoder representations from transformers (BERT) is a technique based
on neural networks, for NLP pretraining. The aim of Google’s algorithm is to interpret
our search language in a more natural way, using neuro-linguistic programming. To do
this, BERT uses an open source neural network to process the natural language of entered
searches, which is achieved through bidirectionality [58]. This consists of analysing the
same phrase in two directions, from left to right and from right to left of the keyword.
Figure 7 shows an example of unidirectional and bidirectional parsing, where in Figure 7a
it only takes as reference the previous context of the sentence and in Figure 7b it takes both
the previous and the next context of the sentence, this will allow the algorithm to better
understand what the text is trying to convey and the topic of each sentence in depth [65].
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(a) (b)

Figure 7. Unidirectional and Bidirectional sentence analysis. (a) Unidirectional. (b) Bidirectional.

4.2. Generative Pretrained Transformer

A generative pretrained transformer (GPT) is an NLP algorithm based on deep learn-
ing, that allows for the generation of human-like text from text input [61]. For the model to
work, only one sentence is needed, the transformer creates meaningful information and text
based on the context of the given sentence using publicly available datasets. The technology
can process any type of text, including computer code. GPT models are trained in order
to predict subsequent tokens based on all previously identified tokens. This is achieved
through language autoregression. There are two additional versions of GPT: GPT-2 and
GPT-3. In Table 5 the characteristics of each version of the model are presented.

• GPT-2: This version contains 1.5 billion parameters [66]. The model is initially trained
using data collected from web pages and subsequently the model is fitted with a
custom dataset that is oriented to a particular task. This technique is called two-step
training: pretraining and tuning.

• GPT-3: This model uses a different learning strategy to its predecessor, using prompts
which learn from examples of NLP or NLG tasks. This model is trained with 400 billion
tokens and has a maximum of 175 billion parameters [67].

Table 5. GPT Models.

Model Parameters
(Billions) Decoder Layers Context Token Size Hidden Layer Batch Size Training Data

GPT 0.117 12 512 768 64 BookCrawl

GPT-2 1.5 48 1024 1600 512 WebText

GPT-3 175 96 2048 12,288 3.2M CommonCrawl

The GPT model is used in several areas of knowledge, for example in [68] the authors
present CodexDB which, through the use of the GPT-3 model, customises SQL query
processing by translating text into SQL code. MacNeil et al. [69] perform an analysis of
the scope of using natural language to automatically generate explanations from a given
code fragment using GPT-3. In the area of medicine, the model has also been used and has
shown good results, for instance in [70] a model for capturing relevant medical information
and using GPT-3 to generate synthesised training data is presented. This model allows
synthetically generated data to be combined with manually labelled data by humans,
obtaining better results than models trained only with manually labelled data. On the other
hand, in [71] a proposal is made for the detection of technical research texts manipulated
by means of GPT-2, which poses a risk to genuine research which is undermined by
synthetically generated texts.

4.3. XLNet

XLNet [60] is a transfer learning model introduced by Google AI in 2019, this model
leverages regressional pretraining (AR) language modelling and autoencoding (AE) to
overcome BERT’s limitations of context capture. It allows the analysis of sentence contexts in
a bidirectional way, by maximising the permutation probabilities of the factorisation order.
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In order to minimise the limitations of BERT for capturing bidirectional contexts, XLNet
introduces permutation language modelling (PLM). RA-based pretraining reconstructs the
original data from a corrupted input, instead of performing an explicit density calculation.
This allows for better performance by addressing the limitations of bidirectional information
in AR language modelling. However, there are differences between the pretraining and
fitting process, because the artificial token symbols used by BERT during training do not
appear in the data when fitting is performed. It is good at linguistic tasks involving long
contexts. Thanks to its autoregressive formulation, the model performs better than BERT
on 20 tasks, such as sentiment analysis, document classification, natural language inference,
and question answering [60]. XLNet has been used in several knowledge domains, e.g., for
detecting news where Kumar et al. [72] present a refined XLNet model for predicting fake
news in binary and multi-layer problems. The proposals used the LIAR dataset to detect
fake news in social networks, and used two and six classes to perform the classification.
Achieving 44% accuracy for the 6-class and 72% accuracy for the 2-class.

In [73], a method is proposed that makes use of a classifier to indicate where and how
to refine candidate sentences for Markov chain Monte Carlo (MCMC)-based models. Two
methods are proposed to generate synthetic samples to refine the pretrained model and
a two-step approach to generate sentences with constraints, calculating the percentage
reliability of the candidate sentence, for machine translation and generation of automatic
responses. In addition, to improve the neural machine translation (NMT) model in [74],
contextual feature extraction is performed on Chinese to Mongolian, Uygur, and Tibetan
translation tasks using an XLNet-based pretraining method. Furthermore, in [75] a study is
conducted to analyse the results of combining the closed recurrent unit (GRU) with XLNet
(XLNet-GRU) for the detection of news generating misinformation about the Bitcoin and
Ethereum cryptocurrencies, focusing on the English and Malay languages, using manually
labelled datasets to understand the purpose of the sentence.

In relation to health areas, XLNet has had very good results, for example in [76] an
unsupervised development for the analysis of tweets with the XLNet model, to see the trend
of two vaccines, used transfer learning to classify the tweets. This technique outperformed
techniques such as VADER, TextBlob, Bi-LSTM, and BERT for sentiment analysis based
on social media updates. In addition, a model proposed to analyse drugs prewritten in
discharge documents in a non-standardised format (AB-XLNet), which used training based
on the random insert technique and the pretrained BERT model, improved the accuracy
of XLNet by 3% and extracted ADE and form, which previously could not be extracted
from XLNet.

4.4. DistilBERT

DistilBERT is a smaller and more efficient BERT-derived model, trained in the same
way as the base model but under a self-supervised scheme [62]. DistilBERT was pretrained
on three targets:

• Distillation loss: The model was trained to return the same training rate as the base-
line BERT.

• Masked language modelling (MLM): It bases its learning on a bidirectional analysis of
the sentence.

• Loss of cosine embedding: The training of the model generates hidden states as close
as possible to the base BERT model.

The DistilBERT model is a model that has been distilled from the base BERT model,
with the distillation technique the model has 40% fewer parameters and 60% less runtime,
while retaining over 95% of the performance of BERT (as measured by the GLUE language
comprehension benchmark).

In [77], a logistic regression algorithm combined with the BERT and DistilBERT al-
gorithms is used to predict the time required for error correction based on LiveCode bug
reports, to measure the effectiveness of BERT and DistilBERT under the same conditions.
The results of the experiments show that DistilBERT retains almost the same language
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understanding capabilities as BERT and in some conditions is 63.28% faster than BERT.
Furthermore, by performing some modifications on its parameters, the logistic regression
model, DistilBERT obtains a better accuracy value than BERT.

The DistilBERT model is notable for its speed in making inferences. This feature has
been used by many papers. For example, in [78] it collects data from texts published on
social networks and classifies comments that denote harassment of children through online
comments. This work demonstrates the risks faced by children on the internet. The proposal
achieves an improvement of about 3% accuracy over other algorithms addressing the
same problem, demonstrating the accuracy of DistilBERT. In addition, in [79] they test
a DistilBERT-based model to detect comments that denote online aggression and it is
claimed that the use of information from multiple sources increases the performance and
accuracy of the model. In the area of medicine, DistilBERT has also had good results. In
Jojoa et al. [80], a method based on DistilBERT is proposed to detect positive or negative
tendencies on responses in surveys during the COVID-19 pandemic, the work obtained
outstanding results (F1 score of 80.3%) considering that large volumes of data are necessary
to obtain good results. In the area of banking, government, and global news, in [81],
a study on sentiment analysis using the DistilBERT model applied to news was carried
out. This model was fitted and fed to four different classifiers. The results obtained by
Dogra et al. indicate that the trained model can transfer semantic understanding to other
domains, achieving a higher accuracy than the reference TF-IDF. The authors conclude that
the random forest model combined with DistilBERT leads to a higher accuracy than other
classification models, i.e., a comparison of TF-IDF achieves a 7.5% higher accuracy, of 78%.

For the classification of documents, TopicBERT is presented in [82], a proposal that
allows the optimisation of computational resources necessary for fine tuning. This proposal
bases its operation on the complementary learning of unified subject and linguistic models.
The proposal has a reduction in the number of self-service operations, reaching a speed
1.4 times higher than previous proposals, obtaining a performance of 99.9% in 5 datasets.

On the other hand, DC-BERT is proposed in [83], which is based on two BERT models,
the first one encodes the question in one occasion and the second one performs a precoding
of the documents, storing its cache offline, in addition to using a decoupled contextual
encoding framework. For the tests carried out by the authors, two datasets, SQuAD Open
and Natural Questions Open, are used, in which the proposed model obtains a performance
of up to 10 times faster in document retrieval, while retaining almost the same performance
of the previously proprietary approaches for open domain questions. Likewise, in [84] a
novel architecture is proposed by applying the concept of “long” attention to a distilled
BERT model, focusing the solution on recognising legal domain phrases and contexts. This
allows the model to recognise the context for longer text sequences by combining a window
of local attention with task-driven global attention. The proposed model is faster and
outperforms other models, such as BERT, for document classification in a legal context.

In Varun Dogra, et al. [85], a model for the classification of news and banking events is
proposed, using a hybrid architecture using the context-independent language represen-
tation TFIDF. These representations are introduced in five classifiers, with the result that
DistilBERT conveys domain-general knowledge better to others compared to the TFIDF
baseline. Furthermore, it is concluded that the use of a hybrid model improves accuracy
with classifiers such as random forest.

Quevedo et al. [86] make a proposal, based on the performance of several linguistic
models that base their operation on transformers, for the development of a specialised
question answering solution in the legal field, comparing the results obtained with other
developments that focus their operation on question answering without a specific field.
The PolicyQA dataset was used, by conforming it with documents related to users’ data
processing policies, which fall within the legal scope of the software. The proposal used AL-
BERT, BERT, DistilBERT, LEGAL-BERT, and RoBERTa as base encoders and compared their
performance on the SQuAD V2.0 and PolicyQA question answering reference dataset. Fur-
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thermore, it is shown that domain-general BERT-based models, such as ALBERT, perform
better than a model trained for a more specific domain, such as LEGAL-BERT.

4.5. Text-to-Text Transfer Transformer

The Text-to-Text Transfer Transformer (T5) model is a technique where the input and
output are always text strings, using a transformer architecture that replaces tasks such as
removing spaces with a combination of alternative tasks [87]. Each task used is approached
with the input model input and trained by generating a target text including tasks such
as question answering, translation, and text classification, and is also used for language
generation in different languages [88,89]. Among the changes that can be identified with
respect to models such as BERT, are causal decoders for bidirectional textual revision.

For multi-modal emotion recognition tasks, in [90] a method is proposed that allows
a representation of emotions through speech, audio, and text to be found. This proposal
uses pretrained models such as TRILL and the single-modal text-to-text transform, which
fit the emotion dataset. In multi-task transfer learning tasks, work has been presented
for the analysis of multi-domain and multi-task learning behaviour using T5 (MD-T5)
models [91], specifically in two domains, Python code and chess. This work reaffirms
the challenges of using negative knowledge transfer and model forgetting, with good
results using joint pretraining plus domain austerity for multi-domain and multi-task
learning. Nagoudi et al. [92] propose a transformer-based model for natural language
processing focused on indigenous languages, using the T5 model. The IndCorpus dataset of
ten indigenous languages and Spanish was used to fit the model. This work demonstrates
the good results of machine translation using various approaches for translation between
American Indian languages and Spanish.

In [93], a proposal is made that by using a T5 pretrained model, performance im-
provements are achieved in processing tasks such as error correction in code, injecting
mutations into code, or generating comments, in addition to exploiting additional data for
the self-controlled pretraining phrase with respect to other proposals. In addition, ref. [94]
uses the model for neural generation of questions and Phakmongkol and Vateekul [95] use
T5 to answer questions. On the other hand, T5 is used to create a chat room, as in [96], for
the regulation of emotions in chat rooms as a framework for integral dialogue.

4.6. ALBERT

In the work presented in [63], a BERT-based algorithm, ALBERT, is presented that
improves the performance of twelve BERT natural language processing tasks, including
answering questions from the SQuAD v2.0 dataset and the RACE SAT-style reading com-
prehension benchmark. To improve the performance of the model, capacity allocation
is achieved in an efficient way. ALBERT achieves an 80% reduction in projection block
parameters without sacrificing performance on the benchmark datasets. This is made
possible by context-independent learning of embeddings such as words or subtokens.

4.7. RoBERTa

Developed by Facebook, RoBERTa, the robust and optimised BERT method, is a model
based on BERT using an improved methodology for the training process, using 10 times
the data used in BERT and improved computational power [59]. It is an optimised method
for pretraining NLP systems. RoBERTa is a model in which the system learns to predict
sections of hidden text within previously unlabelled linguistic examples using BERT’s
masking strategy [97]. For RoBERTa training, the BERT hyperparameters are modified
and the training target of the next phrase and minibatch training is lined and the learning
rates are modified. Meta’s RoBERTa model has been used in relevant proposals, to identify
patterns in text.

RoBERTa uses large amounts of text data for training, approximately 160 GB, including
data from books and Wikipedia used by BERT. Sources supplementing the training data
include news data (CommonCrawl news, 76 GB), text from websites (38 GB), and stories
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(31 GB). The training of this data is performed over the course of a day using the latest
generation graphics card. This model outperforms its predecessor BERT and XLNet in the
GLUE benchmark data. An important point to consider about the RoBERTa model is that if
an attempt was made to reduce the model to a smaller model, using techniques such as
pouring, quantisation, or distillation, the model would have lower prediction metrics.

Currently there are many jobs that use RoBERTa to perform tasks in different areas.
For example, in [98] the model is used for the analysis of English language tweets for the
COVID-19 classification of adverse pregnancy outcomes and contingency cases, resulting
in F1 scores of 93% and 75%, respectively. Furthermore, in the area of sentiment analysis
and classification, in [99] ASK-RoBERTa is presented, a pretraining model that allows
the prediction of sentiment inclinations from sentences or documents based on adaptive
pretraining of the model to sentiment knowledge. In the paper, some rules are developed to
perform term and sentiment mining based on grammar and parts of speech. ASK-RoBERTa
performs better than previously proposed sentiment analysis models based on BERT and
current deep learning models. On the other hand, a model that makes use of RoBERTa and
interactive attention networks (IAN) for sentiment analysis for product reviews is proposed
in [100], called RoBERTa-IAN. This work proposes the use of low-dimensional vectors to
serve as input to a model for the extraction of semantic features of the text and obtaining
the hidden representation.

In [101], a solution is presented that, by using RoBERTa and conditional random fields
(CRF), is used to detect offensive language on a social media post. The model takes into
account the existing differences with the general language, in addition to the jargon used,
the proposed solution obtained a 66.34% F1 score. Further, in [102] RoBERTa is used to
detect sarcastic comments in tweets posted in English. The proposed model is based on
a model pretrained with Twitter data and uses a three-layer forward connected neural
network. The model obtains an F1 score of 52.6%.

Furthermore, in [103] a model based on RoBERTa trained only on Czech language data
is presented. This proposal improves on existing multilingual contextualised linguistic
representation models, such as multilingual XLM-RoBERTa [104] and SlavicBERT [105], in
NLP tasks such as tagging and lemmatisation, dependency parsing, and semantics.

In addition, some proposals allow the categorisation of large numbers of digital doc-
uments by automatically assigning unlabelled text documents to predefined categories,
providing a solution to the growing demand to organise, store, and retrieve these docu-
ments accurately and efficiently. For example, in [106] EVI-IBLMM (extended variational
inference for inverted Beta-Liouville mixture model) is proposed for text categorisation.
Two datasets are used in the proposal: WebKB and 20Newsgroups, which have four and
twenty categories, respectively. For the reduction of words to their simplest form, they
make use of Porter’s stemming. Experiments on 20 runs show that the proposal of X et al.
has the best categorisation accuracy, 90.36% with the WebKB dataset and 81.11% on 20News-
group, among all mixture-based approaches for the text categorisation task (EVI-GIDMM,
EVI-IDMM, EVI-GaMM).

This paper focuses its research on the RoBERTa model, because it provides great
flexibility and can be adapted to a wide range of tasks such as text classification, entity
recognition, or sentiment analysis. Furthermore, compared to BERT, RoBERTa has shown
superior performance in various natural language processing tasks [59]. Furthermore,
the pretraining process is improved compared to BERT, using unrestricted pretraining,
which helps improve its ability to identify semantic and syntactic features. It also offers
great flexibility. This model can be useful for resource-constrained teams that want to take
advantage of pretrained machine learning without having to invest in training custom
models from scratch.

Table 6 shows a comparison of the proposals that make use of the RoBERTa model.
The table shows that the model can be tuned for a wide variety of approaches, such as
medical, lexical, sentiment analysis, or marketing while maintaining good results.
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Table 6. Overview of RoBERTa Proposals.

Proposal Extraction Approach Model Scope Datasets Results F1 Score

Adverse Pregnancy Outcomes
and Potential COVID-19

[98]
Lexically constrained sentence
generation

Medical Medication Abuse in Tweets 0.9305

ASK-RoBERTa [99] Sentiment analysis Lexical Restaurant-14-16, Laptop-14 0.779, 0.821, 0.71, 0.792

RoBERTa-IAN [100] Product reviews Marketing SEMVAL 0.90

RoBERTa-CRF [101] Toxic span detection Sentiment analysis Civil Comments 0.66

Sarcastic RoBERTa [102] Detect sarcasm in tweets Sentiment analysis iSarcasm 0.526

RobeCzech [103] Contextualised representation Lexical Czech Facebook dataset 0.801

Table 7 shows a summary of the works studied in this paper, mentioning the name of
the proposal, the approach given to the model based on the training data, the scope, and
the NLU model used for the proposal.

Table 7. Overview of Natural Language Understanding Models Proposals.

Proposal Extraction Approach Model Scope Model Datasets

CodexDB [68] Translate text SQL query processing GPT-3 WikiSQL, SPIDER

GPT-3-ENS [70] Medical dialogue summarisation Medical GPT-3 Human labeled, GPT-3-ENS

Cross-Domain Detection [71] Cross-domain detection Technical text GPT-3 SME-labeled, Proxy data

Fake News Detection [72] Detect fake news News XLNet LIAR

Show Me How To Revise [73] Sentence generation Lexical XLNet One-Billion-Word

Low-resource neural
machine translation

[74] Neural machine translation Translation XLNet CCMT2019

XLNet-GRU [75] Detect fake news News XLNet-GRU Cryptocurrency news

Sentiment Analysis [76] Tweet-based sentiment analysis Medical XLNet COCO val

AB-XLNet [107] Drugs in discharge summaries Medical XLNet

AraT5 [88] Language generation Lexical T5 Arabic MT datasets

mT5 [89] Language generation Lexical T5

Multimodal Emotion Recognition [90] Emotion recognition Sentiment analysis T5 IEMOCAP

Extreme Multi-Domain [91] Multi-task transfer learning Lexical T5

Indt5 [92]
Natural language processing
for indigenous languages

Lexical T5 IndCorpus

Ensemble-NQG-T5 [94] Neural generation of questions Questions and answers T5 SQuAD 2.0

Generated Questions for Thai [95] Answer questions Questions and answers T5 Wiki QA and iApp Wiki QA

ER-Chat [96] Chat room Chat T5

Code-Related Tasks [93] Correct code errors Code-related T5 Bug-Fix Pairs

Adverse Pregnancy Outcomes
and Potential COVID-19

[98]
Lexical constrained sentence
generation

Medical RoBERTa Medication Abuse in Tweets

ASK-RoBERTa [99] Sentiment analysis Lexical RoBERTa Restaurant-14, Restaurant-16 , Laptop-14

RoBERTa-IAN [100] Product reviews Marketing RoBERTa SEMVAL

RoBERTa-CRF [101] Toxic span detection Sentiment analysis RoBERTa Civil Comments

Sarcastic RoBERTa [102] Detect sarcasm in tweets Sentiment analysis RoBERTa iSarcasm

RobeCzech [103] Contextualised representation Lexical RoBERTa Czech Facebook dataset

5. Challenges

One of the challenges facing technology developers is to develop a solution that
understands natural language. This is because modern languages are long and complex,
containing a large number of phrases that can mean different things depending on the
region of the world in which they are used. One way of tackling the problem is through
syntax, as it allows for the analysis of the combination of sentences that could have different
meanings [8].
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Solutions that use NLP models in their logic to understand language are growing,
but as demand grows, so do the challenges of the technology. This section lists some of the
challenges faced when analysing the context of files on storage devices.

• Abbreviations: One of the most important challenges faced when analysing a docu-
ment, regardless of language, is recognising words that may have multiple meanings
or words that may be part of different sentences, and classifying similar words. Sev-
eral words or sentences can be written in different ways, these can be abbreviated to
facilitate writing, reading, and understanding. The same words can be written in long
forms, e.g., BTW means By the way, and in many cases abbreviations may coincide
with an organisation, a place, a position, or a position title.

• Errors related to speed and text: Models that rely on semantics cannot be trained if
the speech and text data are wrong. This problem is analogous to the implication
of misused or even misspelled words, which allow the model to learn over time.
Although evolved grammar correction tools are good enough to remove sentence-
specific errors, the training data must be error-free to facilitate accurate development
in the first place.

• Spelling Variation: The vowels in the English language are very important. These
letters do not make a big difference when heard, but they do make a big difference
in spelling. Everybody makes spelling mistakes, but for the majority of us, we can
gauge what the word was actually meant to be. However, this is a major challenge for
computers, as they do not have the same ability to infer what the word was actually
meant to be.

• Foreign Words: Words that are currently not used or heard very often are an area of interest
in this field. Such words include names of people, place names, or ancient organisations.

• Different types of text: Sometimes, when analysing a document, it is difficult to relate
two texts of different subject matter, for example, it is difficult to relate a judicial text
to a common text, given that the words used to refer to the same thing may vary.

• Synonyms: Some phrases or words can have exactly the same meanings at different
grammatical levels and with the same grammatical category. In any language, people
often use synonyms to denote slightly different meanings within their vocabulary
without changing the meaning of the sentence. Small and little can be synonyms
when automatically parsing a sentence to denote the same meaning, but they are not
interchangeable in all contexts, as one could denote only size and the other could
denote both size and emotion. For example, buy a small cup of coffee for the office
and even the small change can make a difference, in this example the words are
not interchangeable.

• Colloquialisms: In every culture, phrases, expressions, and idiomatic jargon are used
that have specific meanings, posing a problem for NLP developments. These expres-
sions may exist in more than one culture, yet have different meanings in different
geographical regions or simply have no coherent meaning. Even if NLP services
try to scale beyond ambiguities, errors, and homonyms, it is not easy to include
specific words that have different connotations from one culture to another. There
are words that lack a definition in the language, but may still be relevant to a spe-
cific audience. It is important to include relevant references so that the resource is
sufficiently perceptive.

• Sarcasm: Generally used words and phrases that can be positive or negative, but in
reality connote the opposite. When expressing a sentence, the intention with which it
is intended to be transmitted, the emotions that were present when creating it, and
the personality of the author or speaker can influence it. Some of them, such as irony
and sarcasm, can make a sentence be taken as positive, however, the emotions of the
author can go in an opposite sense to the literal one. Although sentiment analysis has
now made advances, the correct extraction of context when confronted with sarcastic
sentences remains a research challenge.
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• Disambiguation of the meaning of words: To perform a correct sentence disambigua-
tion process, it is necessary to understand the context in which it was written. For this,
it is necessary to extract the meaning of the word by taking into account the adjacent
words, because they have related meanings.

6. Conclusions

In this work we carry out a bibliographical review of some proposals that make use of
machine learning methods and algorithms, specifically natural language processing models,
for the processing, comprehension, and classification of texts contained in removable
devices in a forensic process, in order to find evidence about a specific case.

The identification of named entities is a major problem for natural language processing,
since valuable information must be extracted from texts. However, this process can have
various difficulties in identifying and detecting the context of a phrase such as abbreviations,
spelling and grammatical errors, the use of synonyms, colloquialisms used only in certain
cultures, or the use of sarcastic phrases.

The algorithms that have shown great efficiency in entity detection are those based
on transformers, specifically the BERT algorithm, surpassing previous models in precision
and performance. BERT allows the processing of texts in several languages, which has
made it possible to generate versions for specific languages or purposes to cover a need. In
addition, by performing some distillation techniques, the BERT base model can be used in
low-resource devices, because the size is reduced and performance is improved. In this case,
multiple jobs sacrifice processing time to improve prediction accuracy. One of the important
technical aspects of BERT is that it can check the context of a sentence in a bidirectional
way, which allows a better understanding of the background of the text and correct entity
recognition. Although most of the algorithms allow the processing of sentences, they can be
tuned to allow the processing of documents and the search for relationships between them.

Therefore, the use of natural language processing algorithms for the classification and
identification of relationships between documents in a forensic analysis process, can pro-
vide advantages such as greater precision in the extraction and identification of evidence,
identifying patterns in the texts and data linkage, reduction in human errors, and automa-
tion of repetitive tasks, which would allow researchers to focus on more complex tasks.

In general, the use of machine learning models in a forensic process can improve the
efficiency, accuracy, and reliability of evidence analysis, which can help investigators to
reach stronger and more accurate conclusions.
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