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Resumo da Tese apresentada à COPPE/UFRJ como parte dos requisitos necessários

para a obtenção do grau de Doutor em Ciências (D.Sc.)

ANÁLISE DA FRATURA DINÂMICA EM COMPRESSÃO EM COMPÓSITOS

DE CARBONO PELA CORRELAÇÃO DIGITAL DE IMAGENS E

APRENDIZADO DE MÁQUINA

Rafael de Azevedo Cidade

Maio/2019

Orientador: Enrique Mariano Castrodeza

Programa: Engenharia Metalúrgica e de Materiais

Esta tese propõe o uso da técnica da correlação de imagens na análise da fratura

dinâmica em compressão de compositos reforçados por fibras de carbono (IM7-8552).

Imagens de testes de impacto de corpos de prova bi-entalhados foram analisadas.

Também é proposto um método para determinação do tamanho dos subsets baseado

nos padrões de speckle. A tenacidade a fratura dinâmica foi definida como a taxa de

liberação de energia no momento de carga máxima, durante o ensaio, e foi calculada

por meio de uma integral-J extendida, no domínio de área. A comparação entre os

resultados das integrais área e contorno é apresentada e mostra que a integral de área

é um método mais robusto quanto aos parâmetros do método, apresentando uma

discrepância máxima de 14 % entre os resultados. Uma rede neural artificial foi usada

para calcular a influência relativa dos parâmetros. Os resultados não apresentaram

consistência satisfatória entre amostras da mesma classe, mas mostram, em certo

nível, concordância com resultados encontrados pelo grupo de pesquisa utilizando

a metodologia da size-effect law. Além disso, uma nova metodologia é proposta,

utilizando redes neurais convolucionais para prever o início da fratura por meio dos

campos de tensão. Um estudo de caso para espécimes da classe III mostra que uma

metodologia incluindo redes neurais convolucionais pode ser desenvolvida como uma

alternativa à hipótese de carga máxima.
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Abstract of Thesis presented to COPPE/UFRJ as a partial fulfillment of the

requirements for the degree of Doctor of Science (D.Sc.)

ANALYSIS OF DYNAMIC COMPRESSIVE FRACTURE OF CARBON

COMPOSITES BY DIGITAL IMAGE CORRELATION

Rafael de Azevedo Cidade

May/2019

Advisor: Enrique Mariano Castrodeza

Department: Metallurgical and Materials Engineering

This thesis proposes the use of digital image correlation technique on the analysis

of dynamic compressive fracture of carbon fibre reinforced composites (IM7-8552).

Impact tests images of double edge notched specimens were analysed. A method for

determining the subset size base on morphological aspects of the speckle pattern is

presented. The dynamic fracture toughness was defined as the the energy release

rate at the peak load, during the test, and was calculated by an extended J-integral

over an area domain. The comparison between area and contour domain integrals

results is also presented and shows that the area domain is a more robust method

regarding the method parameters, showing a maximum of 14% discrepancy amongst

results. An artificial neutral network was used to calculate the relative influence

of the parameters. The results did not present satisfactory consistency amongst

specimen of the same types, yet show, in a certain level, agreement with those

found by the research group by using the size-effect law methodology. In addition,

a novel methodology is proposed, utilising convolutional neural networks to predict

the fracture initiation by the stress fields. A case study for type III specimens shows

that a methodology including convolutional neural networks can be developed as an

alternative to the peak load assumption.
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Chapter 1

Introduction

Composite materials have been gradually replacing traditional metallic materials in

their customary applications over the past decades. Therefore, the demand for their

proper understanding, characterisation, and modelling has risen and new experi-

mental and computational techniques have been developed. 1.

This trend is noticeable in aerospace, automotive and marine industries, in-

cluding offshore oil production, where composite materials have been gaining more

importance either in usage as in research and development. In such cases, struc-

tures are subjected to multiple loads, leading to complex stress states either static

or dynamic. Therefore the accurate design and prediction of life in service is of great

importance, in order to minimise life and environment risk.

The complexity of composite materials starts in their very basic intrinsic proper-

ties, their constitutive relation. Differently from the widely used and studied metal-

lic materials, which present fully symmetry, or isotropy, fibre reinforced materials

are generally orthotropic materials, or in some cases present transverse isotropy. It

means that, instead of having only two properties to describe their elastic behaviour,

more constants are needed. The same applies for strength limits and fracture tough-

ness parameters, where not only the magnitude and direction matter, but also the

sign.

Besides geometric complexities, time also comes into scope. Such materials could

present, for some directions, loading rate sensitiveness, that is, the constitutive

relation varies as the loading scenario goes from static to dynamic. It applies not

only for the constitutive relation but also for strength limits and fracture toughness.

For many years researchers have dedicated their studies to better understand the

rate sensitiveness and no consensus has been reached, what makes this subject still

open for future researches.

The fracture toughness is one of the key variables for the understanding and

1in this document composite materials refers to fibre reinforced polymers
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predicting failure in composite materials, its proper assessment and modelling are

of great importance on risk mitigation and in service failure estimates. Allied to the

time sensitivity that such materials could present, it makes necessary not only to

test it under quasi-static scenarios, but also along a wide range of dynamic loads.

The objective of this thesis is to primarily assess the mode I fracture toughness of

carbon fibres composites subjected to high compressive loading rates, suggesting a

computational strategy for data reduction based on digital image correlation (DIC)

and machine learning techniques. It evaluates the method robustness, regarding

its parameters as well as the energy components involved in the dynamic fracture

process. Additionally a parallel study is done on image classification of full field

measurements by convolutional neural networks in a try to predict, by machine

learning, the time to fracture base on the stress fields.

Scope

The scope of this document is summarised as follows:

i Assessment of mode I intralaminar fracture toughness of carbon composite

under compression.

ii Determination of full field measurements and its time derivatives.

iii Calculations of fracture toughness by an extended J-Integral over full-field

measurements.

iv Use of artificial neural networks as an alternative of ANOVA table for variables

relative influence.

v Time to fracture estimates by convolutional neural networks training over

stress fields.

The following points are out of the scope of this thesis:

i The experimental setup. It is out of the scope of this thesis the discussion of

experimental set up parameters, as well as equipment configurations.

ii The derivation and computational implementation of the digital image correla-

tion technique. In this study the open source implementation, Ncorr, was used

for DIC calculations and no additional methodology was included on full-fields

calculations. Further details can be found in BLABER et al. [1].

ii The computational implementation of artificial neural networks. A standard

feed-forward neural network, from MATLAB R© deep learning package, was

used. The concern about artificial neural networks in the present work are the

proper choice of architecture and suitable input data.

2



1.1 Thesis organisation

This thesis is organised in the following sections:

Chapter 2 presents a review of the state of the art regarding the dynamic fracture me-

chanics of composite materials. This section sorts the referenced works into

three different categories, according to the studied mode: mode I, mode II,

and mixed mode, presenting the experimental apparatus as well as the data

reduction methods. In addition it presents a review of related works based on

DIC fracture mechanics studies.

Chapter 3 is divided into five sections. Section 3.1 approaches the experimental setup,

specimens preparation and data acquisition methodologies, explaining all the

process of generating input data from dynamic tests on the split-Hopkinson

pressure bar (SHPB) for post processing and further analysis. Section 3.2 dis-

cuss the use of DIC on generating full-field measurements of displacements and

its derivatives (i.e. strains, velocities, and acceleration). It is also proposed

here a set of image processing steps for enhancing accuracy of calculations

based on DIC measurements. In section 3.3 is presented the J-integral formu-

lation and the derivation of the modified equation used in this thesis. It is also

explained the discrete implementation over full-field data, discussing the in-

fluence of calculation parameters such as the domain size on J-integral value.

Section 3.3.3 is a comparative study between the the present work and the

assumption of a rising R-curve for the analysed material, found in literature.

Lastly, section 3.3.4 explores convolutional neural networks as a method for

identifying fracture initiation based on stress fields.

Chapter 4 presents the results related to sections cited above. This chapter discusses

the influence of each parameters of the process on the final J-integral value

and compares the calculated fracture toughness value to results found in lit-

erature. It is also shown a case study where the use of trained convolutional

neural networks would predict the fracture initiation in the absence of load

measurement during the test.

1.2 Related Publication

Cidade, R. A., Castro, D. S. V., Castrodeza, E. M., Kuhn, P., Catalanotti, G.,

Xavier, J., Camanho, P. P. (2019). Determination of mode I dynamic fracture

toughness of IM7-8552 composites by digital image correlation and machine learning.

Composite Structures, 210, 707-714.

3



Chapter 2

Literature review

KANNINEN e POPELAR [2] divide dynamic fracture toughness problems in two

categories 1:

i Rapidly varying applied load;

ii Quasi-static loads and rapidly moving crack.

Owing to the purpose of these study (i.e. high strain-rate applied to carbon fibre

composite specimens), most attention will be given to the first case.

JACOB et al. [4] published an article attempting to review all existing publica-

tions about the strain rate dependence on mode I, mode II, and mixed mode fracture

toughness of composite materials comprising works between 1985 and 2001. They

noticed a lack of consensus about the effects of strain-rate in the fracture toughness

of composite materials. Not only for mode I, but also for mode II, and for mixed-

mode. No major conclusions could be drawn about the strain-rate dependence even

in cases with similar materials under common strain-rate ranges. In spite of not

finding a trend, three concluding remarks were made:

i Dynamic fracture toughness depends basically on the matrix properties, what

are rate-dependent;

ii A ductile-brittle transition may occur as the rate increases reducing the com-

posite fracture toughness.

iii Referenced authors show great concern on experiments preparation due to

procedure related sensitivity.

This section aims to review recent works related to dynamics fracture mechanics

of composite materials2 and the strain-rate dependence of dynamic fracture tough-

ness, as well as the data reduction strategies presented.
1A similar classification is also found in ANDERSON [3]
2fibre-reinforced polymer.
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2.1 Mode I

FRACASSO et al. [5] studied the mode I dynamic delamination of double cantilever

beam (DCB) Carbon/PEEK specimens, with interleaved plies, under 0.5, 10, and

200mm/min rates at temperatures from 23◦C to 120◦C. Using the time-temperature

equivalence postulate, they obtained a master curve of the fracture toughness for a

wide range of crack speeds. They reported a reduction about 58% of interlaminar

fracture toughness with the increase of crack speed, which was approximately con-

stant during each the tests. The authors also concluded that interleaving does not

change the trend of fracture toughness rate dependence.

SUN e HAN [6] proposed a novel method to asses the mode I dynamic delami-

nation in polymeric composites. They conducted wedge-insert-fracture (WIF) tests

with wedge loaded compact tension (WLCT) specimens using a split Hopkinson

pressure bar (SHPB) to achieve high strain-rates in carbon/epoxy and glass/epoxy

specimens. They also used a MTS machine at a 0.01 mm/min cross-head rate to

obtain quasi-static results. Fracture toughness was calculated by finite elements

model using the modified crack closure (MCC) method. They simulated the dy-

namic delamination by sequentially removing the boundary conditions, releasing

the nodes placed at the symmetry plane (crack plane), based on measured crack

speed and load history. The glass/epoxy dynamic crack initiation toughness was

higher than the quasi-static. According to the authors, it may have occurred due

to more severe fibre bridging under dynamic loading compared to the quasi-static

test, which made difficult the measurement of toughness during crack propagation.

On the other hand, carbon/epoxy initiation toughness was rate insensitive to crack

speeds up to 900m/s.

WU e DZENIS [7] investigated the dynamic mode I interlaminar initiation tough-

ness of a unidirectional carbon/epoxy composite (P7051S-20Q-1000). They per-

formed impact tests using a Hopkinson pressure bar with a modified three point

bend specimen (1-bar/3PB) with striker impact speeds about 20−30m/s (23−53J).

They noticed that the supporting fixture constrained the specimen after crack ini-

tiation, causing a complicated reflected wave shape . But it was also noticed that

the crack initiation occurred at the beginning of the impact event, therefore the

data reduction took in account only the initial part of the reflected wave signal.

The dynamic stress intensity factor (DSIF) was calculated using a two-dimensional

finite elements analysis with implicit method, due to the smooth loading history.

They reported that the critical DSIF, for the transient loading presented on their

study, is about 80-90% of the static value. In addition, they concluded, based on

fracture surfaces, that dominant failure mechanisms were matrix brittle failure and

fibre/matrix debonding.
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BLACKMAN et al. [8, 9] assessed quasi-static and dynamic fracture toughness of

a rubber-toughened epoxy adhesive using double cantilever beam (DCB) and tapered

double cantilever beam (TDCB) tests. Two different substrates were used to manu-

facture the joints: An aluminium alloy (EN AW-2014) and an unidirectional carbon

composite (HTS/6376). Tests were performed from quasi-static (0.1mm/min) to

dynamic (15m/s) regimes using both a screw driven and a servo-hydraulic machine,

using a high-speed camera to monitor the crack growth. The results were divided

into four categories3:

Quasi-static =

{

Type 1: Stable and continuous crack growth

Type 2: Unstable, stick-slip, crack growth(10−2m/s)

(2.1)

Dynamic =

{

Type 3: Unstable, stick-slip, crack growth(2.5m/s)

Type 4: Stable and continuous crack growth(12m/s)

(2.2)

The results show that the fracture type evolves, subsequently, from type 1 to type

4 as the load-rate increases. In the dynamic case, the authors reported a decrease of

about 40% of the quasi-static value, possibly caused by the inability of the material

to rapidly dissipate the heat generated at the crack tip.

JOUDON et al. [10] tested a toughened resin epoxy (Hexplyr M21), widely used

in aeronautical composites, for dynamic fracture toughness measurements, using

single-edge notched bending (SENB) specimens. The tests were performed in a

servo-hydraulic machine under displacements rates from 5mm/min to 20m/s using a

high speed camera to monitor the crack growth. The dynamic fracture toughness was

calculated using a strain-gage technique base on the local analysis of the asymptotic

strain field, assuming constant propagation speed. The authors reported that the

dynamic stress intensity factor can exceed the quasi-static initiation toughness in

about 25% under higher crack speeds scenarios (293m/s).

NAVARRO et al. [11] investigated the influence of crack speed on mode I de-

lamination fracture toughness of woven composites using double cantilever beam

specimens manufactured in eight different stacking sequences comprising glass fibres

fabric (Hexcel 913/45%/7781) layups, carbon fibres fabric (Hexcel 913/45%/G963)

layups and hybrid configurations. The tests were performed in a drop weight tower,

delivering impacts of 4m/s. For each stacking sequence, they used specimens with

different lengths of internal adhesive layer (at crack plane) in order to asses a wider

range of crack speeds. Experimental data show no influence of crack speed on mode

3The values in parenthesis indicate the transition test rate to the specified type
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I fracture toughness and no evidence was found on fractographic analysis. The au-

thors allege that experimental data are in accordance with previous studies since

increases in fracture toughness would occur for crack speeds higher than 1000m/s,

which was not reached in their study.

ZABALA et al. [12] performed DCB tests on unidirectional (Toray’s Ref. GV

170U) and woven (Hexcel Ref. 43199) carbon/epoxy (SiComin RS 8100/SD 8822)

composites containing 19% of E-Glass fibre, in transverse direction, in order to

keep the carbon fibres together during the manufacturing process. In addition,

transverse glass fibres reduce the interactions between adjacent carbon fibres plies,

which is useful to avoid fibre bridging. The fibre bridging phenomenon is particular

to unidirectional composite specimens, not reflecting the behaviour of an actual

structure, and should be avoided on strain-rate dependence analysis (CANTWELL

e BLYTON [13], REEDER et al. [14]). The tests were conducted in a servo-hydraulic

machine from quasi-static (8.3×10−3m/s) to dynamic (0.19m/s) rates and the crack,

measured by digital image correlation using a high speed camera. The results show

a linear descending trend of the fracture toughness as a loading rate function and

the propagation characterised as unstable. At the highest loading-rate a reduction

of 19% of GIC was reported for the woven specimens and 32% for the unidirectional

composites in relation to the quasi-static tests.

BEDSOLE et al. [15] studied the mode I dynamic fracture toughness of car-

bon/epoxy specimens with neat resin as well as with carbon nanotubes filled matrix.

They performed quasi-static 3PB tests using a electromechanical testing machine

(under 0.01mm/s) and dynamic 1PB (one point bending) impact tests using a Hop-

kinson bar, achieving crack speeds around 800m/s. Two specimens configurations

were used in order to assess both interlaminar and intralaminar dynamic fracture

toughness. The results show increases of approximately 155% and 113% for inter-

laminar fracture toughness of the neat resin and the carbon nanotubes specimens

respectively when compared to the quasi-static tests. For the dynamic intralaminar

case, the increases were around 153% and 190% respectively, when compared to the

quasi-static tests.

KUHN et al. [16, 17] tested double edge notched specimens under both tension

and compression for mode I intralaminar fracture toughness. The tests were con-

ducted in a SHPB, under strain rates of 60s−1 and 100s−1 respectively. For the

tensile case increases up to 28% were reported compared to the quasi-static results,

while under compression, the material responded with higher sensitivity, 60% when

compared to the quasi-static value.
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2.2 Mode II

FRACASSO et al. [5] also studied the rate dependence on mode II delamination.

Using an end notch flexural (ENF) carbon/PEEK specimen they tested the mate-

rial under 0.5, and 10mm/min regimes. Analogous to mode I, the used the time-

temperature postulate to build a master curve for a wide range of crack speeds.

Therefore, they performed the tests at temperatures from 23◦C to 160◦C. It was

reported a non-monotonic trend for fracture toughness with a maximum occurring

at a crack speed of 10−13m/s, suggesting a change in fracture mechanism, but no

supporting evidence was found in fracture surface images.

WOSU et al. [18] performed two-bars / three point bending (2-bar/3PB) tests,

with the use of a split Hopkinson pressure bar, to evaluate the dynamic energy release

rate, under pure mode II loading, of carbon/epoxy end-notched flexural (ENF) and

centre-notched (CNF) specimens. They stated that the use of long bars and short

specimens can assure the assumption of dynamic equilibrium and uniform stress

field. The energy release rate (GII) was estimated by a closed form solution based

on the beam theory, as a impact energy function. The authors observed an increase

of GII with the impact energy and suggested a power law model to fit experimental

data. Regarding the different specimens used on their study, they noticed some

differences:

i CNF showed greater stress values after first reflection and smaller transmitted

signal than ENF.

ii ENF experienced a higher load than CNF for the same impact energy.

iii CNF exhibited a compressive strength 46% higher than ENF.

Therefore, it was concluded that a crack at the edge of a structure leads to a

lower strength compared to a structured with an internal crack. Furthermore, as

JACOB et al. [4] previously mentioned, they pointed out the inconsistencies between

some authors on the trend of dynamic fracture toughness as a strain-rate function

and they attribute this to inaccurate measures or estimates of the actual stress field

at the crack tip and suggest the use of embedded fibre Bragg gratings for proper

strain measurement.

COLIN DE VERDIERE et al. [19] investigated the dynamic Mode II delamina-

tion of Non-Crimp Fabric (NCF) carbon/epoxy composites using end loaded split

(ELS) specimens mounted on a drop tower . Two different NCF composites were

tested: untufted (standard) and tufted. Quasi-static tests were also performed to

evaluate the loading-rate dependence. The crack-displacement response was calcu-

lated by image analysis using a high speed camera. They noticed that in tufted
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specimens the crack grows more stable, reaching a maximum speed of 18.0m/s,

compared to the untufted specimens, with speeds up to 130m/s. The results show

no rate dependence on fracture toughness for the standard specimens and slight

positive influence, attributed to friction generated by broken tufts. Regarding the

method employed, the authors reported a lack of accuracy on load acquisition during

the crack propagation due to great signal oscillation, making difficult the calcula-

tion of GIIc based on load measurements. Instead, they used the crack-displacement

response combined with specimen geometry and flexural properties. They also sug-

gest the use of SHPB as an alternative method, in order to produce less load signal

oscillation at high speeds, since the calculation takes in account the transmitted bar

strain.

In addition to their work on mode I [8], BLACKMAN et al. [9] performed end-

notch flexure tests on unidirectional carbon composite joints to investigate the rate

effect on mode II fracture energy. They performed the tests under displacement

rates of 0.1m/s, 1m/s, and 10m/s, using a high speed camera do measure the

deformation. Their results show unstable cohesive fracture for all specimens and no

sensitivity to the testing rate.

2.3 Mixed Mode

WOSU et al. [20] proposed a mixed-mode opening notch flexure (MONF) test to

assess the dynamic mixed-mode delamination fracture toughness of carbon/epoxy

(AS4/3501-6) specimens. They used a SHPB with a two-bar/three point bend-

ing setup to generate the stress wave with impact energies in a range from 1.0

to 9.3J. The desired mixed-mode ratio (GI/GII) was achieved by varying the

loading-point position along the specimen span (e.g. pure Mode I is achieved

when the load is applied at specimen midspan). Energy release rate was calcu-

lated by a closed form modified beam analysis that takes in account the trans-

verse shear and the rotation at crack tip. The results show that the dynamic

fracture toughness increases non-linearly with absorbed energy for all mode ratios

(GI/GII = {1.333, 0.374, 0.076, 0.015}).In addition, the authors say that the slow

progress in developing dynamic fracture toughness tests and the lack of experimen-

tal data are related to difficulties such as:

i Accurate determination of the loading-point displacement;

ii Measurement of the crack tip speed at high strain rates;

iii Development an accurate closed form model;

iv Reliability on specimen configuration to be used in impact tests.
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LEE et al. [21] performed quasi-static and dynamic tests to evaluate intralam-

inar mixed-mode fracture toughness of unidirectional carbon/epoxy (T800/3900-2)

single-edge notched specimens. To the former case they used an electromechanical

testing machine with a cross-head speed of 4× 10−3mm/s while the latter was per-

formed using a drop tower with impact velocity of 4.8m/s, achieving crack speeds

up to 560m/s Different orientation angles were used to produce mixed-mode frac-

ture. The displacement field was obtained using digital image correlation (DIC).

The fracture toughness was subsequently calculated using a continuum based lin-

ear elastic fracture mechanics approach, assuming macroscopic homogeneity and

material orthotropic behaviour. The authors reported an upward trend in crack ini-

tiation toughness with the loading-rate. In addition they observed an exponential

decay behaviour of the fracture toughness as a function of the degree of anisotropy

(longitudinal to transverse modulus ratio).

BLACKMAN et al. [9] also performed mixed mode tests using mixed mode flex-

ural specimens at the same rates as for mode II. For this case no cohesive fracture

has been reported, only delamination, therefore no conclusions could be drawn.

BIE et al. [22] assessed the dynamic fracture toughness of carbon nan-

otubes/epoxy (CNT) composites and neat epoxy specimens under impact loading

using the flyer plate technique. Since there is no explicit information about the

fracture mode, the fracture toughness is assumed to be the sum of the individual

modes and was calculated by an energy balance analysis. Due to the high strain-rate

technique used, the authors reported strain-rates up to 106s−1. For the neat resin

specimen, an increase of 6 times the quasi-static value was found, but no quantitative

information was given for the reinforced specimens.

Summary

Following there is a summary of referenced works, cited above, highlighting the

materials used, the experimental procedure, and a brief conclusion.
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Author Material Test Displacement rate Conclusion on rate dependence
FRACASSO et al.
[5]

Carbon/PEEK DCB 0.5− 200mm/min Reduction of 58% of the quasi-static value
with increasing crack speed.

SUN e HAN [6] Carbon/Epoxy
and Glass Epoxy

WIF and WLCT
using SHPB (dy-
namic) and MTS
(quasi-static)

up to 900m/s* Carbon/epoxy was rate insensitive while
glass/epoxy presented a higher value com-
pared to the quasi-static case.

WU e DZENIS [7] Carbon/Epoxy 1-bar/3PB 20 − 30ms/s (23 −
53J)**

Dynamic fracture toughness reduced to 80-
90% of quasi-static value

BLACKMAN et al.
[8, 9]

Rubber-
toughened
epoxy adhesive

DCB and TDCB using
a servo-hydraulic ma-
chine

0.01− 15m/s Dynamic fracture toughness decreased to
40% of the quasi-static value.

JOUDON et al.
[10]

Toughened
epoxy resin

SENB using a servo-
hydraulic machine

0.005 − 20m/s (crack
speeds up to 293m/s)

Dynamic value increased about 40% com-
pared to the quasi static value.

NAVARRO et al.
[11]

Carbon/Epoxy,
Glass/Epoxy
and hybrid
composites

DCB using a drop-
weight tower

4m/s** No dependence has been found.

ZABALA et al. [12] Carbon/Epoxy DCB using a servo-
hydraulic machine

0.0083− 0.19m/s Reduction of 19% of quasi-static value for
woven and 32% for unidirectional specimens.

BEDSOLE et al.
[15]

Carbon/Epoxy
(neat and car-
bon nanotubes
filled resin)

1PB using HPB 800m/s* Increase of 155% and 113% (neat and filled)
on interlaminar toughness and 153% and
190% (neat and filled) on intralaminar frac-
ture toughness.

KUHN et al. [16,
17]

Carbon/Epoxy 1PB using HPB 800m/s* Increase of 155% and 113% (neat and filled)
on interlaminar toughness and 153%
*Crack speed

**Impact speed (Impact energy)

Table 2.1: Summary of reviews papers regarding Mode I dynamic fracture toughness.
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Author Material Test Displacement rate Conclusion on rate dependence
FRACASSO et al.
[5]

Carbon/PEEK ENF 0.5− 10mm/min Rate dependence with a non-monotonic
trend. A maximum occurs at a crack speed
of 10−13m/s.

WOSU et al. [18] Carbon/Epoxy ENF and CNF using
2-bar/3PB

up to ≈ 80J* Increasing GIIC with impact energy. The au-
thors suggested a power law to fit experimen-
tal data.

COLIN DE
VERDIERE et al.
[19]

NCF car-
bon/epoxy
(tufted and
untufted)

ELS specimens
mounted on a drop-
weight tower

18m/s** (tufted) and
130m/s** (untufted)

No dependence has been noticed on tufted
specimens and a slightly positive influence on
tufted specimens.

BLACKMAN et al.
[9]

UD Car-
bon/Epoxy
joints

End-notch tests 0.1, 1.0, and 10m/s No dependence has been noticed

*Impact energy

**Crack speed

Table 2.2: Summary of reviews papers regarding Mode II dynamic fracture toughness.
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Author Material Test Displacement rate Conclusion on rate dependence
WOSU et al. [20] Carbon/Epoxy MONF using a 2-

bar/3PB
1.0− 9.3J∗ Nonlinear increasing trend of dynamic frac-

ture toughness with absorbed energy for all
studied ratios.

LEE et al. [21] Carbon/Epoxy SEN using electrome-
chanical machine
(quasi-static) and
drop-weight tower
(dynamic)

4.3 × 10−6 − 4.8m/s
(Crack speeds up to
560m/s)

Upward trend of fracture toughness as a
loading-rate function.

BLACKMAN et al.
[9]

UD Car-
bon/Epoxy
joints

Mixed mode flexural
tests

0.1, 1.0, and 10m/s Inconclusive, no cohesive fracture was re-
ported

BIE et al. [22] CNT/Epoxy
and neat resin

Flyer plate technique Crack speeds up to
106s−1

Neat resin presented a six times increase of
dynamic toughness compared to quasi-static
value. No quantitative information about re-
inforced specimens.
*Impact energy

Table 2.3: Summary of reviews papers regarding Mixed-Mode (I+II) dynamic fracture toughness.
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2.4 Data Reduction

Several authors rely on quasi-static approaches on their dynamics analysis, assuming

that dynamic stress equilibrium has been reached. JIANG e VECCHIO [23] shows

that the quasi-static theory is the preferred method to calculate fracture toughness

under impact conditions. On the other hand, NISHIOKA [24] says that the use of

computer simulations is the only possible way to overcome difficulties in acquiring

higher-order dynamic properties along a transient loading history.

In this section are listed the data reduction schemes used by authors cited on

previous section, comprising quasi-static closed form solutions, asymptotic fields

assumptions, and contour integrals methodologies.

FRACASSO et al. [5] used the modified beam theory method to calculate the

mode I energy release rate of double cantilever beam specimens following the quasi-

static approach presented on ASTM D5528 [25], even though the standard alerts

that dynamic effects are not taken into account and their interpretation are beyond

the scope of the standard. ZABALA et al. [12] followed the same scheme on dynamic

mode I interlaminar energy release rate. Similarly, they used a quasi-static closed-

form equation for mode II energy release rate calculation.

The same approach was used by WOSU et al. [18] and COLIN DE VERDIERE

et al. [19] to calculate the mode II energy release rate. In their later study, on mixed

mode delamination, WOSU et al. [20] used two different data reduction schemes:

The first strategy is similar to their previous work on mode I delamination, using a

closed form equation based on the modified beam theory for quasi-static case. The

second one is derived from the energy balance of an elastic body with free ends

under dynamic crack growth and takes into account the elastic energy, the fracture

energy, and the kinetic energy. The specimen is considered to be under uniform

stress state and the crack resistance curve, constant. The energies were calculated

using the stress waves (incident, reflected, and transmitted) measured by strain-

gages mounted on the two bars - three point bending SHPB configuration. They

concluded that for impact energies below a threshold level (9.3J) the kinetic energy

term could be neglected.

SUN e HAN [6] used the modified crack closure (MCC) integral to calculate mode

I dynamic energy release rate of wedge loaded compact tension(WLCT) specimens

mounted on a split Hopkinson pressure bar. The finite elements implementation

follows the formulation suggested by JIH e SUN [26] were the inertia effects are

characterised by a lumped-mass and plane-strain is assumed. The crack propagation

is simulated by sequentially releasing the crack path nodes, based on experimental

measurements of crack tip position, and the crack-closure integral calculated contin-

uously trailing the crack-tip (MALLUCK e KING [27]). In addition, for JIH e SUN
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[26], an advantage of this method compared to the J-Integral is that it can easily

separate the energy release rate for each fracture mode without knowing, a priori,

the mixed-mode ratio.

NAVARRO et al. [11] followed the work of GUO e SUN [28], which similarly

to SUN e HAN [6], used the finite elements method with node releasing strategy

to calculate mode I dynamic fracture toughness of carbon/epoxy and glass/epoxy

composites. Differently from JIH e SUN [26], they used the energy balance (total

strain-energy and total kinetic-energy) for calculating the energy release rate.

WU e DZENIS [7] also performed finite elements simulations on their dynamic

delamination (Modes I and II) study. Instead of using a contour integral, like in the

work presented by SUN e HAN [6], they calculated stress intensity factors directly by

the COD (crack opening displacement), assuming an asymptotic displacement field

near crack tip (SIH et al. [29]). Transient finite elements simulation was performed

based on load history and time to fracture, obtained experimentally. The use of COD

instead of J-Integral was justified by the fact that the numerical differentiation step

would reduce the accuracy of the analysis, since the stress field is calculated by the

displacements derivative. In addition, they say that the dynamic path-independent

integral would not avoid the singular stress field because it involve area integrals

within the contour.

BLACKMAN et al. [8, 9] relied on a quasi-static strategy employing the corrected

beam theory while the dynamic analysis counted on a load-independent approach

including kinetic energy effects (BLACKMAN et al. [30]). They also proposed an

isothermal-adiabatic transition model to take in account the adiabatic heating in

the vicinity of the crack tip, which they allege to cause the rate-dependence.

LEE et al. [21, 31] used the analytical expressions of the displacement field

derived by LIU et al. [32] to calculate the dynamic stress intensity factor. Differently

from WU e DZENIS [7], where finite elements method was employed do calculate

the crack opening displacement, they used 2D DIC and high speed photography to

obtain the full-field displacements and further calculate the dynamic stress intensity

factors. An analogous approach was used by JOUDON et al. [10] for measurement

of the dynamic mode I fracture toughness of toughened epoxy resins. They used a

strain gage method instead of DIC, following the work of KHANNA e SHUKLA [33],

which assumes an asymptotic strain field near the tip of a moving crack with constant

velocity. In addition the authors mention that the local analysis of asymptotic fields

are preferred on determining fracture mechanics parameters during fast propagating

cracks on brittle polymers. BIE et al. [22], in their study on fracture toughness

of carbon nanotubes/epoxy composites under impact loading, used an expression

derived by GRADY [34], based on the energy balance, in their work on spall in

brittle solids.
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BEDSOLE et al. [15] followed the same approach as WU e DZENIS [7], using

the analytical expression for asymptotic displacement fields (SIH et al. [29]) for both

intralaminar and interlaminar tests, prior do crack initiation, for SIF calculation.

For each pair of images (i.e. each computed displacement field) they performed a

least-squares analysis to extract KI and KII , by fitting the measured displacement

fields against the analytical model. Among their conclusions are the advantages of

DIC technique on fracture mechanics such as crack tip precise location and non-

contact measurements.

KUHN et al. [16, 17] used a quasi-static approach to calculate the R-curve of dou-

ble edge notched compressive and tensile specimens, relying on BAŽANT e PLANAS

[35] size-effect statement, that means, geometric similar structures made o the same

brittle material would have different fracture values depending on their sizes. They

calculated the R-curve for the studied cases by using the size-effect law obtained by

fitting the peak load achieved for each specimen size against the specimen width.

In addition they used finite elements simulations to calculate the geometric correc-

tion factor for double edge specimens in order to relate KI and GI . Knowing the

size-effect law and the GI - KI they were able to calculate the driving force curve

for a wide range of specimens size and from the relations proposed by BAŽANT e

PLANAS [35], calculate the R-curve [36–38]. A more detailed explanation on this

methodology is shown in section 3.3.3

2.5 Digital Image Correlation on fracture mechan-

ics

Introduced by SUTTON et al. [39] in early 80, and improved over the years, the

digital image correlation has been used for researchers from different areas for the

last decades and has been established as a powerful and accurate method for dis-

placements measurement. Among its advantages are:

• Non-contact technique

• Non-destructive

• Full-field displacements

• Wide range of strain measurements

• Sub-pixel displacements

• Small time-scale events (high speed

cameras)

• Either 2D and 3D fields

• Applies from small specimens to

large structures

On the other hand, the method require some attention on the analysed area

preparation and the image acquisition system [40].
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This section presents a review of papers on digital image correlation technique

relevant to this work, besides those cited in section 3.3. It includes papers that does

not match the full scope of the thesis but bring pertinent conclusions about the

technique in the context of fracture mechanics.

ROUX et al. [41] published an explanatory review on DIC technique, emphasised

some aspects of the technique which endorse its use on fracture studies. According to

them, the digital image correlation can act as a link between model and experiment

and it is beneficial from uncertainties and noise reduction perspective to be aligned

with analytical or numerical modelling. They also emphasises the importance of

the technique in cases of very thin cracks, making it possible the quantification of

fracture parameters.

KIRUGULIGE et al. [42] conducted mode-I in edge cracked epoxy samples, in

a three-point bending (TPB) configuration, dynamically loaded by an impactor, at

4.5m/s. Images were captured at a frame rate of 225,000 fps and then processed

by DIC. Crack opening displacement (COD) field was then used for stress intensity

factor calculation, based on the asymptotic expressions for both dynamically loaded

stationary and steadily moving cracks. They calculated both stress intensity factor

and T stress from full-field displacements measurements and found a very good

agreement with finite elements analysis results, concluding that DIC is a powerful

method on assessment of fracture in real time.

CATALANOTTI et al. [43] proposed a methodology for obtaining the crack re-

sistance curves of IM7-8552 material by digital image correlation. The technique was

applied to both compact tension (CT) and compact compression (CC) specimens

and intended to overcome difficulties previously encountered on solutions involving

finite elements analysis such as the presence of kink-bands and the need for optical

determination of the crack tip. They implemented an algorithm to automatically

identify the crack tip location based in the displacement fields that considers the

displacement field discontinuity due to the presence of a crack. The R-curve is then

obtained by calculating the J-integral over a closed contour on the crack tip vicin-

ity and assign the respective crack increment ∆a. They reported great agreement

between DIC and FEM results for CT experiments, suggesting DIC as a valid ap-

proach, while for the CC, they said the use of DIC is an improvement over FEM

technique because the later overpredicts the fracture toughness due to inaccurate

numerical results.

BECKER et al. [44] combined finite elements method and digital image corre-

lation for fracture toughness calculation. Their proposal consisted in carry a finite

elements analysis of the displacement fields obtained by digital image correlation, by

applying the strain-displacements relation to calculate the strain fields, and conse-

quently, the stress components. From the stress fields, J-integral was calculated over
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the area domain. They applied their technique to different loading conditions and

concluded that the method is satisfactory for both quasi-brittle and elastoplastic

materials.

Similarly to LEE et al. [21], HOU e HONG [45] used analytical displacement

fields to fit experimental results obtained from DIC to calculate the R-curve of cross-

ply laminate. Additionally, they also calculated the R-curve by energy integrals, in

a similar way to CATALANOTTI et al. [43], over far field stresses obtained from

gradients calculated by numerical differentiation of displacement fields, from DIC

results. They reported a good agreement between the implemented methods.

GAO et al. [46] studied the load rate sensitivity in the fracture propagation of

rocks by using digital image correlation. The specimens were dynamically loaded

by a SHPB in a notched semi-circular bend (NSCB) geometry, similar do a three-

point bend test. Their study relies on the same data reduction strategy cited above,

by non linear least squares regression of displacements fields obtained by DIC into

analytical asymptotic expressions of the displacements where the unknowns are the

stress intensity factors and the crack location.

ALLAER et al. [47] tested ductile epoxy specimens under quasi-static bending

for fracture toughness determination. They followed the same strategy as CATA-

LANOTTI et al. [43], HOU e HONG [45] by calculating the J-integral direct from

full-field measurements obtained by DIC. In parallel they calculated the fracture

toughness in two other different ways: by finite elements simulation and by ASTM

standard analytical solutions. They found great agreement between the DIC results,

finite elements simulations, and the analytical results concluding that the direct cal-

culation from DIC full-fields are suitable for fracture toughness calculation.

2.6 Failure mechanism

It is agreed that the longitudinal fracture in unidirectional composites under com-

pression occurs by kink-bands formation and propagation. This microscopic phe-

nomenon can be described as a local change in fibre orientation as a result of mi-

crobuckling of longitudinal fibres, caused initially by materials imperfections such

as voids and fibres misalignment [48–50] under a compressive stress field caused

by a far field compressive load, as illustrated in figure 2.1. Kink bands exhibit a

crack-like behaviour that could explain the existence or a rising R-curve in respect

of the band front advance. This characteristic also permits the use of bi-dimensional

fracture mechanics analysis frameworks, such as the J-integral - as proposed in the

present thesis [51]. Other than that, the formation of such structures depends on

the adjacent support of the fibres to prevent the microbuckling of the fibres. This

support is guaranteed by the polymeric matrix, which exhibit strain rate sensitivity
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on compressive and in-plane shear properties [52], explaining the rate sensitivity on

the fracture toughness of such materials [53].

Figure 2.1: Microbuckling of longitudinal fibres in the presence of a far field com-
pressive load σ.

19



Chapter 3

Methodology

The following sections intend to explain, in details, the whole procedure undertaken

to obtain the energy release rates from the initial steps of specimen preparation and

SHPB tests, to image processing and area domain integral calculations.

3.1 Experimental tests

The experimental work described in this thesis was performed by the Chair of Car-

bon Composites team at Faculty of Mechanical Engineering, Technical University of

Munich, as part of a joint research including the Departments of Mechanical Engi-

neering of the Faculty of Engineering of the University of Porto and the Metallurgical

and Materials Engineering Program of Federal University of Rio de Janeiro. Two

data reduction strategies have been followed to analyse the experimental data (fig-

ure 3.1): the first, published by KUHN et al. [16], relies on the size effect-law allied

to finite elements simulations to determine the dynamic R-Curve of the material;

the second methodology, presented in this thesis, used the full-field measurements

obtained by DIC to calculate the dynamic J-Integral over the loading history and

determine the dynamic energy release rate at the fracture initiation. For the pur-

pose of the joint research the same set of experimental data was use by both analysis

strategies.

3.1.1 Material and tests specimens

Material

The material analysed in the present work is the HexPly R©8552 Unidirectional Car-

bon Prepregs (with IM7 carbon fibres) by Hexcel. It is a hot cure matrix system

with nominal thickness of 0.131mm and 57.70% fibre volume per cured ply. This

material has been previously used in past studies from the research group [16, 17, 36–

38, 43, 54, 55]. The prepreg mechanical properties are shown in table 3.1. Table
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Figure 3.1: Data reduction strategies adopted by the research group. The dotted
line shows the approach followed in this thesis.

Table 3.1: Mechanical properties of HexPly R©8552-IM7 at 25◦C

E1(GPa) E2(GPa) XT (MPa) YT (MPa)

164 12 2724 64

3.2 shows typical values for the fracture toughness of the present material found in

literature.

Table 3.2: Quasi-static fracture toughness of carbon composites found in literature.

Author Material Lay-up GIC(kJ/m
2)

SOUTIS e CURTIS [50] T800/924C [(0/902/0)3]s 38.8
CATALANOTTI et al. [43] IM7-8552 [90/0]8S 47.5
LISLE et al. [56] T700GC/M21 [02/452/902/− 452] 40.0− 71.0
KUHN et al. [16] IM7-8552 [90/0]8S 101.6*

*Steady-state toughness

calculated for 0◦ plies

Specimens

The specimen geometry chosen was the double edge notched (DENC1 - Figure 3.2),

previously used by the group in quasi-static fracture analysis [36, 37]. Flat panels

were manufactured in a [90/0]8S layup configuration resulting in 4mm thick (32

plies), balanced laminates. The panels were cured by hot-pressing following the

manufacturer guidelines [57] and then machined into DENC geometry. The prepa-

ration process is also described by KUHN et al. [16]. Table 3.32 shows quasi-static

(QS) and high-rate (HR, ǫ̇ = 100s−1) elastic properties of the laminate.

As mentioned, the same experimental data would be used by both research

1C denotes compressive tests
2Properties found in KUHN et al. [16]
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Figure 3.2: Double edge notched specimen geometry.

Table 3.3: Elastic properties of the laminate.

Ex = Ey(GPa) Gxy(GPa) νxy

QS 67.449 5.068 0.042
HR 67.126 6.345 0.048

branches, shown in figure 3.1. Therefore, the specimens were cut in four differ-

ent sizes (referred here as Types - the specimen nomenclature follows type.number,

e.x. III.2 stands for specimen #2 of type III), keeping the same dimensional ratio.

It follows the size-effect law approach used by CATALANOTTI et al. [36, 37] and

further by KUHN et al. [16] (left-hand side branch). This strategy will be further

discussed in section 3.3.3. Dimensions are shown in table 3.4.

Table 3.4: Dimensions for each specimen class.

a0(mm) 2W (mm)

Type I 2.50 10
Type II 3.75 15

Type III 5.00 20
Type IV 6.25 25

The specimens surface were then covered by a random black and white speckle

for further DIC analysis and post processing, as shown in figure 3.3.

(a) Illustration of a specimen surface. (b) Type II specimen with applied speckle.

Figure 3.3: Random speckle applied to a specimen for DIC technique.
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3.1.2 Experimental setup and high strain rate tests

The experimental procedure was carried out in a split-Hopkinson pressure bar

(SHPB), with a classic configuration (striker, incident, and transmitted), shown

in figure 3.4. Previous analysis had been done to define the proper bar diameter,

pulse shaper thickness, and striker velocity to guarantee specimens of different types

would be under the same strain rate condition (ǫ̇ = 100s−1). The striker velocity

varied from 8.6 to 12.2m/s in respect of specimen size. For each specimen the peak

load was recorded for further use in data reduction strategy.

Figure 3.4: SHPB setup used in the experimental work.

For full-field measurements, each specimen surface (figure 3.3b) was recorded

during the whole loading history. The images were acquired at 300,000 frames per

second (3.33µs intervals), enabling the assessment of the stress fields at fracture

events time scale. The equipment used was a PHOTRON camera, model AS-Z,

with spacial resolution set to 256 x 128 px2 in grey scale (intensity channel only)3.

A detailed description of the experimental setup is found in KUHN et al. [16].

3.2 Pre processing

The pre processing is the initial part of the methodology proposed in this thesis. It

intends to calculate precise full-fields from image frames acquired during the high-

rate tests to be further used in data reduction. As indicated in figure 3.5, user defined

parameters are needed as part of calculations, this section proposes a framework to

be followed for strain fields and time derivative fields calculations.

3.2.1 DIC parameters estimate

Subset radius (SR) model

The primary objective of the digital image correlation, in solid mechanics context,

is to find a mapping function that relates a subset in the original image to its

3Except for II.1 that was recorded in 128 x 120 px2 at 400,000 fps
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Figure 3.5: Pre-processing flowchart to obtain the full-field measurements from im-
ages acquired during the tests.

correspondent in the deformed configuration image. By finding a subset in the

deformed image, which paired to a subset in the original image, optimises a given

correlation function.

Figure 3.6: Subset size model
with speckles distributed on
the vertices of a equilateral
triangle.

Different functions can be used as the objective

function. Ncorr uses two different correlation crite-

ria, cross-correlation criterion and least-squares cor-

relation criterion. The cross correlation is used to

find initial guesses for the non-linear optimisation of

the least-squares criteria, that uses a local minimi-

sation method (Gauss-Newton) [1]. Unique subsets

are desirable for proper determination of displace-

ment fields, otherwise it would result in multiple lo-

cal minima with close values leading to a ill-posed

problem, highly sensitive to the initial conditions.

For this purpose, specimens without a high contrast,

random surface texture, such as in the present work, should be therefore covered by

such, as previously explained in section 3.1.

The strategy adopted in this thesis takes into account the size and distribution

of the speckle particles resulting in a heuristically determined geometric model fol-

lowing the recommendation of the number of particles within a subset found in [58].

Some considerations have been made on model development:

i At least three speckles per subset [58]

ii Speckles are considered perfectly circular

iii Particles are distributed at the vertexes of equilateral triangles.

iv The speckle size covers (D95) 95% of particles sizes, in this case the Feret

diameter.
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v The near neighbour distance (NND95) is the distance that covers 95% of the

free mean path distribution.

The resulting geometric model is shown in figure 3.6. For determining the value

of the subset radius, the equation 3.1 is used.

SR = D95 +NND95

√
3

3
(3.1)

The Feret diameter and the free path distributions of speckles were obtained

by image processing techniques, illustrated in figure 3.8, by using the open source

software ImageJ, as follows:

Image processing

Prior to the speckle particles analysis, an image processing step was done. It com-

prises four intermediate steps performed in the software ImageJ [59], listed as follows:

i Histogram adjustment: This operation intends to enhance contrast for further

threshold classification. It remaps the intensity histogram to the full spec-

trum of intensity levels to enhance the contrast by stretching out the intensity

distribution to the whole range of intensity spectrum (Figure 3.7).

ii Classification: Image binarisation by Bernsen adaptive threshold filter [60],

with a 15 × 15px2 window. Pixels with lower intensity values, or darker re-

gions, are classified as particles, while higher intensity values relate to the

background. (Figure 3.8c).

iii Watershed: this transformation aims to separate touching objects avoiding

overestimating particles size (Figure 3.8d).

iv Area filter and despeckle: Removes particles smaller than 4px2 and smooth

sharp regions of objects as a fine tuning step for more accurate calculation of

distances between centres (Figure 3.8d).

Subset spacing

The subset spacing parameter defines the gap, in pixels, between two consecutive

subsets. That is, if this parameter is null, for each pixel of the image, the subset of its

vicinity will be included to analysis. The idea behind this parameter is to minimise

the computational effort in case of high resolution images. Images present in this

work compromises spatial to time resolution, resulting in low resolution images. The
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(a) Specimen surface before
histogram adjustment.

0 50 100 150 200 250

(b) Intensity histogram
before adjustment.

(c) Specimen surface after
histogram adjustment.

0 50 100 150 200 250

(d) Image with enhanced
contrast.

Figure 3.7: Images of specimen surface before and after contrast enhancement.

(a) Original image. (b) Image with enhanced contrast.

(c) Binary image after
classification.

(d) Image after watershed, area filtering,
and despeckle.

Figure 3.8: Image processing steps for speckles extraction and parameters calcula-
tion.
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main objective of this study is area integral calculations. For such low resolution

the performance vs. accuracy trade-off does not apply. Therefore, the spacing was

set to null for all frames and the maximum number of data-points were acquired,

meaning that the full-fields have the same resolution as the input images. Image 3.9

shows examples of displacement fields for subset spacing of 0, and 5px.

(a) Spacing = 5px (b) Spacing = 0px

Figure 3.9: u displacement field for different values of spacing.

3.2.2 Region of interest

Additionally, Ncorr uses the concept of region of interest (ROI). It is a boolean mask

that defines the valid domain for the digital image correlation. It means that only

full-field displacements and strains will only be computed for pixels matching True

in their respective mask (white pixels on figure 3.10).

3.2.3 Strain computing

Ncorr uses Green-Lagrange strain tensor (Equation 3.2) on its implementation, high

order displacements derivatives can be neglected for the present case, therefore the

small deformations framework was used. Four derivatives are needed, assuming a

bi-dimensional case.

ǫij =
1

2

(

∂ui

∂xj

+
∂uj

∂xi

+
∂2uk

∂xi∂xj

)

(3.2)

Figure 3.10: Specimen image and respective ROI used for full-field displacements
calculation.
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In the correlation step, the generalised deformation vector, p =

{u1, u2,
∂u1

∂x1

, ∂u2

∂x2

, ∂u2

∂x1

, ∂u2

∂x2

}T , is obtained. It contains the derivatives for computing

the strain tensor, but as mentioned by authors, the displacement gradient obtained

is noisy and should go through some smoothing process. Instead, Ncorr uses the

concept of strain window. It consists in finding the plane that best fits the data

within a defined "window", by solving the equation 3.3 for all n data points within

each window. Then, the displacement gradients are used in equation 3.2.
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(3.3)

Larger strain window would oversmooth and homogenise the full-field strains,

reducing accuracy in areas that would present strain concentration, such as crack

and notches vicinity, so there is a trade-off between accuracy and proper localisation

description [47]. Strain window analysis is included as part of parameters analysis

and its influence on obtained J-Integral value is further discussed.

3.2.4 Time derivatives

Besides the spatial gradients, the data reduction strategy includes the second time

derivative on its formulation, i.e. acceleration fields. The extended area integral

computed in this thesis (Section 3.3) includes the inertial term for its formulation

and therefore the the acceleration components are needed to properly compute its

contribution to the total energy involved. In the present methodology the time

derivatives are computed by using the Savitzky-Golay filter. It consists in a mov-

ing polynomial fit, of order p and window ∆h, over the data series replacing the

data point value by its corresponded fitted value, the result is smoother series as

illustrated in figure 3.11. The idea behind the filtering in the present work is to

find the polynomial coefficients of the fitted (smooth) curve for further calculation

of derivatives. Instead of using finite differences, the nth derivative are computed

by polynomial differentiation, using the polynomial coefficients as in equation 3.5,

obtained by polynomial regression.

P (x) =

p
∑

i=0

Cix
i (3.4)

P n(x) =

p
∑

i=n

i!

(i− p)!
Cix

(p−i) (3.5)
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(a) ∆h = 5 data points.
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(b) ∆h = 17 data points.

Figure 3.11: Third order Savitzky-Golay filter applied to f(x) = x3+ random noise
for different sizes of data set windows.

3.3 Data reduction

The present methodology carries a data reduction strategy based on full-field mea-

surements. A generalised J-Integral, is calculated around the notches ([61, 62]).

Energy integrals alongside full-field measurements have been proven to be a suitable

way to quantify fracture parameters. In section 2, several cited authors make use

of J-integral in their fracture quantification approaches but the lack of literature for

the application to the case studied in this thesis, that is, the high rate compressive

fracture of fibre composites, is a motivation to investigate the suitability of this

novel approach. For integral calculations, discussed in section 3.3.1, the following

full-fields were required: the stress components, the displacements gradient, and the

acceleration components. The later is used to calculate the contribution of inertia

to the fracture process and verify if the quasi-static approach is suitable for proper

phenomenon description. The strategy adopted to calculate the energy integrals

from recorded test images are illustrated on figure 3.12.

Frames DIC

(Ncorr)

Savitzky

Golay

CLPT

Figure 3.12: Flow diagram for area domain integrals calculation from images ac-
quired during the high rate tests.
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3.3.1 Dynamic energy release rate derivation

Formulation

The generalised J-integral for dynamic events includes in its formulation the con-

tribution of the kinetic energy and the inertia. Compared to the classic "static"

J-integral, it contains additional terms for velocity and acceleration fields [61, 62].

Following equations show briefly the steps found in KUNA [62] to derive the most

general J-integral for dynamic processes with additional terms in bold from energy

fluxes ẇc, adding the kinetic energy T to the energy balance (Equation 3.6). Con-

sidering the linear elastic fracture mechanics where the J-integral corresponds to the

energy release rate G:

ẇc = ẇinternal − ẇexternal − Ṫ

Gdyn =
dwc

da
=

1

ȧ
(ẇinternal − ẇexternal − Ṫ )

gives

Gdyn =
1

ȧ

[
∫

Γ

tiu̇ids−
d

dt

∫

A

(

U +
ρ

2
u̇iu̇i

)

dA

]

Considering a moving coordinate system (moving crack), applying the Reynold’s

transport theorem to the time derivative yields to

d

dt

∫

A

(

U +
ρ

2
u̇iu̇i

)

dA =

∫

A

(

∂U

∂t
+ ρu̇iüi

)

dA− ȧ

∫

Γ

(

U +
ρ

2
u̇iu̇i

)

n1ds

Substituting the dynamic equilibrium divσ = ρü and the strain-displacement rela-

tion for U (considering T = ρ

2
u̇iu̇i), and applying the Gauss’ theorem

Gdyn =

∫

Γ

(

(U + T )δ1j − σij

∂ui

∂x1

)

nj ds+

∫∫∫

A

(

ρüi

∂ui

∂xk

− ρu̇i

∂u̇i

∂xk

)

dA (3.6)

for a stationary crack (ȧ = 0), equation 3.6 can be simplified to

Gdyn =

∫

Γ

(

Uδ1j − σij

∂ui

∂x1

)

njds+

∫

A

ρüi

∂ui

∂x1

dA (3.7)

WU e DZENIS [7] mentioned that the use of area integrals is improper for energy

calculations near crack tips because it includes the singularity point. This proposi-

tion does not apply for the present case because the energy release rate is calculated

for a point in the loading history immediately before the fracture initiation. Before

this point the stress fields there is no singularity, because there is no crack tip yet,
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only the notches.

In addition, the domain transformation requires the use of the weight function

q, that should match the following criteria:

i Must smoothly vary from 0 (at the outer contour) to 1 (at the inner contour);

ii Must value 1 within the inner contour γi;

iii Must remain 0 out of the out contour.

Weight function

A bi-quadratic function (Equation 3.8), was chosen. It matches the above criteria

and plays an important role in the practical calculation because it defines the in-

tegration boundaries, and weights the contribution of each data-point to the total

energy release rate value. The domain boundaries are controlled by the parameters c

and h (i.e. domain width and height). For the quasi-static term, only its derivative

is taken, as in equation 3.7. By changing the parameters it is possible to neglect the

singularity point by matching the third criteria, where the derivative would remain

zero, as shown in figure 3.134.

q(x, y) = γi

(

c2 − x2

c2

)(

h2 − y2

h2

)

(3.8)

Stress fields calculation

From full-field strains, the stress fields are calculated by applying the constitutive

relation for the material (Equation 3.95). The material stiffness matrix [C] is calcu-

lated for the stacking sequence referred in section 3.1 applying the classical laminated

plate theory (CLPT) to data from table 3.3.

{σ′} = [C] {ǫ′} (3.9)

Discrete implementation

The energy release rate is calculated by a discrete implementation of equation 3.6.

It sums the contribution of each one of the data points (dp) in the area domain

to the J-integral value, including the inertial term (Equation 3.10). The spa-

tial gradients are calculated by ∆ui/∆xj, corrected to proper spatial conversion

(∆x1 = ∆x2 = spacing ×mm/px). Similarly, for the contour domain (Γ) integra-

tion, the contribution of each data point on the domain boundaries are summed.
4derivatives are rotated in 180◦ to facilitate visualisation.
5prime symbol indicates global coordinates
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(a) q(x1, x2), γi = 0. (b) ∂q
∂x1

, γi = 0.

(c) q(x1, x2), γi = 0.075. (d) ∂q
∂x1

, γi = 0.075.

Figure 3.13: Weight function q and its derivative for different values of γi.

x

y

Figure 3.14: Integration domain for bottom notch illustrated by a σxx full-field and
a data-point in the notch vicinity.
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The contour domain is defined by the four edges that bounds the area domain

(Γ = ΓI +ΓII +ΓIII +ΓIV ) and their respective normal vectors, pointing outwards,

are nI = (−1, 0), nII = (0,−1), nIII = (1, 0), and nIV = (0, 1).

G̃A =
∑

dp

[(

Wδ2i − σi2
∆ui

∆x2

)

∆q

∆xj

ds+ ρüi

∆ui

∆xj

q

]

dp

∆x1∆x2 (3.10)

G̃Γ =
V
∑

Γ=I

∑

dp

(

Wδ2i − σi2
∆ui

∆x2

)

n2 ds+
∑

dp

(

ρüi

∆ui

∆xj

q

)

dp

∆x1∆x2 (3.11)

The integration domain is controlled by the weight function q and its spatial

derivatives, which is set to null for dp outside the boundaries. The domain is centred

in the mid-point of the arc formed by the notch and its boundaries are set by the

parameters c and h (domain width and height, respectively). Figure 3.14 shows the

integration domains (area - A - and contour - Γ) for the bottom notch and a data

point near the notch tip.

In the proposed methodology the energy release rate is calculated individually

for each notch n (here defined as top and bottom), considering independent stress

fields for each of them. The process repeats for every frame f and G̃n(f) is stored

for each notch as a time series, as shown in algorithm 1.

Algorithm 1 G̃n(f) calculation.

1: for each f ∈ Images do
2: ui(f)← DIC(f)
3: ǫij(f)← DIC(f)
4: σ ← Cǫ
5: ü← SGolay(u)
6: end for
7: for each n ∈ Notches do
8: for each f ∈ Images do
9: G̃n(f)←

∑

dp(Wδ − σ∇u∇q + ρü∇uq)∆x∆x
10: end for
11: end for

Dynamic fracture toughness definition

The initiation fracture toughness GIC is defined as the point of instability. In the

present work, the driving force for each specimen type, at constant load regime,

is calculated for the peak-load σu achieved during the experimental test, following

KUHN et al. [16], BAŽANT e PLANAS [35]. The energy release rate history was
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captured for each specimen and the fracture initiation frame fp is defined as the

peak-load frame, corresponding to the instant of the peak-load measured during the

tests.

The fracture toughness calculation consisted in a polynomial fit of the G̃(f)

values over time for each specimen, following the process bellow:

i First a time window was selected. Previous analyses show that 23 frames

are enough to comprise all the relevant process. It means that the fracture

initiation, from an unloaded state occurs within ∆t = 230µs;

iv A third order polynomial was used to fit G̃(f) and the value of the fitted curve

at fp is assumed to be the fracture initiation frame.

v The process is done for both notches and the higher value is taken as GIC .

The choice for the higher value is based on the assumption that at the peak

load, the first crack propagates from the notch under the higher stress intensity

factor condition.

So the calculated GIC = G̃(fp), corresponding to the initiation frame, represents

the point of G(∆a) curve which the fracture process looses stability, that is, GI ≥ R,

as shown in figure 3.15

Figure 3.15: Driving force GI at constant load P and R-curve.

3.3.2 Parameters sensitiveness analysis

In the proposed methodology four independent parameters are used in the analysis.

In the digital image correlation step, the subset size is deterministically calculated

based on the image speckle applied to the specimen surface. Despite being part

of the DIC step, the strain window is analysed alongside the domain dimensions

(width and height), and the inner contour size. These parameters do not rely on

physical characteristics of the specimen itself, but on calculated full-fields, therefore

a phenomenological approach applies.
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Full factorial design

The full factorial design was chosen to assess de influence of the parameters on

calculated GIC . The strain window, as previously explained in section 3.2.3 relates

to the sensitivity to the smoothness of the strain field. While the domain variation

verifies whether GIC is dependent to the integration domain. The presence of the

inner contour (γi) excludes the contribution of the crack tip vicinity data points,

avoiding miscalculation due to a possible singularity, when applicable. Five levels

were heuristically chosen for each one of the four independent parameters, resulting

in 53 runs. Table 3.5 shows the chosen levels for each parameter.

Table 3.5: Full factorial design.

Parameter Level 1 Level 2 Level 3 Level 4 Level 5
Strain window (SW ) 5 7 9 11 13

Domain width (c) 50% 60% 70% 80% 90%
Domain height (h) 50% 60% 70% 80% 90%
Inner contour (γi) 0.00 0.02 0.04 0.06 0.08

Parameters influence

Three scenarios were tested for assessing the influence of the parameters on the GIC

value.

i 4 parameters variation: the full factorial design

ii 3 parameters variation: inner contour fixed at f = 0.00 and a full factorial for

the other three parameters;

iii 2 parameters variation: strain window fixed at a value of 9 data points, and

the domain parameters varying from 50% to 90% of the specimen size in the

respective direction;

iv 1 parameter variation: strain window fixed at a value of 9 data points, the

domain width fixed at 90% of specimen width, varying the domain height from

50% to 90% of the specimen half height.

Then for each the above scenario the coefficient of variation %V ar is taken as

the variability measurement, calculated as follows, dividing the standard deviation

by the average value.

%V ar =
SDGIC

µGIC

(3.12)
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Note the for the two last scenarios, the coefficient of variation also a measure-

ment of the path independence, assessing whether or not the energy flux forms a

conservative field.

Parameters relative importance

Besides the investigation of the individual and combined parameters influence in the

calculated value of GIC , it was also performed the analysis of the relative influence

(RI), that is, how much the parameter contributes to the dependent parameter.

Previous Lilliefors’ analyses have shown that the residuals do not fit properly in

a normal distribution. It means that the effects analysis using the ANOVA table

does not suit to the present study. The quantification of the contribution each input

parameter has on GIC was achieved by training an artificial neural network (ANN)

and then looking into its resulting weights. A multilayer perceptron (MLP) ANN

with five hidden neurons within a single hidden layer (Figure 3.16) was heuristically

chosen. The parameters importance were assessed by using the Connection Weights

Method (CWM).

Domain 

Width 

(w)

Domain 

Height 

(h)

Strain 

Window

hidden1

hidden2

hidden3 Output

Iij

zj

hidden4

Inner 

Contour
hidden5

Figure 3.16: The MLP ANN with a single hidden layer used for relative influence
estimate.

The CWM had been successfully used to estimate RI for each parameter based

on the weights of a trained ANNs [63]. The relative influence, or importance, of a

given input parameter can be defined by equations 3.13 and 3.14, for the case of a

single hidden layer.
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RIi =

Nh
∑

j

IijZj (3.13)

RIi% =
RIk

∑

k RIk
(3.14)

where Nh is the total number of hidden nodes, Iij is the weight of the connections

between the ith input node and the jth hidden node, and Zj is the weight of the

connection between the jth hidden node and the output node.

3.3.3 Comparison with the R-Curve

KUHN et al. [16] suggest the existence of a rising R-curve for the studied material.

The assumption of the R-curve is tested in the present thesis, following the strat-

egy proposed and used in previous works [36–38, 43], by using the size-effect law

determined in the experimental procedure, aiming to establish a relation between

the specimen size and the instability point (i.e. the crack increment that represents

the point of instability). The following derivation, found in KUHN et al. [16], was

used to calculate the instability point (∆ac) for each specimen type, resulting in

{w,∆ac} data points, and consequently {G,∆ac}.

Mathematical model

BAŽANT e PLANAS [35] propose that for cases where the driving force G(∆a)

increases with the crack increment, it intercepts the resistance curve R(∆a) at the

point of instability (∆ac). The same applies for its derivative, leading to the system

described by equation 3.15.

{

G(∆ac) = R(∆ac)
∂G(∆ac)

∂∆a
= ∂R(∆ac)

∂∆a

(3.15)

First, from the relation between GI and KI

GI =
1

E

√

1 + ρ

2
K2

I (3.16)

Writing KI in terms of the far field stress:

K2
I = φσ2W (3.17)

In the present case, the correction factor φ = φ(α), where α = (a0 + ∆a)/W =
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α0 +∆a/W . Combining equations 3.16 and 3.17, using ξ = 1
E

√

1+ρ

2
, yields to

GI = ξφσ2W (3.18)

Considering that the R-curve is an intrinsic property of the material for given a strain

rate, not geometry dependent, it is correct to define that ∂GI/∂W = 0. Applying

to equation 3.18,

∂

∂W
(φσ2W ) = 0 (3.19)

Since φ and σ 6 can be expressed in terms of W , the partial derivative, in respect

to W can be expressed by the fundamental theorem of calculus:

f(W ) = φ

(

a0 +
∆a

W

)

σ2(W )W (3.20)

lim
∆W→0

|f(W +∆W )− f(W )|
∆W

(3.21)

The value of ∆a for each specimen type is so obtained by the minimising f(∆a) =

∂GI/∂W subjected to ∆a > 0.

For comparing the results to those obtained by KUHN et al. [16], the same as-

sumption, that only the longitudinal plies contribute to laminate fracture toughness

is made. Considering the studied material is a symmetrical and balanced laminate,

only half of the thickness is contributing to fracture toughness, which means that

the fracture toughness of the longitudinal plies G0
IC = 2Glaminate

IC .

Correction factor - φ

The correction factor φ for DENC specimens was extracted from a parallel work

done by LONDRES [64]. He followed the same approach used by KUHN et al. [16]

by using finite elements simulations to determine {GI , α} value pairs to establish

a relation between them. The virtual crack closure technique (VCCT) was imple-

mented and a parametric finite elements study was performed. After the numeric

simulations, a polynomial regression was used to define φ as a fourth order polyno-

mial. He also presents a comparison between element types and energy calculation

methods. The results pointed that quadratic elements alongside J-Integral is a good

alternative for φ calculation.

6The size-effect law σ = σ(W ) was extracted from KUHN et al. [16], it relates to the same set
of tests and specimens
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3.3.4 Deep learning over stress fields

It had been noticed during the progress of this research that the calculation of energy

release rate based on full-field stresses of dynamically loaded specimens are highly

dependent on the chosen fracture initiation frame. No visual aspects that would lead

to a proper definition have been found, the fracture initiates several frames before

the first sign of damage comes up to the specimen surface, as seen on image 3.17.

As mentioned, this thesis follows the same criteria used in previous related studies,

that is, the peak load during the experimental procedure (GIC = GI(∆a)|p=pu),

even though the fracture process does not strictly initiate at the peak load, but

more likely, at instants before [65]. Since no evidence has been found to support

this hypothesis, the peak load remains as the current criterion, as suggested by [35].

(a) Unloaded specimen. (b) Peak load frame (fp).

(c) First sign of damage (fp + 5)

Figure 3.17: Sequence of images during the test (with adjusted histogram).

This section describes a procedure to determine the probability of the crack

initiation occurrence for given frame by training a convolutional neural network

over the full-field stress components calculated by the DIC, using the peak load

criteria as the input classification threshold.

No prior work has been found on this topic until the present date, therefore it

should be seen as a conceptual approach, or a suggested research branch, rather

than a methodology used for obtaining the fracture toughness.

Convolutional neural networks (ConvNets)

In traditional image classifiers implemented by artificial neural networks, the pre-

processing step could be highly time demanding. Prior to training, the operator

should choose relevant features that could separate images into different classes then
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find the proper image processing filtering sequence for extracting these features. For

instance, in the very simple case of classifying shapes into circles and rectangles, af-

ter extracting the objects using a filter, or kernel, like Sobel, the operator should

calculate shape descriptors like circularity and aspect ratio to evaluate in which class

the given shape would fit the best. Differently, for more complex situation, where

the operator can not identify the relevant features, convolutional neural networks

rise as an alternative. ConvNets became popular after ImageNet Large Scale Vi-

sual Recognition Challenge 2010 (ILSVRC2010), when KRIZHEVSKY et al. [66]

won the competition by using a ConvNet to classify 1.2 million images into 1000

different classes. ConvNets, in general, are composed by two major components:

convolutional layers and the fully connected neural network. The first comprises a

sequence of adaptive (or learnable) kernel filters for feature extraction. The more

convolutional layers the ConvNet has, deeper it goes from low-level features such as

edges and colours to more complex features as particular structures of each image

class as a combination of lower level features. The later is the classification layer

itself. It receives the output of the sequence of convolutional layers and connects it

to each possible class with a probability, then the higher probability, or likelihood,

is the guessed class. Figure 3.3.4 shows a basic implementation of a convolutional

neural network with two convolutional layers.

Input 

Image

(20x20x1)

Convolved

imagesConvolved

imagesConvolved

imagesConvolved

images

Convolved

images

(20x20x5)

Convolved

images
Convolved

images
Convolved

images
Convolved

images
Pooled

images

(10x10x5)
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images
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images
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images
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images
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images

(10x10x25) Pooled images

(5x5x25)
Flattened output

(625x1)
Hidden Layer

(625 neurons)

Output
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Convolution

Pooling

Convolution

Pooling Reshape

Figure 3.18: Schematic representation of a convolutional neural network containing
two convolutional layers.

The Stress "RGB" components

Originally, ConvNet image classifiers take the image channels (commonly RGB - reg,

green, blue - components) as inputs and operates over them. In the present case,

instead of using the intensity channel7, the idea was to leverage the convolutional

neural network through the DIC results, by using the stress components, as such.
7the images were recorded in grayscale, containing only one channel
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For each frame, the stress components were linearly rescaled to 0, 255, and then

combined into an image, in which the colour components are the rescaled stress

fields, as in figure 3.19

Figure 3.19: The RGB analogy resulting in images (right) composed by the stress
components (middle).

Training and classification

Mobilenet [67] was used for training and classification. It is a light weight ConvNet

optimised for mobile. As a novel approach, as there was no intention to evaluate

different architectures and implementations, the criteria for choosing the neural net-

work was its ease to use and no major dependence on set up parameters. The input

data was generated by splitting the image into two, to use each notch separately as

an independent training data, following the statement that the failure initiates at

only one of them, at peak load instant, the fractured side is used for training the

Fractured class, for frames beyond initiation. After generating the stress compo-

nents images, for each frame, the images were divided in training, separation, and

validation, to avoid overfitting, that is, an excessively close fit to the training data.

Then, the training data were input to the ConvNet as follows:

Classf =

{

Fractured if f < fp

Non-fractured if f ≥ fp
(3.22)
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Chapter 4

Results and discussion

4.1 Subset size

After processing the images following the steps described in section 3. The speckle

size and the nearest neighbours distributions were obtained (Figures 4.1 and 4.2).

(a) I.1. (b) II.1.

(c) III.1. (d) IV.1.

Figure 4.1: Typical speckle size distribution, in px, from results.
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(a) I.1. (b) II.1.

(c) III.1. (d) IV.1.

Figure 4.2: Typical nearest neighbour distance distribution, in px, from results.

Despite of having the same resolution and similar dimensions in pixels, the geo-

metric similar specimens have different (increasing) mm to px relation, which means

that the same length in px, covers a longer distance in mm. Therefore, larger spec-

imens show greater D95, NND95, and consequently 2SR, in mm even thought de-

creasing values in px, because of the zoom out effect, as shown in table 4.1). The

subset model can be visually checked on figure 4.3. It shows that the proposed

geometric model fulfil the criterion of number of speckles per subset.

Table 4.1: Results for subset size and input parameters, in px (mm)

I.1 I.2 I.3 II.1 II.2 II.3 III.1 III.2 IV.1 IV.2 IV.3
SD95% 17 18 18 10 14 13 11 11 10 10 10

(1.5) (1.5) (1.6) (2.0) (1.8) (1.6) (1.9) (1.9) (2.2) (2.3) (2.2)
NND95% 12 11 10 11 12 12 11 12 11 10 10

(1.0) (0.9) (0.9) (2.1) (1.6) (1.5) (2.0) (2.1) (2.5) (2.2) (2.2)
2SR 15 15 15 11 14 13 12 12 11 11 11

(1.3) (1.3) (1.3) (2.2) (1.8) (1.7) (2.1) (2.1) (2.5) (2.5) (2.5)
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(a) I.1 - 2SR = 17px (1.5mm). (b) II.2 - 2SR = 14px (1.8mm).

(c) III.2 - 2SR = 11px (1.9mm). (d) IV.1 - 2SR = 10px (2.2mm).

Figure 4.3: Subset diameter (2SR) example (white circle) for each class and their
sizes.

4.2 Dynamic fracture toughness

Figures 4.4 and 4.5 show the J-integral results against time for contour and area

domain integrals, respectively. For the line integral the results are highly scattered

compared to the area domain. Considering the nature of the loading, as an impact,

the stress field are developed by the superposition of elastic waves moving along

(and reflecting back) the specimen until it reaches the dynamic stress equilibrium,

provoking an oscillatory-like stress pattern on stress fields that can be seen on figure

4.7.

In this scenario, the line integral acts like a fixed boundary in space capturing the

elastic waves passing through, which could explain the highly scattered evolution

over time. Differently, the area integral acts like a volume control, which the stress

waves move within. As a result the oscillatory behaviour is homogenised, and the

dispersion reduced, as shown in figure 4.5. Additionally, this is emphasised in figure

4.6, showing that the coefficient of determination is generally higher for the area

domain calculations.

The results calculated by the area integral (Equation 3.10) are more consistent

compared to contour domain (Equation 3.11). The robustness of the area domain

strategy on calculating GI time series can be an important argument for choosing

the area method rather than the line integral. It is important to remark that equa-

tion 3.11 also contains an area domain term, but as will be further discussed, it is

negligible for GI calculation. Table 4.2 shows the GIC values calculated by the area
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Figure 4.4: J-integral (kJ/m2) vs. time (frame) for contour domain for each spec-
imen type.

domain integral. Because its unsatisfactory results, the contour domain results will

not be further considered as an energy release rate measure, as such. Section 4.2.1

includes its results but only as a matter of comparison between the two strategies.

Table 4.2: GIC results for SW = 9, γi = 0, and c = h = 90% (kJ/m2).

I.1 I.2 I.3 II.1 II.2 II.3 III.1 III.2 IV.1 IV.2 IV.3
81.68 18.31 47.85 60.54 55.32 64.04 109.11 206.15 119.34 23.29 55.56

4.2.1 Parameters sensitivity

Different sets of input parameters, described in section 3.3.2, have been tested as

a measure of robustness of the method and path independence of the energy fields.

The results relate to table 3.5. The four parameter variation applies only for the

area domain. Despite of having an area integral in its formulation, the contour

domain approach did not consider the inner contour factor γi as a parameter, since

it only sums the inertial term contribution, that is negligible, its value was fixed to

zero (meaning Γi → 0).

Tables 4.3 and 4.4 show the coefficient of variation for the area and the line
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Figure 4.5: J-integral (kJ/m2) vs. time (frame) for area domain for each specimen
type.

Figure 4.6: r2 of J-integral polynomial regression for each specimen.

integral respectively. The high variability on the line integral results corroborates the

statement that it is unsuitability for the GI calculation under impact loads. For the

vast majority of the studied parameters combination it presented an unsatisfactory

coefficient of variation meaning its lack of robustness regarding both the strain

calculation and domain parameters.

In contrast, the use of the area domain mitigates the path dependence related to

the elastic waves propagation and seems quite insensitive to parameters variation,
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(a) σxx field at fp − 10 for IV.1 specimen’s
top notch.

(b) σxx(MPa) over frames for a single
data point near the notch.

Figure 4.7: Oscillatory-like aspect of the stress field.

for the studied range. The greater variation found is 14%, for II.1 specimen. This

specimen has a particular low resolution (128×120px2) which could be the source of

the variability, because of the lack of enough area to homogenise the energy fields,

adding more weight to the path dependence caused by waves propagation. All the

configurations have shown satisfactory coefficient of variation, what supports the

use of the area integral on dynamic GI calculation.

Table 4.3: Coefficient of variation (in %) of each specimen for results calculated by
using the area domain integral.

I.1 I.2 I.3 II.1 II.2 II.3 III.1 III.2 IV.1 IV.2 IV.3
4 par. 4.0 4.8 9.4 14.0 6.1 4.9 6.3 1.9 5.4 8.8 10.9
3 par. 4.8 3.7 8.4 12.5 5.6 5.7 5.7 3.3 6.0 9.2 9.4
2 par. 4.4 3.6 8.0 12.0 4.9 5.6 6.0 1.1 5.8 7.4 8.9
1 par. 5.2 3.5 0.4 9.8 4.5 5.5 1.0 1.2 3.7 0.7 5.1

Table 4.4: Coefficient of variation (in %) of each specimen for results calculated by
using the line integral.

I.1 I.2 I.3 II.1 II.2 II.3 III.1 III.2 IV.1 IV.2 IV.3
3 par. 50.8 70.8 42.7 28.6 38.2 59.4 15.2 7.9 19.9 48.2 37.3
2 par. 127.7 143.5 114.1 140.9 136.3 144.8 141.1 185.8 138.0 152.4 120.6
1 par. 5.7 45.6 42.8 36.3 54.6 30.9 19.0 16.5 21.9 143.3 11.2

4.2.2 Relative influence

The accuracy achieved by the neural network for fitting the data from table 4.3

was satisfactory. The results show an overall fitting accuracy of 99%. For a most
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generic fitting analysis, the achieved accuracy would represent overfitting, perhaps

unsuitable for predicting outputs for different datasets. But in this specific case

the aim is to map inputs and outputs for the given dataset and not to calibrate a

prediction model, so the high accuracy represents a good mapping between input

and outputs.

Figure 4.9 shows a superposition of all specimens results in the parameters do-

main, indicating a general trend on their relative influence. The domain width has

the greatest influence on GIC calculation amongst the other considered input param-

eters. It supports the previously discussion about mitigating the path dependence

caused by the elastic waves propagation by maximising the area domain, that is, for

the same instant of time, a larger domain would be less sensitive to energy fields

heterogeneity than smaller areas. In addition, the smaller the domain is, the greater

the weight of the notch tip asymptomatic fields on the energy calculation. Despite

of showing the greatest relative influence, it should not be risen as a major discus-

sion, since the low absolute values of energy variation, regarding the domain size,

indicates the robustness of the method and none of the individual variables can be

remarked as having a special role in the GIC calculation.

Figure 4.8: Performance of MLP ANN data fit.
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Figure 4.9: Superposition of the relative influence on J-integral of each parameter
for all specimens indicating a trend towards domain width.

4.2.3 Inertial energy

The proposed methodology enables the assessment of the individual terms of the

J-integral, clarifying whether the inertia effect is negligible or not. In the present

case the results are negligible, reaching a maximum value of 0.7% of the total GIC

value (specimen IV.3), as shown in table 4.5. One may think it could be explained

by the low density of the studied material. In a qualitative analysis it would be a

plausible explanation. But as can be seen on equation 3.3.1, the inertial term varies

linearly with the material density, which means that even for steel, five times heavier

than the carbon composite, for the same displacement and acceleration fields, the

value would not exceed 5.6% of the total GIC value. What leaves the cause to the

acceleration field imposed by the impact load. Even for ǫ̇ = 100s−1, it was not

enough to generate a non negligible energy value.

Table 4.5: Area domain inertial term energy for SW = 9, γi = 0, and c = h = 90%
(kJ/m2).

I.1 I.2 I.3 II.1 II.2 II.3 III.1 III.2 IV.1 IV.2 IV.3
0.04 0.01 0.03 0.16 0.07 0.07 0.29 0.25 0.37 0.38 0.42
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4.2.4 R-Curve comparison

Following the same strategy as KUHN et al. [16] to obtain the theoretical abscissa

∆a for each calculated GIC , as described in section 3.3.3, it was possible to compare

the obtained results with the R-curves calculated by KUHN et al. [16].

In figure 4.10a, the results are compared to both R-curves: quasi-static and

dynamic. By analysing the plot, some statements can be made:

i The lack of consistency amongst specimens of the same Type becomes more

evident when the results are plotted against ∆a. When analysing the experi-

mental results obtained by KUHN et al. [16] for the peak load σu, it does not

fit as a plausible source of noise. Although GIC varies quadratically with σu,

the results do not go towards to same trend, what discards this hypothesis

and leaves the explanation for a different source.

ii From the results for Type III specimens, with an average value of approxi-

mately 315kJ/m2, it is possible to draw some conclusions: besides the varia-

tion within the same specimen type, this particular specimen size could be put

as an outlier compared to the other results, differing more than twice from the

closest value, what does not happen amongst the other specimens. It could

indicate a problem in the input values, not in the methodology itself. Taking

into account that the method presented satisfactory robustness regarding the

calculation parameters, with consistence results for the same input data, a

possible source of error is the improper definition of the initiation frame, in

other words, loading history and recorded images unsynchronised.

iii The proper identification of the initiation frame , or the peak-load frame, is

crucial, and maybe, the more important input data of the whole methodology.

Depending on the time resolution a ±1 variation on the declared frame could

lead to completely different conclusions. It opens a gap for a parallel field of

study, that is the proper identification of the fracture initiation, based on the

full-field measurement. In the next section a novel methodology is suggested

as a field to be developed in the future, that uses convolutional neural networks

on the proper fracture detection.

iv Finally, if only the average values are considered, excluding the outlier, the

results show an increasing trend of GIC value with ∆a indicating a possible

existence of the rising R-curve for the studied material. Additionally, the

results are slightly closer to the dynamic R-curve, indicating the rate sensitivity

of the fracture toughness. Assuming the later statement is true, a plausible

source of rate sensitivity would be a material level phenomenon instead of any
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kinematic contribution, as the acceleration, to the total energy calculation. It

corroborates the rate sensitivity related to the occurrence of kink bands. The

formation of such structures depends on the adjacent support of the fibres to

prevent the micro buckling of the fibres. Since this support is guaranteed by

the polymeric matrix and it presents strain rate sensitivity, it could explain

the rate sensitivity on the fracture toughness of such materials [53].

(a) Original results (b) With Type III adjusted by ConvNet.

Figure 4.10: Comparison between GIC (kJ/m2) vs. ∆a (mm) results and R-curves
(the error bars indicate ±1 standard deviation).

4.3 Initiation fracture toughness estimates by deep

learning

Case study: Type III specimens

After training the convolutional neural network with Types I, II, and IV specimens,

the network was applied to the Type III stress fields aiming to correct a supposed

improper initiation frame. The overall training accuracy reached 98% and the results

are shown in figure 3.3.4.

After classification, each image was given a probability, or likelihood, of belonging

to each class, that is, before or after the fracture initiation. The results (Figure 4.11)

suggest that the likelihood of the fracture to have occurred increases up to 1 (100%)

several frames before the value obtained by the load-history curve. Approximately

at the 20th and 19th frames for specimens III.1 and III.2 respectively. It reflects in a

considerably reduction in the measured fracture toughness, as can be seen in figure

4.10b, suggesting that for these specimens the loading history / recorded image

frames synchronisation could have failed. This case study indicates that the use
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of image classifiers, specially convolutional neural networks, in which there is no

need to prior define object features, could be supporting tool on the proper fracture

identification.

Figure 4.11: Likelihood to belong to Fractured class vs. frame (the 31th frame cor-
responds to the peak-load, or instability initiation).
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Chapter 5

Conclusion

In the present thesis a strategy for analysing the compressive fracture of carbon com-

posites by digital image correlation is presented. The conclusions are summarised

as follows:

i The proposed subset model allied to the analysis of the parameters influence

indicates that the pre-processing step, that is, the measurement of the full-

fields produced satisfactory results for the further calculations.

ii The use of the area integral rather than the contour domain has been shown

to be the best for GIC calculation under dynamic loads where the stress fields

develop by the elastic wave propagation. The proposed method has shown

satisfactory robustness due to the variation of the calculation parameters and

seems to mitigate the path dependency under dynamically generated stress

fields.

iii The proposed method revealed that the inertial term of the dynamic J-integral

could be neglected in the present case.

iv An artificial neural network was successfully applied on the determination

of the relative influence of the input parameters and has been shown as an

alternative to traditional statistical techniques.

v On the other hand, the image analysis approach presented itself highly depen-

dent on the accurate definition of the peak-load frame, leading to inconclusive

results in cases where this information is doubtful.

vi Considering the robustness of the area approach along side the initiation frame

sensitivity, for situations where a trade-off between spacial and temporal res-

olution exists, such as the definition of camera parameters, for the present

methodology a better temporal resolution (with lower spacial resolution) would

lead to more accurate results than the opposite.
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vii The comparative results show a plausible occurrence of a rising R-curve, de-

pendent on the strain-rate regime. But the lack of consistence does not strictly

state such dependence, yet leaving an open point for discussion.

viii The application of convolutional neural networks on the stress fields of dy-

namically loaded specimens can be used as an efficient support tool for failure

identification on composite materials.
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A R T I C L E I N F O
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A B S T R A C T

An optical experimental procedure for evaluating the J-Integral from full-field displacement fields under dy-
namic loading is proposed in this work. The methodology is applied to measure the J-integral in the dynamic
compressive loading of fiber-reinforced composites and to calculate the dynamic fracture toughness associated
with the propagation of a kink-band. A modified J-Integral that considers inertia effects is calculated over the
full-field measurements obtained by digital image correlation, for double edge-notched specimen of IM7-8552
laminates dynamically loaded in a split-Hopkinson pressure bar (SHPB). A sensibility study is conducted to
address the influence of the speckle parameters. The results show good agreement with experimental observa-
tions obtained by using a different data reduction method, suggesting the existence of a rising R-curve for the
studied material under dynamic loading. Furthermore, it was noticed that the inertia effect can be negligible,
indicating a state of dynamic equilibrium in which quasi-static approaches may comfortably be used.

1. Introduction

The compression failure in notched composites has been thoroughly
studied with during the past decades [1–5]. Fiber-reinforced composites
exhibit in compression a failure mechanism through the onset and
propagation of kink bands [6,2,7,8] that may be represented as cracks.
Therefore, a fracture toughness is associated to the kink band failure
mechanism. The fracture toughness is one of the key parameters used in
strength prediction methods for composite materials. Its accurate de-
termination is therefore essential and has given birth, in the past years,
to the widespread development of different experimental techniques.

The experimental work performed has been mainly conducted
under static loading conditions. The CT specimen ([9–11], among
others) and the size effect method [12] have been used to measure the
R-curve associated with the propagation of a kink-band. Despite the
work performed so far only one paper [13] has been published on the
determination of dynamic compressive failure for fiber-reinforced

composites. Considering that, in several real applications, composite
structures need to withstand dynamic loading, it is necessary to further
understand the dynamic behavior of this important class of materials.

Several works have studied the strain-rate dependence on fracture
toughness of composite materials. Changes in the fracture toughness
value have been explained by rate dependence on elastic properties as
well as sensitivity of stress resistance limit [13–17]. This indicates a
lack of consensus regarding the origin of the time dependent behavior,
motivating effort toward this topic.

Many authors rely on quasi-static approaches on data reduction of
their dynamic analysis, relying on the premise that dynamic stress
equilibrium has been reached. Jiang and Vecchio [18] show in a review
that the quasi-static theory is the preferred method to calculate fracture
toughness under impact conditions, a conclusion reached by many
other authors [19–23]. On the other hand, Nishioka [24] considers that
the use of computer simulations is the only possible way to overcome
difficulties in acquiring higher-order dynamic properties along a
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transient loading history.
Sun and Han [25] used the modified crack closure (MCC) integral to

calculate mode I dynamic energy release rate of wedge loaded compact
tension (WLCT) specimens using a finite elements formulation sug-
gested by Jih and Sun [26]. The crack propagation is simulated by se-
quentially releasing the crack path nodes, based on experimental
measurements of crack tip position, and the crack-closure integral
calculated continuously trailing the crack-tip [27]. For Jih and Sun
[26], an advantage of this method compared to the J-Integral is that it
can easily separate the energy release rate for each fracture mode
without knowing, a priori, the mixed-mode ratio. Navarro et al. [28]
followed the work of Guo and Sun [29], which similarly to Sun and Hun
[25], used the finite elements method with node releasing strategy to
calculate mode I dynamic fracture toughness of carbon/epoxy and
glass/epoxy composites. Differently from Jih and Sun [26], they used
the energy balance (total strain-energy and total kinetic-energy) to
calculate the energy release rate. Wu and Dzenis [30] also performed
finite elements simulations on their dynamic delamination (Modes I and
II) study. Instead of using a contour integral, like in the work presented
by Sun and Han [25], they calculated stress intensity factors directly by
the crack opening displacement, assuming an asymptotic displacement
field near crack tip (Sih et al. [31]). The use of the crack opening dis-
placement instead of J-Integral was justified by the fact that the nu-
merical differentiation step would reduce the accuracy of the analysis,
since the stress field is calculated by the displacement derivative. In
addition, it was pointed out that the dynamic path-independent integral
would not avoid the singular stress field because it involves area in-
tegrals within the contour. Lee et al. [32] used the analytical expres-
sions of the displacement field derived by Liu et al. [33] to calculate the
dynamic stress intensity factor. Differently from Wu and Dzenis [30],
where finite elements method was employed do calculate the crack
opening displacement, they used 2D digital image correlation (DIC) and
high-speed photography to obtain the full-field displacements and fur-
ther calculate the dynamic stress intensity factors. An analogous ap-
proach was used by Joudon et al. [34] for the measurement of the
dynamic mode I fracture toughness of toughened epoxy resins. The
authors used a strain gage method instead of DIC, following the work of
Khanna and Shukla [35], which assumes an asymptotic strain field near
the tip of a moving crack with constant velocity. Additionally, the au-
thors mentioned that the local analysis of asymptotic fields are pre-
ferred on determining fracture mechanics parameters during fast pro-
pagating cracks on brittle polymers. Kunh et al. [13] studied the
dynamic compression toughness for carbon/epoxy under a strain rate of
100 s−1. The approach presented uses the relations between the size
effect law, proposed by Bažant et al. [36], the energy release rate and R-
curve, under a quasi-static assumption, reporting a significant increase
in the fracture toughness. In agreement with Wosu et al. [21], they
reported a negligible influence of the kinetic energy in total process

energy, justifying the use of the quasi-static approach.
The use of J-Integral over full-field measurements has also been

proposed. Jiang et al. [37] calculated the value of the J-Integral, under
quasi-static regime, for composite materials used in dental restorations
over full-field measurements obtained by DIC and reported no con-
siderable dependence on size and location of the integration path,
concluding that the J-Integral calculation aside the DIC, is a reliable
technique for calculating the material fracture toughness. Similar re-
sults were found in other studies, confirming the reliability of the use of
J-Integral over full-field measurements [38,39 9]. In addition, the use of
the area domain J-Integral has been reported by some authors as an
advantageous alternative to the traditional contour J-Integral, re-
garding the integration domain dependency and the error reduction
[40,41].

To achieve a reliable DIC, the subset size must be trade-off between
the capacity of distinguishing it from different subsets and avoiding
mask heterogeneities in full-field measurements by using a large
window. Additionally, small subsets would lead to an increase of local
correlation coefficient minimums, decreasing the technique efficiency
[42]. Studies have been done towards finding the optimal subset values,
considering the image and the speckle pattern properties. A practical
suggestion is the use of a subset size that circumscribes at least three
speckle particles. Leading to the development of geometric models for
determining the optimal subset size [43–49].

However, all the studies performed using J-Integral and DIC were
done in quasi-static conditions and didn’t evaluated the J results sen-
sitivity in relation to the parameters used in DIC and in the formulation
of J-Integral, although there are some works that evaluate the influence
of DIC parameters in strain error. Thus, this work aims to analyse, by
using artificial neural networks, the influence of the parameters used
for J calculation. In addition, it is discussed the application of an in-
ertial term in the J integral and the possibility of the construction of a
dynamic R curve based on fracture toughness results.

This work is complementary to the published by Kuhn et al. [13].
Therefore, it is discussed the determination of the dynamic fracture
toughness of the tested material by two different methodologies: the
analytical model presented by Catalanotti et al. [9,12], and the DIC
analysis, proposed in this paper.

2. Materials and methods

2.1. Material and tests specimens.

Flat panels with a 4mm thickness and a layup of [90/0]8S were
manufactured using HexPly IM7-8552 carbon-epoxy prepreg system.
The panel was cured by hot-pressing following the curing cycle sug-
gested by the manufacturer [50]. Table 1 shows the elastic properties of
the laminate measured under high strain (∊ = −ṡ 100 1) [13].

List of symbols

E E G, ,x y xy longitudinal, transversal, and shear modulus
vxy in-plane Poisson coefficient
W specimen half width
a a a, , Δ0 crack length, initial crack length, crack increment
∊̇ strain rate
SR subset radius
NND nearest neighbor distance
D Feret diameter
J j,d fit

d dynamic J-Integral, dynamic J-Integral fit
u u, ¨ displacement field, acceleration field
x in-plane direction
U elastic energy
δ Kronecker delta

σ stress tensor
ρ specific mass
q weight function
A area of a data point
dp data point
c h, domain width, domain height
Γi inner contour region
G G G, ,C C C0 90 laminate fracture toughness and fracture toughness of

0° and 90° plies
t t, p time frame, peak load time frame
RI% variable relative importance
Iij input-hidden layer connection weights
Zj hidden layer-output connection weights
l l, 0 laminate thickness, thickness of 0° plies
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High strain rate fracture tests were carried out on double-edge
notched in compression (DENC) specimens machined from the panel by
a 1mm drill bit. The specimens have all the same shape but different
sizes, or in other word, the width and the length of the specimen are
proportional to a characteristic size, W, as indicated in Fig. 1. Table 2
shows the dimensions used in this experimental campaign.

For the assessment of full-field displacements by the DIC technique
the specimens were covered by a random black and white speckle
pattern.

2.2. Experimental setup and high strain rate tests

The high strain rate tests were performed in a split-Hopkinson
pressure bar (SHPB). Different bar diameters and pulse shapers were
used to achieve the same strain rate for all specimens (∊ = −ṡ 100 1). A
high-performance PHOTRON AS-Z camera was used to capture the
speckle pattern variation along time. The acquisition frequency and the
resolution were 300,000 fps 256×128 pixels2, respectively. Further
details of the experimental setup can be found in [13].

3. Full field measurements (DIC)

3.1. Subset determination model

Aiming for a good analysis of deformations by the DIC method, the
ideal size of the subset radius to be used must be determined. It will
determine the size of the window for which the occurred displacement
identification is made according to the change of location of sets of
points at different gray scale values. In order to respect the require-
ments of having at least 3 speckles by subset [48] and to ensure the best
possible resolution, a geometric model, in which the speckles are con-
sidered perfectly circular and their centers are located at the vertices of
an equilateral triangle, is proposed. This is the most homogeneous ar-
rangement for three points around the same reference point. Therefore,
the model considers the distance between the centers of the circles as
the nearest neighbor distance (NND) and that the diameter of the circles
as the speckles Feret diameter (D) [51], as shown in Fig. 2.

The considered value for the speckle size is that which covers 95%
of the particles Feret diameter distribution, ensuring a wide range of
particles size within the subset. Analogously, the free path between
particles considered is that in respect of 95% of the nearest neighbor
distance distribution (NND). By using Euclidian geometry, the subset
radius value (SR), that is equivalent to de distance between de triangle
center and the circumference that circumscribes the three small circles,
is calculated by Eq. (1).

= +SR D NND
3

3
95% 95% (1)

To obtain the speckles Feret diameter and the free path distribu-
tions, image processing techniques were performed in steps, illustrated
in Fig. 3, using the open source software ImageJ® [52], following the
sequence below:

a) Histogram equalization: To enhance the contrast by stretching out
the intensity distribution to the whole range of intensity spectrum.

b) Classification: The image is made binary by using the Bernsen
adaptive threshold filter [53], with a 15×15 px2 window. The re-
sulting black regions refer to the particles while white regions refer
to the background.

c) Watershed: to avoid overestimating the particles size by separating
touching objects.

d) Area filter and despeckle: To remove particles smaller than 4 px2

and smooth sharp regions of particles.

3.2. Full field measurements

The full field measurements (displacements and strains) were cal-
culated by the DIC technique, using the open-source DIC software Ncorr
[42]. The subset size for each specimen was determined by the proce-
dure descripted previously. Green-Lagrange strains are calculated by
Ncorr, using the strain-displacement relation with small deformation
formulation (Eq. (2)). Ncorr uses piecewise least-squares fitting over a
region of the displacement field data points, the strain window, to
calculate the displacements gradient (∇u). The size of the strain
window will be discussed further.

Table 1

Laminate elastic properties for high strain rate.

Ex= Ey (GPa) Gxy (GPa) νxy

67.126 6.345 0.04

Fig. 1. Specimen geometry.

Table 2

Nominal dimensions of the specimens (all values in mm).

Specimen type I II III

a0 2.50 3.75 6.75
W 5.00 7.50 12.50

Fig. 2. Geometric model for subset radius.
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Fig. 3. a) Original image; b) Equalized image; c) Binary image; and d) Final image after watershed and size filtering.

Fig. 4. An illustration of a stress field within a domain of size c× h including
the notch, showing a single data point, marked in red.

Fig. 5. Weight function for a 170× 65 data points domain.

Fig. 6. J-Integral scatter over time frames, (a) original input data, (b) shifted to
synchronize the peak load frame.
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4. Dynamic J-Integral calculation

4.1. Formulation

In this study an implementation of the J-Integral proposed by Atluri
[54] and used in Kuna [55] is proposed. It considers the inertia effect

and neglects the kinetic energy, for the case of dynamically loaded
stationary cracks.

The J-Integral is calculated for each notch, and the higher value is
taken. The discrete implementation of the J-Integral is the sum of the
contribution of each individual data point within the domain bound-
aries and A represents the area of a data point, in mm2.

Table 3

Parameters and parameter levels of the full factorial design.

Parameter Level 1 Level 2 Level 3 Level 4 Level 5

Strain window (data points) 10 14 18 22 26
Domain height 50% 60% 70% 80% 90%
Domain width 50% 60% 70% 80% 90%

Fig. 7. Diagram of the multilayer perceptron used for RI% estimates.

Table 4

Results for the subset size for each specimen type (all values in pixels).

Specimen type D NND SR

I 17 ± 1 11 ± 1 15 ± 0
II 12 ± 2 11 ± 1 13 ± 4
III 10 ± 1 10 ± 1 11 ± 2

Fig. 8. J-Integral over time for type II.

Fig. 9. Relative influence of variables on fracture toughness.

Table 5

Mean fracture toughness results and standard deviation (in kJ/m2) regarding
the variation of the factorial design parameters.

Specimen type 3 parameters 2 parameters 1 parameter

I 61.8 ± 2.4 61.7 ± 1.3 59.4 ± 1.2
II 67.6 ± 5.3 68.6 ± 3.4 66.4 ± 3.9
III 91.3 ± 4.0 91.6 ± 2.7 88.4 ± 3.0

Fig. 10. GC points obtained in the present work (DIC) and the R-Curve obtained
by Kuhn et al. [13] for longitudinal plies.

Table 6

Comparison of the determined fracture toughness value for IM7-8552 long-
itudinal plies with previous works.1

Author Regime GC (kJ/m2)

Present study (DIC) ∊ = −ṡ 100 1 ≈ −120 180

Kuhn et al. [13] ∊ = −ṡ 100 1 ≈ 165

Kuhn et al. [13] Quasi-static ≈ 101

Catalanotti et al. [12] Quasi-static ≈ 61

1 The values related to Kuhn et al. [13] and Catalanotti et al. [12] refer to the
steady-state fracture toughness value.
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The domain transformation, from contour to area, requires the use
of a weight function q, that must follow two requirements:

1. Must vary smoothly from 0 (at the outer contour) to 1 (at the inner
contour).

2. Must value 1 within the inner contour (in the present case the inner
contour →Γ 0i ).

In the discrete implementation, the operator xΔ/Δ j represents the
gradient vector, where xΔ is the length represented by a data point
edge. The J-Integral was calculated for every time step (i.e. image
frames), so that a behavior over time can be obtained. The chosen
function is a biquadratic equation, shown in Eq. (4), which satisfies the
mentioned conditions.
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c x
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h y
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2 2

2
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In the proposed methodology the weight function is also responsible
for the domain boundaries determination. Since it only has values
within the outer contour and the J-Integral terms multiply q and∇q, the
J-Integral area domain can be set by the parameters c and h (i.e. the
width and the height of function domain). Fig. 5 shows the biquadratic
equation for a domain with 170× 65 data points.

4.2. Fracture toughness definition

In this study, the initiation fracture toughness is defined as the point
of instability, assumed as the point of the peak load during the test
[13,12]. Considering the linear-elastic behavior of the material, GC is
defined as:

= =G J |C
d
t tp (5)

The fracture toughness calculation consisted in a polynomial fit of
the J-Integral values over time for all specimens of each type. A window
of 23 consecutive frames, which comprises all the experimental fracture
process, was used. The 21st frame matches the peak load time (t= tp),
so all specimens of each type could be synchronized by the peak load
frame and plot over the same time domain, as can be seen on Fig. 6.
Further, a third order polynomial was used to fit the J-Integral over
time and the value of =J |fit

d
t tp is assumed to be the initiation fracture

toughness.

5. Parameters sensitivity analysis

The influence of three parameters were assessed in this study: the
strain window, the domain width (c), and the domain height (h), as
shown in Fig. 4.

5.1. Full factorial design

A full factorial design was generated to evaluate de influence of the
parameters on J-Integral value. Three parameters were chosen for as-
sessing the robustness of the method: the strain window, the domain
height, and the domain width.

• The strain window relates to the sensitivity of the J-Integral re-
garding the smoothness of the strain field.

• The domain size variation verifies whether the area domain J-
Integral is dependent to the integration domain, analogous to the
path independence of the classic J-Integral.

Five levels, shown in Table 3, were heuristically chosen for each

parameter.

5.2. Analysis of parameters relative importance (RI%)

Lilliefors’ tests [56] have shown that the J-Integral residuals do not
fit in a normal distribution regarding the variation of the parameters.
So, it would not be appropriate to evaluate the effect of the variables
using the ANOVA method. The connection weights (CWM) method was
used to estimate RI for each variable based on the weights of a trained
artificial neural network (ANN) [57]. The relative importance of a given
input variable can be defined by Eq. (6), for the case of a single hidden
layer.

∑=
=

RI I Zi

h

n

ij j

1 (6)

where, n is the total number of hidden nodes, Iij is the weight of the
connections between input nodes and hidden nodes, and Zj is the
weight of the connection between hidden nodes and the output node. In
this study, a multilayer perceptron (MLP) ANN with four hidden neu-
rons within a single hidden layer (Fig. 7) was heuristically chosen to
evaluate the RI% of input variables.

6. Results and discussion

6.1. Subset size

Table 4 shows the results for the subset size for each specimen type,
and its respective input parameters (Feret diameter and NND).

The scale factor increases with the decrease of the specimen size
(i.e. the zoom in smaller specimens has great magnitude compared to
larger specimens), therefore all specimens present approximately the
same size in pixels. Considering the speckle particles distribution to be
the same for all specimens (the same application method was used),
Larger specimens are expected to present smaller speckle particles, in
pixels. Consequently, decreasing subset size.

6.2. Dynamic fracture toughness

The above defined initiation fracture toughness criterion was ap-
plied to all specimens. Fig. 8 shows the J-Integral over time and the
polynomial fit for type II. The initial point, or 0 s, refers to the 20th
frame before the peak load frame. It is a representative curve that fol-
lows the other types.

Computing the fracture toughness for all specimens, it was possible
to evaluate the sensitivity of its value regarding the variation of the
method parameters. The connection weights method [57] indicates that
the greatest relative influence comes from the domain height (i.e. along
crack direction), as shown in Fig. 9.

Table 5 shows the fracture toughness and its standard deviation for
three scenarios:

• 3 parameters variation: the full factorial design.

• 2 parameters variation: strain window fixed at a value of 9 data
points, and the domain parameters varying from 50% to 90% of the
specimen size in the respective direction.

• 1 parameter variation: strain window fixed at a value of 9 data
points, the domain width fixed at 90% of specimen width, varying
the domain height from 50% to 90% of the specimen half height
(W).

The results show an increasing trend of the dynamic fracture
toughness in respect of specimen size. Considering that different sizes
relate to different notch sizes (a0), it is plausible the existence of a rising
R-Curve for the IM7-8552 under dynamic loads, as expected. Since the
R-Curve of a given material is invariant, in the present case in which a0/
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W is constant greater test specimens are expected to achieve instability
at greater GC values. This result agrees to the results obtained by Kuhn
et al. [13], which calculated a R-curve of the same material based on
the method proposed by Catalanotti et al. [12]. This method relies on
the relation between the energy release rate and the size-effect law
established by Bažant et al. [36].

The method used by Kuhn et al. [13] to establish the relation be-
tween W and Δa was applied to the results obtained in the present
paper. Fig. 10 shows the average initiation fracture toughness of the full
factorial design (Fig. 8) and the R-curve obtained by Kuhn et al. [13].

The R-Curve calculated by Kuhn et al. [13], for longitudinal plies,
was compared to the fracture toughness results calculated in the present
work (Eqs. (5) and (7)), neglecting the transversal plies contribution
( ≫G GC0 C90), following Pinho et al. [10].

=G
l

l
GC0

0
C

(7)

An important remark is that, differently from Kuhn et al. that ob-
tained the R-Curve based on the size effect law applied on the speci-
mens’ ultimate stress, the present work calculates the GC values based
on full-field measurements, without using load information (except for
the peak load time frame, tp). The close agreement of the results in-
dicates that the proposed methodology could be a reliable alternative
for fracture toughness determination of composite laminates subjected
to dynamic loads. Table 6 shows a comparison to values found in pre-
vious works for the same tested material. The same consideration of
longitudinal fracture toughness applies (Eq. (7)).

Regarding the domain dependence on fracture toughness value
(Table 5) the greatest variation coefficient is 7.8%, for the type II in full
factorial scenario. It shows that the dynamic fracture toughness does
not depend significantly on the chosen area domain.

6.3. Inertia effect

The fracture toughness calculation applied in this work (Eq. (3)),

allows the assessment of the inertial term ( )ρ u q¨
u

x i
Δ

Δ

i

j
contribution on

total J-Integral value. It was found that the inertia contribution is
negligible for all analyzed specimens, approximately 0.01%, 0.10%,
and 0.35% of the total fracture toughness, for types I, II and, III re-
spectively, suggesting the achievement of the dynamic equilibrium,
agreeing with Kuhn et al. [13] on the reliability of the quasi-static
methodology for the dynamic analysis. Moreover, a rising trend can be
observed indicating the larger the specimens, the higher the inertial
term is, even though it is negligible in the present study. This trend
could be related to the time to achieve the dynamic equilibrium, that is
longer for larger specimens [58].

7. Conclusions

The main conclusions outlined in this study can be summarized as
follows:

• The modified J-Integral calculated in this study makes possible the
evaluation whether the dynamic equilibrium have been achieved,
by the analysis of the inertial term against the total energy release
rate value.

• The proposed methodology for measuring the J-integral from full-
field displacement provided by DIC is shown to be stable with regard
to setting parameters. The results show a small variation coefficient
regarding the DIC and the integration domain parameters.

• Machine learning was useful on assessing the relative influence of
the input variables. The use of the weights of a trained artificial
neural network was an alternative in the present case, where sta-
tistical distributions could not be applied.

• The results show a rising trend on the fracture toughness in respect

of the increase of the specimen size, and consequently the increase
of a0, suggesting the existence of a rising R-curve.

• Present results and those from Kuhn et al. [13] are in close agree-
ment, even though they come from two different methodologies,
with non-related input variables.
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